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BP 89, 22000 Sidi Bel-Abbès, Algérie

2 Department of Mathematics, University of Tennessee at Chattanooga,
Chattanooga, TN 37403, USA
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BP 138 Cité Ennasr, 20000 Saida, Algérie

Received: December 22, 2010; Revised: July 20, 2011

Abstract: This paper deals with the existence of solutions, under the Pettis inte-
grability assumption, for a class of boundary value problems for fractional differential
inclusions involving nonlinear integral conditions. Our results are based on the tech-
nique of measures of weak noncompactness and a fixed point theorem of Mönch type.

Keywords: boundary value problem; differential inclusion; Caputo fractional deriva-
tive; measure of weak noncompactness; Pettis integrals; weak solution.

Mathematics Subject Classification (2000): 26A33, 34A60, 34B15, 34G20.

1 Introduction

This note is concerned with the existence of solutions of the boundary value problem
with fractional order differential inclusions and nonlinear integral conditions of the form

cDαx(t) ∈ F (t, x(t)), for a.e. t ∈ J = [0, T ], 1 < α ≤ 2, (1)

x(0)− x′(0) =

∫ T

0

g(s, x(s))ds, (2)

x(T ) + x′(T ) =

∫ T

0

h(s, x(s))ds, (3)
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where cDα, 1 < α ≤ 2, is the Caputo fractional derivative, F : J × E → P(E) is a
multivalued map, E is a Banach space with the norm ‖ · ‖, P(E) is the family of all
nonempty subsets of E, and g, h : J × E → E are given functions satisfying some
assumptions that will be specified later.

Differential equations of fractional order have recently proved to be valuable tools in
the modeling of many phenomena in various fields of science and engineering. Indeed,
we can find numerous applications in viscoelasticity, electrochemistry, control theory,
porous media, electromagnetism, etc. (see [18, 24, 30]). There has been a significant
development in the study of fractional differential equations and inclusions in recent
years; see the monographs of Kilbas et al. [21], Lakshmikantham et al. [23], Podlubny
[30], and the papers [2, 3, 11, 17, 28].

Boundary value problems with integral boundary conditions constitute a very in-
teresting and important class of problems. They include two, three, multi-point, and
nonlocal boundary value problems as special cases. Integral boundary conditions are
often encountered in various applications; it is worthwhile mentioning the applications of
those conditions in the study of population dynamics [13] and cellular systems [1]. More-
over, boundary value problems with integral boundary conditions have been studied by a
number of authors such as Arara and Benchohra [4], Benchohra et al. [10], Infante [20],
and the references therein.

In our investigation we apply the method associated with the technique of measures
of weak noncompactness and a fixed point theorem of Mönch type. This technique was
mainly initiated in the monograph of Banas̀ and Goebel [6] and subsequently developed
and used in many papers; see, for example, Banas̀ et al. [7], Guo et al. [19], Krzyska
and Kubiaczyk [22], Lakshmikantham and Leela [23], Mönch [25], O’Regan [26, 27],
Szufla [32], Szufla and Szukala [33], and the references therein. In [8, 12] Benchohra et
al. considered some classes of boundary value problems for fractional order differential
equations in Banach space by means of the strong measure of noncompactness. As far as
we know, they are very few results devoted to weak solutions of boundary value problems
for nonlinear fractional differential equations [9]. The present results complement and
extend those considered with the strong measure of noncompactness [8, 12].

2 Preliminaries

We will briefly recall some basic definitions and facts from multivalued analysis that we
will use in the sequel. Let E be the real Banach space with norm ‖ ·‖ and dual space E∗,
and let (E,w) = (E, σ(E,E∗)) denote the space E with its weak topology. Here, C(J,E)
is the Banach space of all continuous functions x : J → E with the usual supremum norm

‖x‖∞ = sup{‖x(t)‖ : t ∈ J}.

We let L1(J,E) denote the Banach space of functions x : J → E that are Lebesgue
integrable with norm

‖x‖L1 =

∫ T

0

‖x(t)‖dt,

and L∞(J,E) denote the Banach space of bounded measurable functions x : J → E

equipped with the norm

‖x‖L∞ = inf{c > 0 : ‖x(t)‖ ≤ c a.e. t ∈ J}.
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Also, AC1(J,E) will denote the space of functions x : J → E that are absolutely contin-
uous and whose first derivative, x′, is absolutely continuous.

Let (E, ‖ · ‖) be a Banach space and let Pcl(E) = {Y ∈ P (E) : Y is closed},
Pb(E) = {Y ∈ P (E) : Y is bounded}, Pcp(E) = {Y ∈ P (E) : Y is compact}, and
Pcp,cv(E) = {Y ∈ P (E) : Y is compact and convex}. A multivalued map F : E → P (E)
is convex (closed) valued if F (x) is convex (closed) for all x ∈ E. We say that F is
bounded on bounded sets if F (B) = ∪x∈BF (x) is bounded in E for all B ∈ Pb(E) (i.e.,
supx∈B{sup{‖y‖ : y ∈ F (x)}} < ∞). The mapping F is called upper semi-continuous
(u.s.c.) on E if for each x0 ∈ E, the set F (x0) is a nonempty closed subset of E, and for
each open set N of E containing F (x0), there exists an open neighborhood N0 of x0 such
that F (N0) ⊆ N . The mapping F has a fixed point if there is x ∈ E such that x ∈ F (x).

For more details on multivalued maps see the books of Aubin and Frankowska [5] and
Deimling [15]. We will need the following definitions in the sequel.

Definition 2.1 A function h : E → E is said to be weakly sequentially continuous if
h takes each weakly convergent sequence in E to a weakly convergent sequence in E (i.e.,
for any (xn)n in E with xn(t) → x(t) in (E,w) for each t ∈ J , we have h(xn(t)) → h(x(t))
in (E,w) for each t ∈ J).

Definition 2.2 A function F : Q→ Pcl,cv(Q) has a weakly sequentially closed graph
if for any sequence (xn, yn)

∞
1 ∈ Q ×Q, yn ∈ F (xn) for n ∈ {1, 2, ...} with xn(t) → x(t)

in (E,ω) for each t ∈ J and yn(t) → y(t) in (E,ω) for each t ∈ J , then y ∈ F (x).

Definition 2.3 [29] The function x : J → E is said to be Pettis integrable on
J if and only if there is an element xI ∈ E corresponding to each I ⊂ J such that
ϕ(xI) =

∫

I
ϕ(x(s))ds for all ϕ ∈ E∗ where the integral on the right is assumed to exist

in the sense of Lebesgue. By definition, xI =
∫

I
x(s)ds.

Let P (J,E) be the space of all E-valued Pettis integrable functions in the interval J .

Proposition 2.1 [16, 29] If x(·) is Pettis integrable and h(·) is a measurable and
essentially bounded real-valued function, then x(·)h(·) is Pettis integrable.

Definition 2.4 [14] Let E be a Banach space, ΩE be the bounded subsets of E, and
B1 be the unit ball in E. The De Blasi measure of weak noncompactness is the map
β : ΩE → [0,∞] defined by

β(X) = inf{ǫ > 0 : there exists a weakly compact subset Ω of E such that X ⊂ ǫB1+Ω}.

Properties: The De Blasi measure of noncompactness satisfies the following properties:

(a) A ⊂ B =⇒ β(A) ≤ β(B);

(b) β(A) = 0 ⇐⇒ A is relatively compact;

(c) β(A ∪B) = max{β(A), β(B)};

(d) β(A
ω
) = β(A), where A

ω
denotes the weak closure of A;

(e) β(A+B) ≤ β(A) + β(B);

(f) β(λA) = |λ|β(A);
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(g) β(conv(A)) = β(A);

(h) β(∪|λ|≤hλA) = hβ(A).

The following result follows directly from the Hahn–Banach theorem.

Proposition 2.2 Let E be a normed space with x0 6= 0. Then there exists ϕ ∈ E∗

with ‖ϕ‖ = 1 and ϕ(x0) = ‖x0‖.

For completeness, we recall the definitions of the Pettis-integral and the Caputo
derivative of fractional order.

Definition 2.5 ([31]) Let h : J → E be a function. The fractional Pettis integral of
the function h of order α ∈ IR+ is defined by

Iαh(t) =

∫ t

0

(t− s)α−1

Γ(α)
h(s)ds,

where the sign “
∫

” denotes the Pettis integral and Γ is the Gamma function.

Definition 2.6 ([21]) For a function h : I → E, the Caputo fractional-order deriva-
tive of h is defined by

cDαh(t) =
1

Γ(n− α)

∫ t

0

h(n)(s)ds

(t− s)1−n+α
,

where n = [α] + 1 and [α] denotes the integer part of α.

The following theorem will be used to prove our main result.

Theorem 2.1 Let E be a Banach space with Q a nonempty, bounded, closed, con-
vex, equicontinuous subset of C([0, T ], E). Suppose F : Q → Pcl,cv(Q) has a weakly
sequentially closed graph. If the implication

V = conv({0} ∪ F (V )) =⇒ V is relatively weakly compact (4)

holds for every subset V ⊂ Q, then the operator inclusion x ∈ F (x) has a solution in Q.

3 Existence of Solutions

Let us start by defining what we mean by a solution of the problem (1)–(3).

Definition 3.1 A function x ∈ AC1(J,E) is said to be a solution of (1)–(3), if there
exists a function υ ∈ L1(J,E) with υ(t) ∈ F (t, x(t)) for a.e. t ∈ J , such that

cDαx(t) = υ(t) a.e. t ∈ J, 1 < α ≤ 2,

and the function x satisfies the boundary conditions (2) and (3).

For any x ∈ C(J,E), we define the set

SF,x = {υ ∈ L1(J,E) : υ(t) ∈ F (t, x(t)) for a.e. t ∈ J}.

This is known as the set of selection functions.
For the existence of solutions to the problem (1)–(3), we need the following auxiliary

lemmas.
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Lemma 3.1 [34] Let α > 0; then the differential equation cDαh(t) = 0 has the
solutions h(t) = c0 + c1t+ c2t

2 + . . .+ cn−1t
n−1, where ci ∈ IR, i = 0, 1, 2, . . . , n− 1, and

n = [α] + 1.

Lemma 3.2 [34] Let α > 0; then IαcDαh(t) = h(t)+ c0+ c1t+ c2t
2+ . . .+ cn−1t

n−1

for some ci ∈ IR, i = 0, 1, 2, . . . , n− 1, where n = [α] + 1.

As a consequence of Lemmas 3.1 and 3.2, we have the following result which will be
useful in the remainder of the paper.

Lemma 3.3 Let 1 < α ≤ 2 and let σ, σ1, σ2 : J → E be continuous. A function x

is a solution of the fractional integral equation

x(t) = P (t) +

∫ T

0

G(t, s)σ(s)ds (5)

with

P (t) =
(T + 1− t)

T + 2

∫ T

0

σ1(s)ds+
(t+ 1)

T + 2

∫ T

0

σ2(s)ds (6)

and

G(t, s) =











(t−s)α−1

Γ(α) − (1+t)(T−s)α−1

(T+2)Γ(α) − (1+t)(T−s)α−2

(T+2)Γ(α−1) , 0 ≤ s ≤ t,

− (1+t)(T−s)α−1

(T+2)Γ(α) − (1+t)(T−s)α−2

(T+2)Γ(α−1) , t ≤ s < T,

(7)

if and only if x is a solution of the fractional boundary value problem

cDαx(t) = σ(t), t ∈ J,

x(0)− x′(0) =

∫ T

0

σ1(s)ds, x(T ) + x′(T ) =

∫ T

0

σ2(s)ds.

Let

G̃ = sup

{

∫ T

0

|G(t, s)|ds, t ∈ J

}

.

We are now in a position to state and prove our existence result for the problem
(1)–(3). We first list the following hypotheses:

(H1) F : J × E → Pcp,cl,cv(E) has weakly sequentially closed graph.

(H2) For each t ∈ J , g(t, ·) and h(t, ·) are weakly sequentially continuous.

(H3) For each continuous x : J → E, there exists a scalarly measurable function υ : J →
E with υ(t) ∈ F (t, x(t)) a.e. on J and υ is Pettis integrable on J .

(H4) For each x ∈ C(J,E), g(·, x(·)) and h(·, x(·)) are Pettis integrable on J .

(H5) There exist p ∈ L∞(J, IR+) and a continuous nondecreasing function ψ : [0,∞) →
[0,∞) such that

‖F (t, x)‖ = sup{|υ| : υ ∈ F (t, x)} ≤ p(t)ψ(‖x‖).
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(H6) There exist φg ∈ L1(J, IR+) and a continuous nondecreasing function ψ∗ : [0,∞) →
[0,∞) such that

‖g(t, x)‖ ≤ φg(t)ψ
∗(‖x‖).

(H7) There exist φh ∈ L1(J, IR+) and a continuous nondecreasing function ψ̄ : [0,∞) →
[0,∞) such that

‖h(t, x)‖ ≤ φh(t)ψ̄(‖x‖).

(H8) there exists a number R > 0 such that

R

aψ∗(R) + bψ̄(R) + cG̃ψ(R)
> 1, (8)

where

a =
T + 1

T + 2

∫ T

0

φg(s)ds, b =
T + 1

T + 2

∫ T

0

φh(s)ds, and c = ‖p‖L∞.

(H9) For each bounded set Q ⊂ E and each t ∈ J ,

β(F (t, Q)) ≤ p(t)β(Q), (9)

β(g(t, Q)) ≤ φg(t)β(Q), (10)

β(h(t, Q)) ≤ φh(t)β(Q). (11)

Theorem 3.1 Let E be a Banach space. Assume that hypotheses (H1)–(H9) hold.
If

T + 1

T + 2

∫ T

0

[φg(s) + φh(s)]ds+ G̃‖p‖L∞ < 1, (12)

then the problem (1)–(3) has at least one solution.

Proof We transform the problem (1)–(3) into fixed point problem by considering the
multivalued operator N : C(J,E) → Pcl,cv(C(J,E)) defined by

N(y) =

{

h ∈ C(J,E) : h(t) = Px(t) +

∫ T

0

G(t, s)υ(s)ds, υ ∈ SF,x

}

, (13)

where

Px(t) =
T + 1− t

T + 2

∫ T

0

g(s, x(s))ds +
t+ 1

T + 2

∫ T

0

h(s, x(s))ds

and the function G(·, ·) is given by (7). Clearly, from Lemma 3.3, the fixed points of N
are solutions of the problem (1)–(3). We first show that (13) makes sense. To see this,
let x ∈ C(J,E); by (H3) there exists a Pettis integrable function υ : J → E such that
υ(t) ∈ F (t, x(t)) for a.e. t ∈ J . Since G(t, ·) ∈ L∞(J), then G(t, ·)υ(·) is Pettis integrable
and thus N is well defined.

Let R ∈ IR
∗
+, and consider the set

Q =

{

x ∈ C(J,E) : ‖x‖∞ ≤ R and ‖x(t1)− x(t2)‖ ≤
|t1 − t2|

T + 2
ψ∗(R)

∫ T

0

φg(s)ds

+
|t1 − t2|

T + 2
ψ̄(R)

∫ T

0

φh(s)ds+ ‖p‖L∞ψ(R)

∫ T

0

‖G(t2, s)−G(t1, s)‖ds for t1, t2 ∈ J

}

.
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Notice that Q is a closed, convex, bounded and equicontinuous subset of C(J,E). We
shall show that N satisfies the assumptions of Theorem 2.1.

Step 1: N(x) is convex for each x ∈ Q.

Indeed, if h1 and h2 belong to N(x), then there exists Pettis integrable functions
υ1(t), υ2(t) ∈ F (t, x(t)) such that, for all t ∈ J , we have:

hi(t) = Px(t) +

∫ T

0

G(t, s)υi(s)ds, i = 1, 2.

Let 0 ≤ λ ≤ 1; then, for each t ∈ J , we have:

(λh1 + (1− λ)h2)(t) = Py(t) +

∫ T

0

G(t, s)[λυ1(s)− (1− λ)υ2(s)]ds.

Since F has convex values, (λυ1+(1−λ)υ2)(t) ∈ F (t, x(t)), and we have λh1+(1−λ)h2 ∈
N(x).

Step 2: N maps Q into Q.

To see this, take u ∈ NQ. Then there exists x ∈ Q with u ∈ N(x) and there exists
a Pettis integrable function υ : J → E with υ(t) ∈ F (t, x(t)) for a.e. t ∈ J . Without
loss of generality, we assume u(s) 6= 0 for all s ∈ J . Then, there exists ϕs ∈ E∗ with
‖ϕs‖ = 1 and ϕs(u(s)) = ‖u(s)‖. Hence, for each fixed t ∈ J , we have:

‖u(t)‖ = ϕt(u(t))

= ϕt

(

Px(t) +

∫ T

0

G(t, s)υ(s)ds

)

≤ ϕt(Px(t)) + ϕt

(

∫ T

0

G(t, s)υ(s)ds

)

≤ ‖Px(t)‖ +

∫ T

0

‖G(t, s)‖ϕt(υ(s))ds

≤
T + 1

T + 2
ψ∗(‖x‖∞)

∫ T

0

φg(s)ds+
T + 1

T + 2
ψ̄(‖x‖∞)

∫ T

0

φh(s)ds

+ G̃ψ(‖x‖∞)‖p‖L∞ .

Therefore, by (H8),

‖u‖∞ ≤
T + 1

T + 2
ψ∗(R)

∫ T

0

φg(s)ds+
T + 1

T + 2
ψ̄(R)

∫ T

0

φh(s)ds+ G̃ψ(R)‖p‖L∞ ≤ R.
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Next suppose u ∈ NQ and t1, t2 ∈ J with t1 < t2 so that u(t2) − u(t1) 6= 0. Then,
there exist ϕ ∈ E∗ such that ‖u(t2)− u(t1)‖ = ϕ(u(t2)− u(t1)). Thus,

‖u(t2)− u(t1)‖ = ϕ

(

Px(t2)− Px(t1) +

∫ T

0

(G(t2, s)−G(t1, s))υ(s)ds

)

≤ ϕ(Px(t2)− Px(t1)) + ϕ

(

∫ T

0

(G(t2, s)−G(t1, s))υ(s)ds

)

≤ ‖Px(t2)− Px(t1)‖ +

∫ T

0

‖G(t2, s)−G(t1, s)‖‖υ(s)‖ds

≤
(t2 − t1)

T + 2
ψ∗(R)

∫ T

0

φg(s)ds+
(t2 − t1)

T + 2
ψ̄(R)

∫ T

0

φh(s)ds

+ ψ(R)‖p‖L∞

∫ T

0

‖G(t2, s)−G(t1, s)‖ds.

Therefore, u ∈ Q.

Step 3: N has a weakly sequentially closed graph.

Let (xn, yn)
∞
1 be a sequence in Q × Q with xn(t) → x(t) in (E,ω) for each t ∈ J ,

yn(t) → y(t) in (E,ω) for each t ∈ J , and yn ∈ N(xn) for n ∈ {1, 2, ...}. We shall show
that y ∈ Nx. By the relation yn ∈ N(xn), we mean that there exists υn ∈ SF,xn

such
that

yn(t) = Pxn
(t) +

∫ T

0

G(t, s)υn(s)ds.

We must show that there exists υ ∈ SF,x such that, for each t ∈ J ,

y(t) = Px(t) +

∫ T

0

G(t, s)υ(s)ds.

Since F (·, ·) has compact values, there exists a subsequence υnm
such that

υnm
(·) → υ(·) in (E,ω) as m→ ∞

and

υnm
(t) ∈ F (t, xn(t)) a.e. t ∈ J.

Since F (t, ·) has a weakly sequentially closed graph, υ ∈ F (t, x). The Lebesgue Domi-
nated Convergence Theorem for the Pettis integral then implies that for each ϕ ∈ E∗,

ϕ(yn(t)) = ϕ

(

Pxn
(t) +

∫ T

0

G(t, s)υn(s)ds

)

→ ϕ

(

Px(t) +

∫ T

0

G(t, s)υ(s)ds

)

i.e., yn(t) → Nx(t) in (E,ω). We can repeat this for each t ∈ J , so y(t) ∈ Nx(t).

Step 4: The implication (4) holds.

Now let V be a subset of Q such that V = conv(N(V ) ∪ {0}). Clearly, V (t) ⊂
conv(N(V )∪{0}) for all t ∈ J . Also, NV (t) ⊂ NQ(t), for each t ∈ J , and is bounded in
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P (E). By (H9) and the properties of the measure β, we have

β(NV (t)) = β

{

Px(t) +

∫ T

0

G(t, s)υ(s)ds : υ ∈ SF,x, x ∈ V, t ∈ J

}

≤ β {Px(t) : x ∈ V, t ∈ J}

+ β

{

∫ T

0

G(t, s)υ(s)ds : υ ∈ SF,x, x ∈ V, t ∈ J

}

≤ β

{

T + 1− t

T + 2

∫ T

0

g(s, x(s))ds +
t+ 1

T + 2

∫ T

0

h(s, x(s))ds : x ∈ V

}

+ β

{

∫ T

0

G(t, s)υ(s)ds : υ(t) ∈ F (t, x(t)), x ∈ V, t ∈ J

}

≤

∫ T

0

T + 1− t

T + 2
φg(s)β(V (s))ds +

∫ T

0

t+ 1

T + 2
φh(s)β(V (s))ds

+

∫ T

0

‖G(t, s)‖p(s)β(V (s))ds

≤
T + 1

T + 2

∫ T

0

φg(s)β(V (s))ds+
T + 1

T + 2

∫ T

0

φh(s)β(V (s))ds

+

∫ T

0

‖G(t, s)‖p(s)β(V (s))ds

for each t ∈ J . This means that

‖v‖∞ ≤ ‖v‖∞

[

T + 1

T + 2

∫ T

0

(φg(s) + φh(s))ds+ G̃

∫ T

0

p(s)ds

]

i.e.,

‖v‖∞

[

1−
T + 1

T + 2

∫ T

0

(φg(s) + φh(s))ds+ G̃‖p‖∞

]

≤ 0.

By (12) it follows that ‖v‖∞ = 0. Thus, V is weakly relatively compact. Applying
Theorem 2.1, we conclude that N has a fixed point that is a solution of the problem
(1)–(3). 2
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