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Abstract: In this paper a cooperative and supportive neural network proposed re-
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1 Introduction

Neural networks has been a subject of research for decades with growing popularity ([2],
[6-11]), for its extensive application in several real world situations ([1], [3], [12-17], [21]).
In [20], a new class of networks designated as co-operative and supportive neural network
(CSNN, for short) was introduced. The model is suitable for explaining the dynamics of
systems exhibiting hierarchy in which the collective capabilities of components involved
are utilized for better performance of the system. Such systems find application in indus-
trial information management, financial and economic systems which involve distribution
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and monitoring of various tasks. They are also useful in solving complex network prob-
lems [2], classification and clustering problems, in data mining and financial engineering
[5]. They are also utilized for parameter estimation of auto regressive signals and to
decompose complex classification tasks into simpler subtasks and puzzle them out. In
particular, the network considered in the present study is utilized for estimation of key
parameters in infectious disease models [18]. The reliability aspects of this network are
studied in [14].

The model comprises two neuronal fields say Fx and Fy . Each neuron in Fx is denoted
by xi, i = 1, 2, ..., n and is connected to other neurons xj , j = 1, 2, ..., n in the same field
Fx. Also each xi is connected to ri number of neurons in the neuronal field Fy. These are
denoted by yik , k = 1, 2, ..., ri, 1 ≤ ri ≤ n. These yik support xi in the sense that they
coordinate and cooperate with it so that any task assigned to them by xi will be attended
to. The dynamics of the model is described by the following system of equations

x′
i = −aixi +

n∑

j=1

bijfj(xj) +

ri∑

k=1

ciikgik(xi, yik) + Ii, i = 1, 2, ..., n,

y′ik = −cikyik +

ri∑

l=1

dilhil(yil) + Jik , k = 1, 2, ..., ri, 1 ≤ ri ≤ n. (1)

In (1), xi, i=1,2,...,n denotes a typical neuron in Fx and yik , k = 1, 2, ...ri denotes a
subgroup of neurons in Fy attached to xi.

′ = d
dt

denotes the derivative with respect to
time variable t. ai and cik are positive constants known as decay rates and bij , dil are the
synaptic connection weights for all i, j = 1, 2, · · · , n, k = 1, 2, ..., ri and are assumed to
be real or complex constants. ciik is the rate of distribution of information between xi

and yik . The functions fi, gik and hik are the neuronal output response functions and
are more commonly known as the signal functions. Ii, Jik are exogenous inputs.

We may use the terms main component or task or group element for xi and sub-
component or task or group element for yik synonymous with neuron, owing to the
application for which system (1) is utilized. For example, (1) may be viewed as a man-
agement information system in which xi are in layer (say managerial or lead group)
monitoring the activities of related subgroups of yik . Thus, (1) represents both (i) hier-
archical systems in which xi can wait till yik complete their task and return to xi (serial
processing) and (ii) coordinating systems where xi also work along with yik to complete
their part (parallel processing).

Several modifications of (1) are suggested in [20] that take care of interactions among
the neurons as well as time delays. These models are left as open problems for further
research. Two types of delays are common in such systems. First one is the time
delay in transferring information/completed task from yik to xi, called transmission or
propagation delay and the second is the one that occurs while carrying out the job by
yik themselves, namely, processing delay. Introduction of these two types of time delays
into the system modifies (1) as following

x′
i = −aixi +

n∑

j=1

bijfj(xj) +

ri∑

k=1

ciikgik(xi, yik(t− τik)) + Ii,

y′ik = −cikyik +

ri∑

l=1

dilhil(yil(t− τil)) + Jik . (2)

Here i = 1, 2, ..., n, k = 1, 2, ..., ri and 1 ≤ ri ≤ n.
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In (2) τik ≥ 0 denote delays in transmission of data/material from sub-system yik
to the main system while τil ≥ 0 denote processing delays with subcomponents. The
present paper studies the qualitative behaviour of the solutions of (2) under the influence
of time delays. The present study is important in the context of established influence
of time delays on neural network systems and any physical system. (2) is quite general
in the sense that it includes several modifications of (1) suggested in [20]. In fact (2)
combines the models III and IV of [20].

The paper is organized as follows. For the system (2) we establish the conditions
of existence and uniqueness of solutions, equilibria in Section 2. Different Lyapunov
functionals are utilized to establish stability of equilibria in Section 3. Examples are
provided for an illustration of the results. Finally the paper is concluded with a discussion
in Section 4.

2 Existence of Solutions and Equilibria

From the theory of delay differential equations, local Lipschitz condition on the response
functions (fi, gik and hik) which are at least continuous in their domains of defini-
tions, guarantees the existence of solutions to (2) (see [4,19,20]). However it is useful for
researchers to note that conditions weaker than Lipschitz condition on these response
functions that guarantee the existence of unique solutions to such systems are also avail-
able in literature (e.g., [19]). Thus, we may choose fi, gik and hik from a very general
class of functions. With this background, we tacitly assume that the system (2) possesses
unique solutions that are continuable in their maximal intervals of existence. However,
we need the following Lipschitz conditions on these functions to establish the existence
of equilibria and their stability in subsequent sections:

‖ gik(xi, yik)− gik(xi, yik) ‖ ≤ M1ik |yik − yik |+M2ik |xi − xi|, (3)

|fj(xj)− fj(xj)| ≤ pj |xj − xj |, (4)

|hik(yik)− hik(yik)| ≤ qik |yik − yik |, (5)

where M1ik , M2ik , pj and qik are positive constants.
Since time delays do not disturb the presence of equilibria, as in [20], we have

Theorem 2.1. Let ai and cik (i = 1 to n, k = 1 to ri) be positive numbers such that

n∑

j=1

|bij |pj +
ri∑

k=1

|ciik |M2ik < ai, i = 1, 2, ..., n,

ri∑

l=1

|dil |qil +
ri∑

k=1

|ciik |M1ik < cik , k = 1, 2, ..., ri, 1 ≤ ri ≤ n. (6)

Then the system (2) possesses a unique positive equilibrium for each i, k. If we denote
this equilibrium solution of (2) by (x∗

i , y
∗
ik
), then we should have

aix
∗
i =

n∑

j=1

bijfj(x
∗
j ) +

ri∑

k=1

ciikgik(x
∗
i , y

∗
ik
) + Ii, i = 1, 2, ..., n.

ciky
∗
ik

=

ri∑

l=1

dilhil(y
∗
il
) + Jik , k = 1, 2, ..., ri, 1 ≤ ri ≤ n. (7)
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We shall now proceed to the stability of this unique equilibrium whose existence is ensured
by Theorem 2.1.

3 Global Stability Results

In this section we shall establish criteria for the global asymptotic stability of the equi-
librium patterns of system (2). The conditions for global stability of (1) are presented
in [20]. We shall see how the presence of time delays influences the stability here in
the context that time delays have tendency of disturbing the stability by introducing
oscillations into the system. We begin with

Case 1. No processing delays within sub components:

We start with a special case of (2) in which we assume that τil = 0 for all il. This
means that we are considering a state when the sub components finish their part of job
without any delay as required by xi. However the system is characterized by the delays
(i.e., τik ≥ 0) in transmission of these outcomes to main system.

We need the following inequality for our first result.
For all real numbers u, v and η > 0 we have

uv ≤ 1

4η
u2 + ηv2. (8)

Theorem 3.1. Assume that conditions (3)-(5) hold. The equilibrium (x∗
i , y

∗
ik
) of (2)

is globally asymptotically stable for any length of time delays τik ≥ 0, for i = 1, 2, ..., n and
k = 1, 2, ..., ri, provided the parameters satisfy any of the following sets of inequalities:

a).

n∑

j=1

|bij |pj
1

4η1
+

n∑

j=1

|bji|piη1 +
ri∑

k=1

|ciik |(M2ik +M1ikη2) < ai,

|ciik |M1ik

1

4η2
+ η3

ri∑

k=1

|dik |qik |+
1

4η3

ri∑

k=1

|dik |qik | < cik ,

b).

n∑

j=1

|bij |p2j
1

4η1
+

n∑

j=1

|bji|η1 +
ri∑

k=1

|ciik |(M2ik +M1ikη2) < ai,

|ciik |M1ik

1

4η2
+ η3

ri∑

k=1

|dik |qik |+
1

4η3

ri∑

k=1

|dik |qik | < cik ,

c).
n∑

j=1

|bij |
1

4η1
+

n∑

j=1

|bji|p2i η1 +
ri∑

k=1

|ciik |(M2ik +M1ikη2) < ai,

|ciik |M1ik

1

4η2
+ η3

ri∑

k=1

|dik |qik |+
1

4η3

ri∑

k=1

|dik |qik | < cik ,

where η1, η2 and η3 are positive parameters chosen appropriately.
Proof. We construct a Lyapunov functional suitable for our purpose here. We first

consider

V1(t) =

n∑

i=1

{
(xi(t)− x∗

i )
2

2

}
.



188 P. RAJA SEKHARA RAO, K.VENKATA RATNAM AND P. LALITHA

The derivative of V1 along the solutions of (2), using (7), is given by

V ′
1(t) =

n∑

i=1

{
(xi(t)− x∗

i )(x
′
i(t)− x∗′

i )
}

=

n∑

i=1

{
(xi(t)− x∗

i )
{
− ai(xi(t)− x∗

i ) +

n∑

j=1

bij(fj(xj)− fj(x
∗
j ))

+

ri∑

k=1

ciik(gik(xi, yik(t− τik))− gik(x
∗
i , y

∗
ik
))
}}

≤
n∑

i=1

{{
− ai(xi(t)− x∗

i )
2 + |xi(t)− x∗

i |
n∑

j=1

|bij |pj |xj(t)− x∗
j |

+|xi(t)− x∗
i |

ri∑

k=1

|ciik |
[
M2ik |xi − x∗

i |+M1ik |yik(t− τik))− y
∗

ik
|
]}}

,

utilizing (4),(3) for the last two terms respectively.

We utilize the inequality (8) for η = η1 and η = η2 in the second and fourth terms of
the above inequality to get

pj |xi(t)− x∗
i ||xj − x∗

j | ≤ pj

[ 1

4η1
(xi(t)− x∗

i )
2 + η1(xj − x∗

j )
2

]
,

|yik(t− τik))− y∗ik ||xi − x∗
i | ≤

[ 1

4η2
(yik(t− τik )− y∗ik)

2 + η2(xi − x∗
i )

2

]
. (9)

Then we have

V ′
1(t) ≤

n∑

i=1

[
− ai(xi(t)− x∗

i )
2 +

n∑

j=1

|bij |pj
[ 1

4η1
(xi(t)− x∗

i )
2 + η1(xj − x∗

j )
2
]

+

ri∑

k=1

|ciik |M2ik(xi − x∗
i )

2

+

ri∑

k=1

|ciik |M1ik

[ 1

4η2
(yik(t− τik)− y∗ik)

2 + η2(xi − x∗
i )

2

]]

= −
n∑

i=1

[
ai −

n∑

j=1

|bij |pj
1

4η1
−

n∑

j=1

|bji|piη1 −
ri∑

k=1

|ciik |M2ik

−
ri∑

k=1

|ciik |M1ikη2

]
(xi − x∗

i )
2 +

n∑

i=1

ri∑

k=1

|ciik |M1ik

1

4η2
(yik(t− τik)− y∗ik)

2.(10)

Now define

V2(t) =

n∑

i=1

ri∑

k=1

(yik(t)− y∗ik)
2

2
.
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Then along the solutions of (2) we have

V ′
2 (t) =

n∑

i=1

ri∑

k=1

(yik(t)− y∗ik)(y
′
ik
(t)− y∗

′

ik
)

=

n∑

i=1

ri∑

k=1

(yik(t)− y∗ik)
[
− cik(yik(t)− y∗ik) +

ri∑

l=1

dil [hil(yil)− hil(y
∗
il
)]
]

≤
n∑

i=1

ri∑

k=1

[
− cik(yik(t)− y∗ik)

2 + |yik(t)− y∗ik |
ri∑

l=1

|dil |qil |yil − y∗il |
]

≤ −
n∑

i=1

ri∑

k=1

[
cik − 1

4η3

ri∑

k=1

|dik |qik − η3

ri∑

k=1

|dik |qik
]
(yik − y∗ik)

2, (11)

again utilizing the inequality (8) for η = η3 > 0. Now consider

V3(t) =

n∑

i=1

ri∑

k=1

|ciik |M1ik

1

4η2

∫ t

t−τi
k

(yik(z)− y∗ik)
2dz.

Then we have

V ′
3 (t) =

n∑

i=1

ri∑

k=1

|ciik |M1ik

1

4η2
(yik(t)− y∗ik)

2 −
n∑

i=1

ri∑

k=1

|ciik |M1ik

1

4η2
(yik(t− τik)− y∗ik)

2.

(12)

We now define our Lyapunov functional by V (t) = V1(t) + V2(t) + V3(t). Then along
the solutions of (2) utilizing (10),(11) and (12), we get

V ′(t) = V ′
1(t) + V ′

2(t) + V ′
3(t)

≤ −
n∑

i=1

[
ai −

n∑

j=1

|bij |pj
1

4η1
−

n∑

j=1

|bji|piη1 −
ri∑

k=1

|ciik |M2ik

−
ri∑

k=1

|ciik |M1ikη2

]
(xi − x∗

i )
2 +

n∑

i=1

ri∑

k=1

|ciik |M1ik

1

4η2
(yik(t− τik)− y∗ik)

2

−
n∑

i=1

ri∑

k=1

[
cik − η3

ri∑

k=1

|dik |qik − 1

4η3

ri∑

k=1

|dik |qik
]
(yik(t)− y∗ik)

2

+

n∑

i=1

ri∑

k=1

|ciik |M1ik

1

4η2
(yik(t)− y∗ik)

2

−
n∑

i=1

ri∑

k=1

|ciik |M1ik

1

4η2
(yik(t− τik)− y∗ik)

2

= −
n∑

i=1

[
[ai −

n∑

j=1

|bij |pj
1

4η1
−

n∑

i=1

|bji|piη1 −
ri∑

k=1

|ciik |(M2ik +M1ikη2)
]
(xi − x∗

i )
2

−
n∑

i=1

ri∑

k=1

[
cik − η3

ri∑

k=1

|dik |qik − 1

4η3

ri∑

k=1

|dik |qik − |ciik |M1ik

1

4η2

]
(yik(t)− y∗ik)

2
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If we choose

ai >

n∑

j=1

|bij |pj
1

4η1
+

n∑

j=1

|bji|piη1 +
ri∑

k=1

|ciik |(M2ik +M1ikη2),

cik > |ciik |M1ik

1

4η2
+ η3

ri∑

k=1

|dik |qik +
1

4η3

ri∑

k=1

|dik |qik ,

as in assumption (a), then we have

V ′(t) < 0.

Clearly V has all the properties of a Lyapunov functional to serve our purpose here. Rest
of argument may be followed as in [4] or [19]. Hence (xi(t), yik(t)) converges to (x∗

i , y
∗
ik
)

as t → ∞.

The other two cases (b) and (c) may be proved on similar lines using the inequalities

pj |xi(t)− x∗
i ||xj − x∗

j | ≤
[ p2j

4η1
(xi(t)− x∗

i )
2 + η1(xj(t)− x∗

j )
2

]
,

pj |xi(t)− x∗
i ||xj − x∗

j | ≤
[ 1

4η1
(xi(t)− x∗

i )
2 + η1p

2
j(xj(t)− x∗

j )
2

]
,

respectively in place of (9). The proof is complete.

The two-delay system:

We shall now consider the general case of (2) in which we assume delays both in
transmission of information from and processing of information within subcomponents.
The following result establishes sufficient conditions for the global asymptotic stability
of equilibrium solution for this case.

Theorem 3.2. Assume that the parameters of the system (2) satisfy the following
conditions:

ai >

n∑

j=1

|bji|pi +
ri∑

k=1

|ciik |M2ik , cik >

ri∑

k=1

|dik |qik +

ri∑

k=1

|ciik |M1ik ,

for all k = 1, 2, ..., ri, 1 ≤ ri ≤ n, i = 1, 2, ..., n. Then the equilibrium (x∗
i , y

∗
ik
) is

globally asymptotically stable independent of delays in the sense that all solutions of (2)
satisfy the convergence requirement

lim
t→∞

yik → y∗ik , lim
t→∞

xi → x∗
i .

Proof. Utilizing (7) in (2), we rewrite (2) as

(xi − x∗
i )

′

= −ai(xi − x∗
i ) +

n∑

j=1

bij [fj(xj)− fj(x
∗
j )]

+

ri∑

k=1

ciik [gik(xi, yik(t− τik))− gik(x
∗
i , y

∗
ik
)],

(yik − y∗ik)
′

= −cik(yik − y∗ik) +

ri∑

l=1

dil [hil(yil(t− τil))− hil(y
∗
il
)].
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We employ the functional

V (t) =
n∑

i=1

[
|xi − x∗

i |+ |yik − y∗ik |+
ri∑

k=1

|ciik |M1ik

∫ t

t−τi
k

|yik(s)− y∗ik |ds

+

ri∑

l=1

|dil |
∫ t

t−τi
l

|hil(yil(s)− hil(y
∗
il
)|ds

]
, (13)

D+V (t) ≤
n∑

i=1

[
− ai|xi − x∗

i |+
n∑

j=1

|bij ||fj(xj)− fj(x
∗
j )|

+

ri∑

k=1

|ciik ||gik(xi, yik(t− τik))− gik(xi, y
∗
ik
) + gik(xi, y

∗
ik
)− gik(x

∗
i , y

∗
ik
)|

+
[
− cik |yik − y∗ik |+

ri∑

l=1

|dil |hil(yil(t− τil))− hil(y
∗
il
)|
]

+

ri∑

k=1

|ciik |M1ik |yik − y∗ik | −
ri∑

k=1

|ciik |M1ik |yik(t− τik)− y∗ik |

+

ri∑

l=1

|dil |hil(yil(t))− hil(y
∗
il
)| −

ri∑

l=1

|dil |hil(yil(t− τil))− hil(y
∗
il
)|
]
,

D+V (t) ≤
n∑

i=1

[
− ai|xi − x∗

i |+
n∑

j=1

|bij |pj|xj − x∗
j |

+

ri∑

k=1

|ciik ||gik(xi, yik(t− τik))− gik(xi, y
∗
ik
)|

+

ri∑

k=1

|ciik ||gik(xi, y
∗
ik
)− gik(x

∗
i , y

∗
ik
)|

−cik |yik − y∗ik |+
ri∑

l=1

|dil |qil |yil − y∗il |

+

ri∑

k=1

|ciik |M1ik |yik − y∗ik | −
ri∑

k=1

|ciik |M1ik |yik(t− τik )− y∗ik |
]
,

D+V (t) ≤
n∑

i=1

[
− ai|xi − x∗

i |+
n∑

j=1

|bij |pj|xj − x∗
j |

+

ri∑

k=1

|ciik |M1ik |yik(t− τik )− y∗ik)|+
ri∑

k=1

|ciik |M2ik |xi − x∗
i |

−cik |yik − y∗ik |+
ri∑

l=1

|dil |qil |yil − y∗il |

+

ri∑

k=1

|ciik |M1ik |yik − y∗ik | −
ri∑

k=1

|ciik |M1ik |yik(t− τik )− y∗ik |
]
,
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D+V (t) ≤ −
n∑

i=1

[
[ai −

n∑

j=1

|bji|pi −
ri∑

k=1

|ciik |M2ik ]|xi − x∗
i |

+[cik −
ri∑

k=1

|dik |qik −
ri∑

k=1

|ciik |M1ik ]|yik − y∗ik |
]

≤ −Ã

n∑

i=1

[
|xi − x∗

i |+ |yik − y∗ik |
]

< 0,

where Ã = min
{
A, B

}
> 0, in which

A = min
1≤i≤n

{
ai −

n∑

j=1

|bji|pi −
ri∑

k=1

|ciik |M2ik

}
> 0,

B = min1≤i≤n

{
cik −

ri∑

k=1

|dik |qik −
ri∑

k=1

|ciik |M1ik

}
> 0.

It is clear that V is the required Lyapunov functional and rest of the proof may be
completed employing standard arguments (see e.g., [4,20]).

Remark 3.3. Stability of system (2) may be studied in two ways. Firstly, the
subsystem {yik} may converge first and xi converge then. In this case, the xi wait for
information for any length of time from their subsystems and finish the task only after
yik come up with their contribution. In the second case, xi work along with subsystem
yik simultaneously to finish the job. That means, xi and yik converge together. The
first approach was taken in [20] well. The present study is along second approach and
Theorems 3.1 and 3.2 are in this direction.

For a delay free system (1) conditions for stability of equilibrium when xi wait for yik
to converge first are given by (Theorem 4.1, [20])

ai >

n∑

j=1

|bji|pi +
ri∑

k=1

|ciik |M2ik , i = 1, 2, ..., n; (14)

cik >

ri∑

k=1

|dik |qik , 1 ≤ ri ≤ n. (15)

A straightforward comparison of parametric conditions of Theorems 3.1 and 3.2 of this pa-
per with those of (14) and (15), shows that parameters are more strained here. However,
this is tolerable when the system can not wait a long time for convergence of subsystems
and have to compete the task all at a time, working in parallel with subsystem. This
distinguishes the study here from earlier work ([20]). Further, since Theorems 3.1 and
3.2 are valid for τik = 0 = τil also, these two results provide independent sets of sufficient
conditions for global asymptotic stability of equilibrium solution of (1) also.

A close look at the parametric conditions of Theorems 3.1 and 3.2 for the choice
of η1 = η2 = η3 = 1

2
reveals that a part of strain on parameters cik represented by

η2
∑ri

k=1
|ciik |M1ik is taken by ai. Thus, we remark that the xi are actually sharing the

burden of monitoring yik and simultaneously converge with them. ✷
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A more general case:

One may notice that primary units xi are supported by yik . But there is no informa-
tion (input) nor instructions from xi directly to yik . Nor there is any check or supervision
by xi as far as dynamics in second equation of (2) are considered. What ever information
provided by subsystem is taken up by xi. That is, flow of information is uni-directional.
This raises a doubt on the relevance of information/contrbution from yik . To overcome
this lapse in model, it was proposed in [20] that the inputs to yik are from xi but not
mere constants, Jik . This may be more realistic in the sense that, yik are chosen to
aid xi and hence, are motivated by xi rather than some other inputs. Moreover xi are
also variables and thus, this choice reflects the presence of variable input which always
influences the dynamics of yik . To realize this, it was assumed that Jik = Jik(xi) for each
ik. In the present paper, to further enhance the quality of performance of yik , we assume
that the present task of yik depends on some previous information/instructions from xi.
To be more specific, we admit time delays in these inputs also. That is, we consider,
Jik = Jik(xi(t− τi)). This allows us to modify (2) as

x′
i = −aixi +

n∑

j=1

bijfj(xj) +

ri∑

k=1

ciikgik(xi, yik(t− τik )) + Ii, i = 1, 2, ..., n;

y′ik = −cikyik +

ri∑

l=1

dilhil(yil(t− τil)) +

ri∑

k=1

Jik(xi(t− τi)), 1 ≤ ri ≤ n. (16)

An equilibrium solution, say (x∗
i , y

∗
ik
), for this system should satisfy the equations

aix
∗
i =

n∑

j=1

bijfj(x
∗
i ) +

ri∑

k=1

ciikgik(x
∗
i , y

∗
ik
) + Ii, i = 1, 2, ..., n;

ciky
∗
ik

=

ri∑

l=1

dilhil(y
∗
il
) +

ri∑

k=1

Jik(x
∗
i ). (17)

We assume that the function Jik satisfies |Jik(xi(t)) − Jik(x
∗
i )| ≤ αik |xi − x∗

i |, where
αik > 0 .

Assuming that the algebraic system (17) yields a unique solution (i.e., system (16)
has a unique equilibrium pattern), we directly proceed to the global asymptotic stability
of the equilibrium pattern of system (16). Using (17) in (16), we get

(xi − x∗
i )

′

= −ai(xi − x∗
i ) +

n∑

j=1

bij [fj(xj)− fj(x
∗
j )]

+

ri∑

k=1

ciik [gik(xi, yik(t− τik))− gik(x
∗
i , y

∗
ik
)],

(yik − y∗
′

ik
)
′

= −cik(yik − y∗ik) +

ri∑

l=1

dil [hil(yil(t− τil))− hil(y
∗
il
)]

+

ri∑

k=1

[Jik(xi(t− τi))− J(x∗
i )]. (18)
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We employ the following Lyapunov functional for our purpose here

V (t) =
n∑

i=1

[
|xi − x∗

i |+ |yik − y∗ik |+
ri∑

k=1

|ciik |M1ik

∫ t

t−τi
k

|yik(s)− y∗ik |ds

+

ri∑

l=1

|dil |
∫ t

t−τi
l

|hil(yil(s)) − hil(y
∗
il
)|ds

+

ri∑

k=1

∫ t

t−τi

|Jik(xi(s)− Jik(x
∗
i )|ds

]
. (19)

The upper right derivative of V along the solutions of (16) employing (18) may be given
by

D+V (t) ≤
n∑

i=1

[
− ai|xi − x∗

i |+
n∑

j=1

|bij ||fj(xj)− fj(x
∗
j )|

+

ri∑

k=1

|ciik ||gik(xi, yik(t− τik))− gik(x
∗
i , y

∗
ik
)|

−cik |yik − y∗ik |+
ri∑

l=1

|dil ||hil(yil(t− τil))− hil(y
∗
il
)|

+

ri∑

k=1

|Jik(xi(t− τi))− Jik(x
∗
i )|

+

ri∑

k=1

|ciik |M1ik |yik − y∗ik | −
ri∑

k=1

|ciik |M1ik |yik(t− τik ))− y∗ik |

+

ri∑

l=1

|dil ||hil(yil(t)) − hil(y
∗
il
)| −

ri∑

l=1

|dil ||hil(yil(t− τil))− hil(y
∗
il
)|

+

ri∑

k=1

|Jik(xi(t)− Jik(x
∗
i )| −

ri∑

k=1

|Jik(xi(t−τi)) −Jik(x
∗
i )|

]
.

This, on further simplification, as done in earlier results, gives

D+V (t) ≤ −
n∑

i=1

[
[ai −

n∑

j=1

|bji|pi −
ri∑

k=1

|ciik |M2ik −
ri∑

k=1

αik ]|xi − x∗
i |

+

ri∑

k=1

[cik −
ri∑

k=1

|dik |qik −
ri∑

k=1

|ciik |M1ik ]|yik − y∗ik |
]

≤ −Ã
[ n∑

i=1

{
|xi − x∗

i |+
ri∑

k=1

|yik − y∗ik |
}]

< 0, (20)

provided

Ã ≡ min
1≤i≤n

{
ai−

n∑

j=1

|bij |pj−
ri∑

k=1

|ciik |M2ik−
ri∑

k=1

αik , cik−
ri∑

k=1

|dik |qik−
ri∑

k=1

|ciik |M1ik

}
> 0,



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 15 (2) (2015) 184–197 195

k = 1, 2, ..., ri, holds. We are now in a position to state

Theorem 3.4.The equilibrium solution of (12) is globally asymptotically stable pro-
vided the parameters satisfy

ai −
n∑

j=1

|bij |pj −
ri∑

k=1

|ciik |M2ik −
ri∑

k=1

αik > 0,

cik −
ri∑

k=1

|dik |qik −
ri∑

k=1

|ciik |M1ik > 0,

for all i = 1, 2, ..., n and αik > 0 is such that |Jik(xi(t))− Jik(x
∗
i )| ≤ αik |xi − x∗

i |.
Proof. The proof is obvious from standard arguments noticing that V (t) defined by

(19) and (20) is the required Lyapunov functional.
We shall illustrate the above results by means of numerical examples.

Example 3.5. Consider the following system having two neurons in X supported by
two neurons in Y involving time delays as given by

(
x′
1

x′
2

)
= −

(
6x1

8x2

)
+

(
1 2
1 −1

)(
f1(x1)
f2(x2)

)

+

(
−1 1
1 3

)(
g11(x1, y11(t− τ11) g21(x2, y21(t− τ12))
g12(x1, y12(t− τ21)) g22(x2, y22(t− τ22))

)
+

(
I1
I2

)
,

(
y′11
y′12

)
= −

(
4.5y11
8y12

)
+

( √
2 1
1 −1

)(
h11(y11(t− τ11))
h12(y12(t− τ12))

)
+

(
J11
J12

)
,

(
y′21
y′22

)
= −

(
6.5y21
7.5y22

)
+

(
2 −2
0 3

)(
h21(y21(t− τ21))
h22(y22(t− τ22))

)
+

(
J21
J22

)
.

Choose fi(xi) = tanh(xi), hik = tanh(yik) and gik(xi, yik) = xi + yik . Then pj = qik =
M1ik = M2ik = 1, i = 1, 2, k = 1, 2.. Let us choose η1 = 1

2
, η3 = 1

2
. It is easy to see

that for the above parametric values of the system, all the conditions of Theorem 3.1
are satisfied for the range of values of 3

8
< η2 < 3

7
. Hence the equilibrium of the above

system is globally asymptotically stable by virtue of Theorem 3.1 for τil = 0.

Example 3.6. Consider the system

(
x′
1

x′
2

)
= −

(
6.1x1

6.9x2

)
+

(
0.8 1
−1 0.75

)(
f1(x1)
f2(x2)

)

+

(
1.1 0.5
−1.1 1

)(
g11(x1, y11(t− τ11) g21(x2, y21(t− τ12))
g12(x1, y12(t− τ21)) g22(x2, y22(t− τ22))

)
+

(
I1
I2

)
,

(
y′11
y′12

)
= −

(
3.7y11
5.2y12

)
+

(
1 0.5
−1 2

)(
h11(y11(t− τ11))
h12(y12(t− τ12))

)
+

(
J11(t− τ11)
J12(t− τ12)

)
,

(
y′21
y′22

)
= −

(
6.2y11
6.4y12

)
+

(
0.25 0.5
1 −0.5

)(
h21(y21(t− τ21))
h22(y22(t− τ22))

)
+

(
J21(t− τ21)
J22(t− τ22)

)
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with all response functions as in above example. Then pj = qik = M1ik = M2ik = 1, i =
1, 2, k = 1, 2.

(i) Now choosing η1 = 1

4
, η2 = 1

4
, one may notice that all the conditions of Theorem

3.1 are satisfied for the range of values of 0.217 < η3 < 1.189 (approximately). Hence, the
equilibrium of the above system is globally asymptotically stable by virtue of Theorem
3.1 for all τil = 0 and τi = 0.

(ii) Again all the parametric conditions of Theorem 3.2 are satisfied for all delays
τik ≥ 0 τil ≥ 0 and τi = 0, i = 1, 2, and hence, the equilibrium solution is globally
asymptotically stable by virtue of Theorem 3.2.

(iii) Choosing Jik(xi) = xi for all i, k = 1, 2, we get αik k = 1, 2. Then the parameters
of the system satisfy all the conditions of Theorem 3.4 and hence, system tolerates all
three types of delays involved.

4 Conclusion

In the present paper we have considered a cooperative and supportive neural network
which is under influence of time delays both in processing of information with in the
subgroup network and transmission of information from subgroup network to main net-
work. Conditions on parameters are obtained so that the equilibrium is stable for any
length of delays. Under these conditions the system behaves like delay independent
system. However, it is also observed that the parameters are strained much for such sta-
bility. Hence conditions straining parameters less are welcome for more applicability of
the network. Parametric conditions involving suitably restricted time delay parameters
may be a better choice in this case. Our results in this direction will be reported soon.
Another distinguishing feature of this paper is that the main components (xi) of the
system monitor the performance of the subcomponents (yik) ( work together attitude or
parallel processing) unlike its earlier counter part. It is interesting to see how the system
withstands if some of its subcomponents do not respond properly to the requirements of
its main components. In other words, can the (xi) converge even if some of the (yik) do
not converge or non cooperate? This will be a question of our future contention.
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