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Abstract: This paper is concerned with the approximate controllability of nonlinear
fractional impulsive stochastic differential equations with nonlocal conditions and
infinite delay in Hilbert spaces. By using the Krasnoselskii-Schaefer-type fixed point
theorem and stochastic analysis theory, some sufficient conditions are given for the
approximate controllability of the system. At the end, an example is given to illustrate
the application of our result.
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1 Introduction

The controllability is one of the fundamental concepts in linear and nonlinear control
theory, and plays a crucial role in both deterministic and stochastic control systems
(see e.g. Zabcezyk, [27]).The controllability of nonlinear systems represented by evolution
equations or inclusions in abstract spaces and qualitative theory of fractional differential
equations has been extensively considered in many publications and monographs, an
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extensive list of these publications can be found in Mahmudov [I6] and the references
contained therein.

On the other hand, the study of stochastic differential equations has attracted great
interest due to their applications in characterizing many problems in physics, biology,
chemistry, mechanics, and so on (see [6l[7OIT2l[17]) and the references contained therein).
In practice, deterministic systems often fluctuate due to environmental noise. So it is
important and necessary for us to discuss the stochastic control problems.

The problem with nonlocal condition, which is a generalization of the problem of clas-
sical condition, was motivated by physical problems. The pioneering work on nonlocal
conditions is due to Byszewski (see [3H5]). Since it is demonstrated that the nonlocal
problems have better effects in applications than the classical Cauchy problems, stochas-
tic differential equations with nonlocal conditions were studied by many authors and
some basic results on nonlocal problems have been obtained. Slama and Boudaoui [20]
obtained sufficient conditions for the existence of mild solutions for the fractional im-
pulsive stochastic differential equation with nonlocal conditions and infinite delay. (For
more details see [IL124] and the references contained therein).

The approximate controllability of stochastic or deterministic systems has received
extensive attention where a pioneering work has been reported by Bashirov and Mah-
mudov [2]. Mahmudov [I5] investigated the controllability of infinite dimensional linear
stochastic systems, and in [I0] Dauer and Mahmudov extended the results to semilinear
stochastic evolution equations with finite delay. Sakthivel et al. [23] studied the approx-
imate controllability of nonlinear deterministic and stochastic evolution systems with
unbounded delay in abstract spaces. Kumar and Sukavanam [13] established sufficient
conditions of the approximate controllability for a class of fractional order semilinear
control systems with bounded delay. Shukla et al. [25] studied the approximate con-
trollability of semilinear stochastic control system with nonlocal conditions in a Hilbert
space, the results are obtained by using Sadovskii’s fixed point theorem.

Recently, the approximate controllability of fractional stochastic differential systems
has been investigated. Sakthivel et al. [22] studied a class of control systems described
by nonlinear fractional stochastic differential equations in Hilbert spaces. Sufficient con-
ditions for approximate controllability of fractional stochastic differential equations are
formulated by using fixed point technique, fractional calculus, and stochastic analysis
technique. Rajiv Ganthi and Muthukumar [20] discussed the approximate controllability
of fractional stochastic integral equation with finite delays in Hilbert spaces, and the re-
sults are obtained by using the assumption that the corresponding linear integral equation
is an approximate controllable and a stochastic version of the Banach fixed point theorem.
Muthukumar and Rajivganthi [I§] studied the approximate controllability of fractional
order neutral stochastic integro-differential system with nonlocal conditions and infinite
delay in Hilbert spaces under the assumptions that the corresponding linear system is
approximately controllable. Guendouzi [11] discussed the existence and approximate
controllability for impulsive fractional-order stochastic infinite delay integro-differential
equations in Hilbert space, sufficient conditions for the approximate controllability of
impulsive fractional stochastic system are derived by using Krasnoselskii’s fixed point
theorem with stochastic analysis theory. Zang and Li [28] studied the approximate con-
trollability of fractional impulsive neutral stochastic differential equations with nonlocal
conditions and infinite delay. Sufficient conditions are given for the approximate control-
lability of the system by using the Krasnoselskii-Schaefer-type fixed point theorem and
stochastic analysis theory.
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For the best of our knowledge, there is no work reported on approximate control-
lability of nonlinear fractional impulsive stochastic differential equations with nonlocal
conditions and infinite delay. Motivated by this consideration, in this paper we will study
the approximate controllability of nonlinear fractional impulsive stochastic differential
equations with nonlocal conditions and infinite delay in Hilbert space. Our approach
is based on the fixed point theorem. The rest of this paper is organized as follows. In
Section 2, we introduce some preliminaries such as definitions of fractional calculus and
some useful lemmas. In Section 3, we prove our main results. Finally in Section 4, an
example is given to demonstrate the application of our results.

2 Preliminaries and Basic Properties

In this section, we introduce some notations and preliminary results, needed to establish
our results. Throughout this paper, H, U are two separable Hilbert spaces and L(U, H)
is the space of bounded linear operators from U into H. For convenience, we will use
the same notation || . || to denote the norms in H,U and L(U,H), and use (.,.) to
denote the inner product of H and U without any confusion. Let (92, F,{F;}+>0,P) be
a complete filtered probability space satisfying the usual conditions (i.e., it is increasing
and right continuous, while Fy contains all P-null sets of F). Let W = (W;)>0 be a
Q-Wiener process defined on (2, F, {F; }+>0, P) with the covariance operator @ such that
TrQ < co. Let W = W (t);>0 be a Q-Wiener process defined on (2, F, {F; }:>0,P) with
the covariance operator ), that is

EW(t),x)(W(s),y) = (tAs){(Qx,y) Vx,y €U and t,sel0,T],

where @ is a positive, self-adjoint, trace class operator on U.

Let .4 = %(U,H) be the space of all Hilbert-Schmidt operators from U to H
with the inner product < ¢, > go= Tr(pQvy*]. We consider the following fractional
stochastic impulsive integro-differential systems with nonlocal conditions:

Dgx(t) = Ax(t) + Bu(t) + f(t, z¢, B1x(t))
+o(t, z¢, Box(t))dW (t),t € J =[0,T),T > 0,t # tx, (1)
Ax(tk) :Ik(l'(t];))a If:l,"' ,m,
2(0)+g(x) =x0=¢, ¢ € By,

where D¢ is the Caputo fractional derivative of order o, 0 < v < 1, the state variable z(.)
takes the value in the separable Hilbert space H; A : D(A) C H — H is the infinitesimal
generator of a strongly continuous semigroup of a bounded linear operators T'(¢),t > 0
in the Hilbert space H. The control function u(.) is given in L?(J;U), U is a Hilbert
space; B is a bounded linear operator from U into H. The history a; : (—o0,0] —
H,z:(0) = z(t+6), 6 <0 belongs to an abstract phase space Bp; f : J x By, x H — H,
o:Jx By xH — £ and g : B, — H are appropriate functions to be specified later;
I, :H—H, (k=1,2,---,m), are appropriate functions. The terms Bix(t) and Box(t)
are given by Bia(t) = fot K(t,s)x(s)ds and Bax(t) = f(f P(t, s)x(s)ds respectively, where
K, P € C(D,R*) are the set of all positive continuous functions on D = {(t,s) € R? :
0<s<t<T}) Here 0 = tg < t; < -+ <ty < tmp1 = T, Ax(ty) = L(x(ty)) =
z(th) —x(ty), (t]) = limp_o 2(ty +h) and z(t;, ) = limp_,0 x(tx — h) represent the right
and left limits of z(¢) at ¢ = t; respectively. The initial data ¢ = {p(t);t € (—o0,0]}
is an Fp-measurable, Bj-valued random variable independent of W (¢) with finite second
moments.
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Now, we present the abstract space phase Bj,. Assume that h : (—oo,0] — (0,400)
with [ = ffoo h(t)dt < oo is a continuous function. We define the abstract phase space
By, by

By, = {¢ : (—00,0] — H, for any a > 0,(E | ¢(0 [2)}
is bounded and measurable function on
0
[—a,0] and / h(s) sup (E | ¢(0 |2)% < —l—oo}.
—00 s<6<0
If B}, is endowed with the norm
0 -
I6ls, = [ hs) sup (B]6(0) )0 € B,
—o00 s<6<0

then (Bp, ||.]|5,) is a Banach space [T9,21].
Now we consider the space

By :={x:(—00,T) = H, suchthat =z|; € C(Jy,H)
and there exist z(tf), and x(t;,)
with  a(ty) = z(t;), 20 =¢ € Bp,k=1,--- ,m} 7

where x|, is the restriction of = to Ji = (tg,tx+1], £ = 0,1,2,--- ,m. We endow a
seminorm ||.||g,on By, it is defined by

Izlls, = Iélls, + sup (Ella(s)|*)?,2 € By
0<s<T

We recall the following lemma.
Lemma 2.1 [2]] Assume that x € By; then for t € J, x; € By,. Moreover
WE|lz®)]*)2 <1 sup Bllz(s)[*)Z + ||zol|5,.
s€0,t]
where | = fi)oo h(s)ds < cc.

Definition 2.1 [8] The Caputo derivative of order « for a function f : [0,00) — R,
which is at least n-times differentiable can be defined as

o _ 1 ! n—a—1 p(n) _ 7(n—a) dnf
D2f(t) = s [ s =1 (B @
forn—1<a<nneN. If0<a<l,then
o _ 1 ¢ —a [ (s)
DEf(t) = m/ (t - 5) (?) ds. (3)

Obviously, the Caputo derivative of a constant is equal to zero. The Laplace transform
of the Caputo derivative of order « > 0 is given as

n—1
L{D f(t); A} = )\QJ?()\) - Z Akl p—1<a<n.
k=0
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Definition 2.2 The fractional integral of order a with the lower limit 0 for a function
f is defined as

I“jKt)17%5-/£(8t>a1115)d8 (4)

provided the right-hand side is pointwise defined on [0, 00), where T" is the gamma func-
tion.

Definition 2.3 A stochastic process x : J x @ — H is called a mild solution of the
system () if
(i) x(t) is measurable and F;-adapted, for each t > 0;

(ii) z(t) € H has cadlag paths on ¢t € [0,T] a.s., and satisfies the following integral

equation
x(t) = <xa 2)) + Jo (t = )71 Sa(t - 5)Bul(s)ds
—l—fo (t—s)*" 15 (t — 8)f(s,zs, B1x(s))ds (5)
—l—fo )2TLS, (t — 8)o (s, xé,ng( ))dW (t)

+20<tk<tT (t tk)lk(x( k), teJ;

(iii) zo = ¢ € By, on (—o0, 0] satisfying ||¢||s, < oo, where
/ Ea(O)T(t40)dO, S, (t) = a/ 00, ()T (t*0)do
0

&a(0) = —9 1*Ewa(9 a) >0,

w(h) = l Z(—I)Thl@*"o‘*lw sin(nma), 6 € (0, 00),

¢, 1s a probability density function defined on (0, c0), that is,
e >0, 6€(0,00), and / &a(0)dO =1
0

Lemma 2.2 [29] The operators T, and S, have the following properties:

(i) For any fized t > 0, T, (t) and S, (t) are linear and bounded operators, i.e., for any
reX,

HR@NSNMMaH%(W_FG+>HH

(ii) {Ta(t),t > 0} and {Sa(t),t > 0} are strongly continuous, which means that for
every x € H and for 0 <t <t <T, we have

ITo(t Yz — Tt x| =0 and ||Sa(t )z — So(t)a]| =0, as t —t .

113) For every t > 0, T, (t) and S, (t) are also compact operators 1 is compact for
i1) P t>0, To(t d S, (t l t t if T'(t) ¢ t
every t > 0.
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In order to study the approximate controllability for the fractional control system
(@), we introduce the following linear fractional differential system

Dyx(t) = Axz(t) + Bu(t), teJ,
{ x(0) = xo. (6)

The controllability operator associated with (@) is defined by

T
7 = / (T — $)°~1Sa(t — $)BB*S%(T — s)ds,
(@)

where B* and S} denote the adjoint of B and S, respectively.
Let x(T; ¢,u) be the state value of (Il) at terminal time T, corresponding to the
control u and the initial value ¢. Denote by R(T,¢) = {x(T;¢,u) : w € L*(J,U)} the

reachable set of system () at terminal time T, its closure in H is denoted by R(T), ¢).

Definition 2.4 The system () is said to be approximately controllable on J if

R(T, ¢) = L*(Q, H).

Lemma 2.3 [T]] The linear fractional control system () is approzimately control-
lable on J if and only if A\AI +TE) — 0 as A\ — 0T in the strong operator topology.

Lemma 2.4 [29] (Krasnoselskii’s fized point theorem) Let E be a Banach space, let
E be a bounded closed and convex subset of E, and let Fy, F» be maps ofE imto E such
that Fixz + Fby € E for every pair x,y € E. If Fy is a contraction and Fy is completely
continuous, then the equation Fyx + Fox = x has a solution on E.

3 Main Results

In this section, we formulate sufficient conditions for the approximate controllability of
system (). For this purpose, we first prove the existence of solutions for system ().
Second, in Theorem B2 we shall prove that system () is approximately controllable
under certain assumptions.

In order to establish the results, we impose the following conditions

(H1) f:J x By x H— H is continuous and there exist u1, g2 > 0 such that
E|f(t,v,2) = f& 0, 9)f < mlly — llE, + peElle -yl
and there exist two continuous functions gy, s : J — (0, 00) such that

Bl ft, )i < m@lelE, +pe®)Ellel,  (6v,2) € J x By x H,

where p = sup,cpo #1(s) and p5 = sup,eg 4 f12(s)-

(H2) There exist v1, vo > 0 such that
Ello(t,y,2) = f(t.9,9)% < nilly = ¢l5, + v2Ellr -yl
and there exist two continuous functions vy, : J — (0,00) such that
Blo(t.¢,2)llg < ri®|¥ll5, + 2@ Ellf,  (t¢,2) €T x By x 25,

where 1] = sup,¢jo, v1(8) and v3 = sup,¢(o 4 V2(s).
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(H3) g is continuous, and there exist some positive constants d; such that

Ellg(@)lE < o1/, -

(H4) The function Ij : HL — H is continuous and there exist continuous nondecreasing
functions Lj such that, for each z € H,

Ly (r)

E|Ix(x)||f < Ly E||z||% and lim

o . :ﬂk<ooy k:...7n.
(H5) The linear stochastic system (@) is approximately controllable on [0, T.

The following lemma is required to define the control function.

Lemma 3.1 [15] For any Tr € L*(Fr,H), there exists n(.) € L%(%; L*(J; LY))
such that Tp = ETp + fOT n(s)dW (s).

Now, for any A > 0 and Ty € L?(Fr, H), we define the control function
urMt) = B*SH(T —t)(M +T%)!
<[Em+ [ aaws) + 1m0 - o)
—B*S*(T —t) /Ot(/\l + T YT — )18, (T — ) f (s, s, Bi(s))ds

B ST — 1) /O AL+ TT)"U(T — 5)2=18, (T — £)g(s, s, Bo(s))dW (s)

—B* ST =) M +TF)™" Y TulT — tr) I(a(ty)).

0<tr<T

Theorem 3.1 Assume that the conditions (H1) — (H4) hold. Then for each A >0 ,
the system (1) has a mild solution on [0,T], provided that

o 2 200 —1
AIZM26,+ (%) (4215 + 5 BY) + Qyﬁ(mﬁ—%) AI%vF + v B3)

[
m 2 (o 4
MM T B[54+ e () ] <1

and

a? 1+a

T2 alM 2 T2a-1 aM
2 (7) | + us B (
[ Tt ay) M+ rB)+ o —(rass

))2(1/1l + Z/QB;):| <1,

where By = supco,1 fg K(t,s)ds < oo and B3 = supcjo, 1) f(f P(t,s)ds < cc.

Proof. For any A > 0, define the operator ¥ : B, — B; by
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Wa(t) = (1), 1€ (~o0,0]
B = Tu(D60) ~90)) + [ (1= 91"t — )0 5
[0S )5 Bl

+/O (t— S)O‘_lSa(t — 8)o(s,xs, Ba(x(s)))dW (t)
+ Y Talt— t)Ik(a(ty),t € .

0<tp<t
We shall show that the operator ¥ has a fixed point in the space By, which is the mild
solution of ().
For ¢ € By, we define ¢ by

~ t e (—o0,0|, ~
a(t) = { i ()qz ) {200k then 3 € B,
Let z(t) = y(t)+ ¢(t), —0o < t < T It is evident that y satisfies yo = 0, € (—00, 0]

and
y(t) =Ta(0)(—g(y + ) + / (t— )21 Sa(t — 5)Bu(s)ds
+ / (t— )2 1Su(t — 8)f (54 + Do Br(y(s) + 3(s)))ds

+/ (t—s)"""5 (t—S)U(Says+$S,Bg(y(s)+$(s)))dw(s)
+ ) Ta(t—te)I(y(ty) + 6(ty), t € J.

0<tp<t

Set By = {y € By, such that yo=0 € By} and for any y € BY we have

Iyl = llyolls, + sup(Elly(t)]*)2 = sup(E|y(t)[|*)z,
teJ teJ

thus (B, [[-ll0) is a Banach space.
Let B, = {y € By, ||y||28g <r, r> 0}. The set B, is clearly a bounded closed

convex set in B,? for each r > 0 and for each y € B,. By Lemma 2.1l we have

lye + el < (HytHBh +loxl3,)
< 41 supyepo 1 Elly ()i + llyollz,)
+4(1? SUDse[o.1 E|é(s)|% + | foll3, )
< 4(llel, + 12 + M2E|$(0)][))-

For the sake of convenience, we divide the proof into several steps.

Step 1. We claim that there exists a positive number r such that ¥(B,) C B,. If
this is not true, then, for each positive integer r, there exists y" € B, such that
E||W(y")(#)||? > r for t € (—oo,T], t may depending upon r. However, on the other
hand, we have
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E[w(y)®)[?

5E|Ta(t)[~g(y" + ¢)|1?

+5E)| ft(t )2 1S (t — s)Bu (s)ds| >

+5E| fo(t— 5)* 1 Salt — ) f (s, % +¢é,Bl(ys +<z>‘s))ds||2
+5E] [y (t — s)* 1S, (t—s)o(s ys +¢S,Bg(ys + ds))dW (1)
+5E||Zo<tk<t Tt — ti) Ik (y(ty) + St )2, te .

By using (H1)-(H4), Lemma 2] and Holder’s inequality, we obtain

ININ

ro< B0
< sMaly + 3, 5L (aMa )" 1 -t Bl (s) |2ds
+5%2 (rtl) Syt =" IS0t B B+ )
5( ) it~ )2V Blo(s,y7 + du Baly + 30)) 2y
+5mM? 301, B I (y(ty, )4+ ‘b(tk))HQ
307%* ([ aMM
< 5M%0 4 v (82s) o,
5( ML) (v’ + 3 B (supego 7y Ele]?)
2a—1 2
55 (R8s ) i + 13 B (supacio,r) Fll2l?)
+5mM?2 > 0", Li(r'),
4
T2 (oMM
< M26 7! + 3£2a2 (F(l—i—oﬁ) (52
2a—1 a 2 %
+5(F(1+a)) (pir’ +M2BTT)+5T20¢ 1 (r(1ya)) (vir' +v3B3r)
+5mM23 " L

where 1’ = 4([|¢ll3, + 1*(r + M2E||$(0)[|%)) .| B|l < Mp and
G = 2Blorl +2 L Eln(s)|eds + M6l + M5
< 2 * * % 2o—1 o 2 * * 7%
+(—pjﬁa>) (uir' + pyBir) + Tt (—F(lffa)) (vir + v3 Bir)
+mM? Y " Lyr

Dividing both sides by r and taking the limit as » — co, we obtain

@ 2 2a—1 2
V< o (P ) (g 4 s BY) + St () (4P + viB3)
4
m T2 ((aMM
+HPmA® T ][5+ 3 (7
which is a contradiction to our assumption. Thus, for each A > 0, there exists some
positive number r such that U(B,) C B,.

Next, we show that the operator ¥ is condensing, for convenience, we decompose
U as ¥ = W, + WUy, where

= 9 St — 9)f (5.5 + e Buly(s) + 3(s)))ds
(Try)(t) = { FJEE 980t — 5)0(5, 5 + Bo, Baly(s) + H(s))dW (1),

(7)
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and

T (—g(y + @) + [o(t —5)* 7 Sa(t — s)Bu(s)ds
(Way)(t) = { + 3 0ct et Talt — )Ik( (t7) + o(t7)), t e [0, 7).
(8)

Step 2. We prove that ¥, is a contraction on B,.. Let t € J and y, y* € B,., we have

(@) (1) — (w19 (D) )
<2B|| [y (T = )7 Sa(T = 8) [£(5, 5 + b, Bi(y(s) + 6(5)))

(5,92 + Do, Bily* () + 6()))] dsll3

F2E| [y (T = $)7 1 Sa(T = 5 |05,y + B, Ba(y(s) + 6(5)))
(s, Y% + b, Baly*(5) + 0(s)) | aw (1) 4

< 2T () ST — 9 [ l(s) — v (5) 3,
12 E|[ Ba(y(s) + 6(5)) — Baly*(s) + <s>||H} ds
+2(F(1+a) fo 2(a Y I:V1||y3_y:||28h

|| Ba(y(s) + 6(5)) — Baly*(s) + (s))|12] ds

<2 |2 (1) Gt + o)

T2a71

2
+ et (F(ijfa)) (V11+V2B§)] ||y*y*||%g,

2 . 2
where 2 [ v (F(O{Jfa)) (il + p2BY) + T22_11 (nga)) (1l + VQB;):| < 1, hence

W, is a contraction.

Step 3. ¥, maps bounded sets into bounded sets in B,., Let us prove that for r > 0
there exists a 7 > 0 such that for each y € B, we have E|(¥sy)(t)||34 <7 for t € J.
Now we have

BTyl < 3E|Ta(t)(—g(y+ o))l
+3E]| fo (t — 8)271S,(t — s)Bu*(s) cls||2
+3E]| 20<tk<tT (8 = 1)Lk (4t v+ o)1
< M+ R (RS ) 6+ 3V YL, L

|
3
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Step 4. The map ¥, is equicontinuous. Let u,v € J ,0 <u < v < T,y € B,, we obtain

B||(¥2)(v) = (L) (u)[[f <
SE|Ta(v) = Ta(u)(~g(y + 0))|*

455 /Ou(u )7 [Su(v — 5) — Sa(u — 5)| Bu (s)ds| 2
+5E| /Ou[(v —5)27t — (u—5)2"YS4 (v — s)Bu*(s)ds||?
+5E] /v(v —5)*71S, (v — s)Bu(s)ds]|?

+5E| Y [Talv —th) = Talu — te)l Iu(y(ty) + 6(t7)|1>

0<t,<T

Noting the fact that for every € > 0, there exists a § > 0 such that, whenever
[s1 — sa| < d for every s1,82 € J, || Ta(s1) — Ta(s2)|| < € and [|Sa(s1) — Sa(s2)| < e.
Therefore, when |v — u| < §, we have

30e2M2 T2

B[ (Pay)(v) — (P2y)(u)llfy <5e*61r" + 02

A2 a2
300, f aMMp %, . . o
a?)\? (F(a+1)) [ —u® = (v —w)?]
300, f aM Mp \* ) 2 ,
002 (ARWB Ny )2 45 L.
a?)\? (F(a+1)) (v—u)™ + 5me ; kT

The right hand of the inequality above tends to 0 as v — u and ¢ — 0, hence
the set {U1y,y € B, } is equicontinuous.

Step 5. The set V(t) = {Way(t),y € B,} is relatively compact in B,.. Let 0 <t < T be
fixed and 0 < e <t . For 6 > 0, y € B,., we define

LEONES AN M)( 9y + ))do
+af f& (t —s) L (T ((t — s)”‘@)Bu/\/\(s)des
+ ZO<tk<t f(s fa T((t - tk)aoﬂk(y(j;) + ¢(t,))do
= T(e) fa 5& tae - 6a5)( 9(y + ¢)do
—l—aT f6 —0)>~ 1£a(9)T((t—s)a9 *§)Bu A( s)dfds
+Zo<tk<t (*0) fa fa (t_tk)ae_eaé)lk( (ty) + o(t),))do

Then from the compactness of T'(¢“0), we obtain that V; 5(t) = {US%y(t) 1y € B,}
is relatively compact in H for every e, 0 < ¢ < t. Moreover, for y € B,, we can
easily prove that \Il§’5y(t) is convergent to Woy(t) in B, as e — 0 and § — 0,
hence the set V(t) = {¥ay(t) : y € B, } is also relatively compact in B,. Thus, by
Arzela-Ascoli theorem ¥, is completely continuous. Consequently, from Lemma
24 ¥ has a fixed point, which is a mild solution of ().

Theorem 3.2 Assume that (H1)-(H5) are satisfied, and the conditions of Theorem
[Z1] hold. Further, if the functions f and o are uniformly bounded, and T(t) is compact,
then the system () is approximately controllable on [0,T].
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Proof. Let 1 be a solution of (), then we can easily get that
t
) = - AT [Err [ (s)dW(s) - T(T)(60) - ()]
0
T
+)\/ (AL +TT) YT — )2 1S, (T — ) f (5,22, Biz™(s))ds
0

A / AL+ TT) (T — )2 Su(T — ) (s, 2, Bz (s))dVV (s)

FAAM T D To(T — t) I (2(t))).
0<tr<T

In view of the assumptions that f and o are uniformly bounded on J, there is a
subsequence still denoted by f(s, 22, Biz*(s)) and o(s, 2, Baz*(s)), which converges
weakly to, say f(s) in H, and o(s) in L(U, H). On the other hand, by assumption
(H5), the operator A(AI +T'T)=t — 0 strongly as A — 0% for all 0 < s < T, and,
moreover, [[A(Al +T'T)~1|| < 1. Thus, the Lebesgue dominated convergence theorem

and the compactness of S yield

Ellz?(t)~zr |

IN

4||A(M+F0T)_1IIQEHEETJr/0 1(s)dW (s) — Ta(T)(6(0) - g(x))[|?

T 2
+ 4E(/O IAAL+TT) 7T = )7 Su (T = 6)f(s,22, Bra*(s)) | ds)

2

* 4EH/O”W”FST)*(T*SV“ISa(Tf> o(s,), Bra (5))dWW (s)

+ AAN T H2E| Z To(T — ti) I (z(t)))]* = 0,a8 A — 0.

0<tr<T
This gives the approximate controllability of (), the proof is complete.
4 An Example

As an application, we consider an impulsive stochastic partial differential equation of the
following form

Dia(t, y) Zoa(t,y) + by)u(t) + [° H(t,y,s — )Qa(s,y))ds
o s e o0 ds + [ [0Vt y,s — U (w(s,y))ds
+ [ p(s,t e‘m(évy)ds} AW (t) y € [0,7], te[0,T],T >0,t# ty, )

Ik(x(t;,y)):x(t;:,y)f:c(t;,y), kilv , 1,
x(t,0) =x(t,7) =0, t€]0,T],
x(0,y) + fow G(y, 2)x(t, z)dz = ¢(t,y), t € (—o0,0].

Let U= H = L2([0,7]) and h(t) = €, t < 0, Then | = [* o h(s)ds = 5 .To study the
approximate controllability of (@), assume that H, @, V and U are contmuous ¢ € By.
We define the operator A by Az = a—yﬂﬁ. with domain D(A) = {z € H, g;, gyCﬁ €
H and z(0) = z(w) = 0}. It is well known that A generates an analytic semi-
group T(t),t > 0 given by T()z = Y00 e ™z en)en, © € H, and e,(y) =
(2/7)Y/?sin(ny),n = 1,2,-- -, is the orthogonal set of eigenvectors of A.
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Define the operators f : J x B x L?([0,7]) — H, o : J x B, x L*([0,7]) —
XS(U’H)’ g: B _>L2([0)7T])5

ft, ¢, Bix(t))(y) = [ H(t,y,s —t)Q(x(s,y))ds + /0 K(s, t)e*I(Sﬁy)ds,

t

0
o(t, 6, Bya(t))(y) = / Vi(t,ys — U (x(s,y))ds + / pls, eV ds,

o0 0
9(y) = /OTr Gy, 2)z(t, 2)dz.

With the choice of A, f, o and g can be rewritten as the abstract form of system ().
Under the appropriate conditions on the functions f, o, g and Iy as those in (H1)-(H5),
system (@) is approximately controllable.

5 Conclusion

Approximate controllability of nonlinear fractional impulsive stochastic differential equa-
tions with nonlocal conditions and infinite delay in Hilbert spaces has been investigated.
By employing fractional calculus, Krasnoselskii-Schaefer-type fixed point theorem and
stochastic analysis theory, sufficient conditions for the approximate controllability of
nonlinear fractional impulsive stochastic differential equations are formulated and proved
under the assumption that the associated linear system is approximately controllable.
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