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#### Abstract

This paper addresses the stability problem for a set of switched nonlinear difference equations with parametric uncertainties. For the corresponding family of subsystems, a regularization procedure is suggested, and a multiple Lyapunov function is constructed. With the aid of the Lyapunov function, classes of switching signals are determined for which the asymptotic stability of a stationary solution of a given set of equations may be guaranteed. An application of the proposed approach to the stability analysis of multiconnected switched difference systems by nonlinear approximation is presented. An example is given to illustrate our results.


Keywords: difference systems; switching law; stability; comparison equations; dwelltime; multiple Lyapunov functions; complex systems.

Mathematics Subject Classification (2010): 39A22, 39A30.

## 1 Introduction

A general outline of the theory of set equations is presented in the monograph [18], where it is shown that classical results of qualitative theory of equations under an appropriate adaptation can be applied to the analysis of equations in metric spaces. The most effective methods are the method of integral inequalities [19], the Lyapunov direct method [22, 28] and the comparison method based on the use of scalar [11, 12], vector [25] and matrix-valued Lyapunov functions [22].

Difference equations are of great interest due to their wide applications in the modeling of real world processes in which states of systems are measured not continuously but at some fixed instants of time $[1,3,16,20]$. Sets of difference equations with switching are

[^0]a new subject for research designed to describe more accurately situations where the phenomena under study possess variable structure. This paper focuses on the development of methods for analysis of such systems.

The stability problem of a stationary solution for a set of nonlinear switched difference equations with parametric uncertainties is studied. First, for the corresponding family of subsystems, a regularization procedure and an approach for finding partial Lyapunov functions are proposed. Next, with the aid of these partial functions, a multiple Lyapunov function [10] is constructed for the original set of switched equations. On the basis of a development of dwell-time approach [2, 10, 29], restrictions on the switching law are determined under which the asymptotic stability of the stationary solution can be guaranteed.

Furthermore, it is shown that the proposed approaches can be applied to the stability analysis of multiconnected switched difference systems describing interaction of essentially nonlinear homogeneous subsystems, and, for these systems, sufficient conditions of the asymptotic stability by nonlinear approximation can be obtained.

## 2 Preliminaries

Further we shall need the following notions and results, see [18] and the references cited therein.

Let $K_{C}\left(\mathbb{R}^{q}\right)$ denote a family of all nonempty compact and convex subsets in the Euclidean space $\mathbb{R}^{q} ; K\left(\mathbb{R}^{q}\right)$ contain all nonempty compact subsets in $\mathbb{R}^{q}$, and $C\left(\mathbb{R}^{q}\right)$ be a subset of all nonempty closed subsets in $\mathbb{R}^{q}$. The distance between nonempty closed subsets $A$ and $B$ of the space $\mathbb{R}^{q}$ is specified by the formula

$$
D[A, B]=\max \left\{d_{H}(A, B), d_{H}(B, A)\right\}
$$

where $d_{H}(B, A)=\sup \{d(\mathbf{b}, A): \mathbf{b} \in B\}$ is a Hausdorff separation of the sets $A$ and $B$, and $d(\mathbf{b}, A)=\inf \{\|\mathbf{b}-\mathbf{a}\|: \mathbf{a} \in A\}$ is a distance from the point $\mathbf{b}$ to the set $A,\|\cdot\|$ is the Euclidean norm of a vector.

The following operations can be defined on $K_{C}\left(\mathbb{R}^{q}\right)$ :

$$
A+B=\{\mathbf{a}+\mathbf{b}: \mathbf{a} \in A, \mathbf{b} \in B\}, \quad \lambda A=\{\lambda \mathbf{a}: \mathbf{a} \in A\}
$$

where $A, B \in K_{C}\left(\mathbb{R}^{q}\right)$, and $\lambda$ is an arbitrary nonnegative number.
The pair $\left(C\left(\mathbb{R}^{q}\right), D\right)$ is a complete separable metric space, where $K\left(\mathbb{R}^{q}\right)$ and $K_{C}\left(\mathbb{R}^{q}\right)$ are closed subsets.

The set $W \in K_{C}\left(\mathbb{R}^{q}\right)$ is called the Hukuhara difference for the sets $A, B \in K_{C}\left(\mathbb{R}^{q}\right)$, if $A=B+W$.

Let $F$ be a mapping of the domain $Q$ of the space $\mathbb{R}^{q}$ into the metric space $\left(K_{C}\left(\mathbb{R}^{q}\right), D\right)$, i.e., $F: Q \rightarrow K_{C}\left(\mathbb{R}^{q}\right)$, which is equivalent to the inclusion $F(\mathbf{t}) \in K_{C}\left(\mathbb{R}^{q}\right)$ for all $\mathbf{t} \in Q$. Such mappings are called the multivalued mappings of $Q$ into $\mathbb{R}^{q}$.

Let $\mathbb{R}_{+}^{q}$ be the nonnegative cone of $\mathbb{R}^{q} ; \mathbb{N}$ denote a set of positive integers, $\mathbb{N}_{+}=$ $\mathbb{N} \cup\{0\}$, and we designate by $\mathbb{N}_{n_{0}}$ the set

$$
\mathbb{N}_{n_{0}}=\left\{n_{0}, n_{0}+1, \ldots, n_{0}+k, \ldots\right\},
$$

where $k \in \mathbb{N}$ and $n_{0} \in \mathbb{N}_{+}$.
Next, let us introduce the concept of homogeneity, see [27, 30], for the following analysis.

Definition 2.1 A function $f(\mathbf{x}): \mathbb{R}^{q} \rightarrow \mathbb{R}$ is called homogeneous of the order $\nu$ with respect to the dilation $\left(m_{1}, \ldots, m_{q}\right)$, where $\nu, m_{1}, \ldots, m_{q}$ are positive rationals with the odd denominators, if

$$
\begin{equation*}
f\left(\lambda^{m_{1}} x_{1}, \ldots, \lambda^{m_{q}} x_{q}\right)=\lambda^{\nu} f(\mathbf{x}) \tag{1}
\end{equation*}
$$

for all $\lambda \in \mathbb{R}$ and $\mathbf{x} \in \mathbb{R}^{q}$. In the case when $\nu, m_{1}, \ldots, m_{q}$ are positive real numbers, and equality (1) holds for $\lambda \geq 0$ and $\mathbf{x} \in \mathbb{R}^{q}$, the function $f(\mathbf{x})$ is called positive homogeneous of the order $\nu$ with respect to the dilation $\left(m_{1}, \ldots, m_{q}\right)$.

Definition 2.2 A vector field $\mathbf{F}(\mathbf{x})=\left(f_{1}(\mathbf{x}), \ldots, f_{q}(\mathbf{x})\right)^{T}: \mathbb{R}^{q} \rightarrow \mathbb{R}^{q}$ is called positive homogeneous of the order $\mu$ with respect to the dilation $\left(m_{1}, \ldots, m_{q}\right)$, where $m_{i}>0$ and $\mu+m_{i}>0, i=1, \ldots, q$, if $f_{i}\left(\lambda^{m_{1}} x_{1}, \ldots, \lambda^{m_{q}} x_{q}\right)=\lambda^{\mu+m_{i}} f_{i}\left(x_{1}, \ldots, x_{q}\right), i=1, \ldots, q$, for all $\lambda \geq 0$ and $\mathbf{x} \in \mathbb{R}^{q}$.

Let the system of differential equations

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\mathbf{F}(\mathbf{x}(t)) \tag{2}
\end{equation*}
$$

be given, where $\mathbf{x}(t) \in \mathbb{R}^{q}$ is the state vector, and components of the vector $\mathbf{F}(\mathbf{x})$ are continuous for all $\mathbf{x} \in \mathbb{R}^{q}$.

Definition 2.3 System (2) is called positive homogeneous if its vector field $\mathbf{F}(\mathbf{x})$ is positive homogeneous.

Moreover, we will use the following lemmas, see [6] and [14] respectively.
Lemma 2.1 If a sequence $\left\{v_{n}\right\}$ satisfies the condition $0 \leq v_{n+1} \leq v_{n}-\alpha v_{n}^{1+\xi}$, $n \in \mathbb{N}_{+}$, with $\alpha>0, \xi>0, v_{0} \geq 0$, and $\alpha(1+\xi) v_{0}^{\xi} \leq 1$, then

$$
v_{n} \leq v_{0}\left(1+\alpha \xi v_{0}^{\xi} n\right)^{-\frac{1}{\xi}} \quad \text { for } \quad n \in \mathbb{N}_{+}
$$

Lemma 2.2 For any positive numbers $x, y$ and $\zeta$ the estimate

$$
(x+y)^{\zeta} \geq 2^{\omega}\left(x^{\zeta}+y^{\zeta}\right)
$$

holds, where $\omega=\min \{\zeta-1 ; 0\}$.

## 3 Statement of the Problem

Consider a set of switched difference equations

$$
\begin{equation*}
X_{n+1}=F^{(\sigma)}\left(n, X_{n}, \alpha\right) \tag{3}
\end{equation*}
$$

with initial conditions $X_{n_{0}}=X_{0}$, where $X_{n} \in K_{C}\left(\mathbb{R}^{q}\right)$ for all $n \geq n_{0}$; the function $\sigma=$ $\sigma(n)$, with $\sigma(n) \in\{1, \ldots, S\}$, defines the switching law; $\alpha \in \Im \subset \mathbb{R}^{d}$ is the uncertainty parameter; the mappings $F^{(s)}: \mathbb{N}_{+} \times K_{C}\left(\mathbb{R}^{q}\right) \times \Im \rightarrow K_{C}\left(\mathbb{R}^{q}\right)$ are continuous with respect to $X_{n}$ for every $n \in \mathbb{N}_{+}$and $\alpha \in \Im$.

Thus, we assume that the system under consideration depends on an uncertain parameter. Moreover, while operating, the system switches between several operation modes, and, for every $n \geq n_{0}$, one of the subsystems

$$
\begin{equation*}
X_{n+1}=F^{(s)}\left(n, X_{n}, \alpha\right), \quad s=1, \ldots, S \tag{4}
\end{equation*}
$$

is active.
Let $X_{n}\left(n_{0}, X_{0}\right)$ be the solution of (3) satisfying the condition $X_{n_{0}}=X_{0}$.
For the set of equations (3) we introduce the following assumptions:
$\mathrm{H}_{1}$. For equations (3) there exists a set of stationary solutions $\Theta_{0} \in K_{C}\left(\mathbb{R}^{q}\right)$, i.e., $F^{(s)}\left(n, \Theta_{0}, \alpha\right)=\Theta_{0}$ for all $n \in \mathbb{N}_{+}, \alpha \in \Im, s=1, \ldots, S$.
$\mathrm{H}_{2}$. For any $X_{0} \in K_{C}\left(\mathbb{R}^{q}\right)$ and $Y_{0} \in K_{C}\left(\mathbb{R}^{q}\right)$ there exists the Hukuhara difference $W_{0} \in K_{C}\left(\mathbb{R}^{q}\right)$.

Definition 3.1 The stationary solution $\Theta_{0}$ of the set of equations (3) is
(i) stable, if for any $n_{0} \in \mathbb{N}_{+}$and $\varepsilon>0$ there exists a $\delta=\delta\left(n_{0}, \varepsilon\right)>0$ such that the inequality $D\left[W_{0}, \Theta_{0}\right]<\delta$ implies the estimate $D\left[X_{n}, \Theta_{0}\right]<\varepsilon$ for all $n \geq n_{0}$, where $W_{0}=X_{0}-Y_{0}, X_{0} \in K_{C}\left(\mathbb{R}^{q}\right), Y_{0} \in K_{C}\left(\mathbb{R}^{q}\right)$, and $X_{n}=X_{n}\left(n_{0}, X_{0}-Y_{0}\right)=$ $X_{n}\left(n_{0}, W_{0}\right)$ is the solution of (3);
(ii) attractive, if for any $n_{0} \in \mathbb{N}_{+}$there exists $\tilde{\delta}\left(n_{0}\right)>0$, and for any $\xi>0$ there exists $\tau\left(n_{0}, W_{0}, \xi\right) \in \mathbb{N}_{+}$such that the inequality $D\left[W_{0}, \Theta_{0}\right]<\tilde{\delta}\left(n_{0}\right)$ implies the estimate $D\left[X_{n}, \Theta_{0}\right]<\xi$ for any $n \geq n_{0}+\tau\left(n_{0}, W_{0}, \xi\right)$;
(iii) asymptotically stable, if it is both stable and attractive.

We will look for stability conditions for a stationary solution $\Theta_{0}$ of the set of switched systems of difference equations (3).

It should be noted that the general stability theory of classical difference equations is well-developed, see $[1,3,8,15-17,20]$ and references cited therein, whereas the stability theory of a set of difference equations is in a primitive state.

In particular, in [9] and [18] an extension of some results obtained for a set of continuous systems with Hukuhara derivative was proposed for a set of difference equations. Unsolved problem is that of constructing an appropriate Lyapunov function satisfying special properties providing the stability of a stationary solution.

In [4], an approach to the stability analysis for sets of difference equations of the form (3) has been developed in the case of absence of switching. In the present paper, we will extend this approach to the set of switched difference equations.

## 4 Construction of Matrix Lyapunov Functions and Comparison Equations


Together with subsystems (4) we will consider the following families of sets of difference equations

$$
\begin{equation*}
X_{n+1}=F_{M}^{(s)}\left(n, X_{n}\right), \quad s=1, \ldots, S \tag{5}
\end{equation*}
$$

where $F_{M}^{(s)}\left(n, X_{n}\right)=\overline{\mathrm{co}} \bigcup_{\alpha \in \Im} F^{(s)}\left(n, X_{n}, \alpha\right)$;

$$
\begin{equation*}
X_{n+1}=F_{m}^{(s)}\left(n, X_{n}\right), \quad s=1, \ldots, S \tag{6}
\end{equation*}
$$

where $F_{m}^{(s)}\left(n, X_{n}\right)=\overline{\mathrm{co}} \bigcap_{\alpha \in \Im} F^{(s)}\left(n, X_{n}, \alpha\right)$;

$$
\begin{equation*}
X_{n+1}=F_{\beta}^{(s)}\left(n, X_{n}\right), \quad s=1, \ldots, S \tag{7}
\end{equation*}
$$

where $F_{\beta}^{(s)}\left(n, X_{n}\right)=F_{M}^{(s)}\left(n, X_{n}\right) \beta+F_{m}^{(s)}\left(n, X_{n}\right)(1-\beta), \beta \in[0,1]$.
In what follows it is assumed that $F_{m}^{(s)}, F_{M}^{(s)}$ and $F_{\beta}^{(s)} \in K_{c}\left(\mathbb{R}^{q}\right)$.
For every $s \in\{1, \ldots, S\}$, we introduce an auxiliary matrix function, see [4],

$$
\begin{equation*}
\mathbf{U}^{(s)}\left(n, \beta, X_{n}\right)=\left[U_{i j}^{(s)}\left(n, \beta, X_{n}\right)\right], \quad i, j=1,2, \tag{8}
\end{equation*}
$$

where the element $U_{11}^{(s)}\left(n, X_{n}\right)$ is associated with the $s$-th set from the family (5), $U_{22}^{(s)}\left(n, X_{n}\right)$ is associated with the $s$-th set from the family (6), $U_{12}^{(s)}\left(n, \beta, X_{n}\right)=$ $U_{21}^{(s)}\left(n, \beta, X_{n}\right)$ is associated with the $s$-th set from the family (7).

In terms of function (8) we construct a scalar function [22]

$$
\begin{equation*}
V_{s}\left(n, X_{n}, \beta, \theta_{s}\right)=\theta_{s}^{T} \mathbf{U}^{(s)}\left(n, \beta, X_{n}\right) \theta_{s}, \quad \theta_{s} \in \mathbb{R}_{+}^{2} \tag{9}
\end{equation*}
$$

and assume that $V_{s}: \mathbb{N}_{+} \times K_{C}\left(\mathbb{R}^{q}\right) \times[0,1] \times \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+}$.
Function (9) is a partial Lyapunov function for the $s$-th subsystem from (4) if, together with the first difference

$$
\Delta V_{s}\left(n, X_{n}, \beta, \theta_{s}\right)=V_{s}\left(n+1, X_{n+1}, \beta, \theta_{s}\right)-V_{s}\left(n, X_{n}, \beta, \theta_{s}\right)
$$

it solves the problem of stability of the stationary solution $\Theta_{0}$ for the $s$-th subsystem.
Let the following assumptions be fulfilled.
$H_{3}$. For every $s \in\{1, \ldots, S\}$, there exists $\tilde{\theta}_{s} \in \mathbb{R}_{+}^{2}$ such that for the function $V_{s}\left(n, X_{n}, \beta, \tilde{\theta}_{s}\right)$ and for its first difference along trajectories of the $s$-th set of equations from (4) the estimates

$$
\begin{gather*}
a_{s}\left(D\left[X_{n}, \Theta_{0}\right]\right) \leq V_{s}\left(n, X_{n}, \beta, \tilde{\theta}_{s}\right) \leq b_{s}\left(D\left[X_{n}, \Theta_{0}\right]\right),  \tag{10}\\
\Delta V_{s} \leq w^{(s)}\left(n, V_{s}\right) \tag{11}
\end{gather*}
$$

are valid for $n \in \mathbb{N}_{+}, X_{n} \in S(\rho), \beta \in[0,1]$. Here $\rho=$ const $>0 ; S(\rho)=\{X \in$ $\left.K_{c}\left(\mathbb{R}^{q}\right): D\left[X, \Theta_{0}\right]<\rho\right\} ; a(\cdot)$ and $b(\cdot)$ are class $\mathcal{K}$ (in the sense of Hahn) functions [28]; functions $w^{(s)}(n, r)$ are continuous with respect to $r \in[0, \tilde{\rho}]$ for every value of $n \in \mathbb{N}_{+}$, and $w^{(s)}(n, r) / r \rightarrow 0$ as $r \rightarrow 0 ; \tilde{\rho}=$ const $>0$.
$\mathrm{H}_{4}$. The zero solutions of the equations

$$
\begin{equation*}
u_{n+1}=u_{n}+w^{(s)}\left(n, u_{n}\right), \quad s=1, \ldots, S \tag{12}
\end{equation*}
$$

are asymptotically stable.
Equations (12) are comparison ones for subsystems from the family (4). It is known, see [4], that under assumptions $H_{3}$ and $H_{4}$ the stationary solution $\Theta_{0}$ of each subsystem is asymptotically stable.

To obtain stability conditions for the set of switched systems of difference equations (3), we will use multiple Lyapunov functions and the dwell-time approach.

## 5 Dwell Time Stability Analysis

Let us impose additional restrictions on the Lyapunov functions (9) and on the comparison equations (12).
$\mathrm{H}_{5}$. There exist positive numbers $c_{s l}$ such that

$$
\begin{equation*}
V_{s}\left(n, X_{n}, \beta, \tilde{\theta}_{s}\right) \leq c_{s l} V_{l}\left(n, X_{n}, \beta, \tilde{\theta}_{l}\right) \tag{13}
\end{equation*}
$$

for $n \in \mathbb{N}_{+}, X_{n} \in S(\rho), \beta \in[0,1] ; s, l=1, \ldots, S$.
$\mathrm{H}_{6}$. Let equations (12) be of the form

$$
\begin{equation*}
u_{n+1}=u_{n}-\alpha^{(s)} u_{n}^{1+\xi^{(s)}}, \quad s=1, \ldots, S \tag{14}
\end{equation*}
$$

where $\alpha^{(s)}$ and $\xi^{(s)}$ are positive constants.
Remark 5.1 Equations (14) can be considered as equations of the nonlinear approximation for (12).

Remark 5.2 The case where $\xi^{(s)}=0, s=1, \ldots, S$, is well-investigated, see, for instance, $[10,13,21]$. Therefore, in this section we assume that $\xi^{(s)}>0, s=1, \ldots, S$, i.e., the switched comparison equations (14) are essentially nonlinear.

Remark 5.3 Using Lemma 2.1 and taking into account Assumptions $\mathrm{H}_{3}, \mathrm{H}_{4}$ and $\mathrm{H}_{6}$, one can obtain estimates for solutions of subsystems (4).

Without loss of generality, we assume that the interval $(0,+\infty)$ contains an infinite number of switching instants. Let $\tau_{i}, i \in \mathbb{N}$, be the switching times, $0<\tau_{1}<\tau_{2}<\ldots$, and $\tau_{0}=0$.

Denote, for brevity, $\hat{\xi}_{i}=\xi^{\left(\sigma\left(\tau_{i}\right)\right)}, \hat{\alpha}_{i}=\alpha^{\left(\sigma\left(\tau_{i}\right)\right)}, i \in \mathbb{N}_{+} ; \hat{c}_{i}=c_{\sigma\left(\tau_{i}\right) \sigma\left(\tau_{i-1}\right)}, i \in \mathbb{N}$.
For every $m \in \mathbb{N}$ and $L_{m} \in \mathbb{R}_{+}$, define a sequence $\chi_{n}\left(L_{m}, m\right)$ by the formulae

$$
\begin{gathered}
\chi_{0}\left(L_{m}, m\right)=L_{m} \\
\chi_{n}\left(L_{m}, m\right)=\hat{c}_{m+n-1}^{-\hat{\xi}_{m+n-1}}\left(\chi_{n-1}\left(L_{m}, m\right)\right)^{\hat{\xi}_{m+n-1} / \hat{\xi}_{m+n-2}}+\hat{\alpha}_{m+n-1} \hat{\xi}_{m+n-1} T_{m+n}
\end{gathered}
$$

for $n \in \mathbb{N}$, where $T_{i}=\tau_{i}-\tau_{i-1}, i \in \mathbb{N}$.
Theorem 5.1 Let Assumptions $\mathrm{H}_{1}-\mathrm{H}_{6}$ be fulfilled. If there exists a positive constant $L$ such that

$$
\begin{equation*}
\chi_{n}(L, 1) \rightarrow+\infty \quad \text { as } \quad n \rightarrow+\infty, \tag{15}
\end{equation*}
$$

then the stationary solution $\Theta_{0}$ of the set of equations (3) is asymptotically stable.
Proof. Using partial Lyapunov functions $V_{1}\left(n, X_{n}, \beta, \tilde{\theta}_{1}\right), \ldots, V_{S}\left(n, X_{n}, \beta, \tilde{\theta}_{S}\right)$, construct a multiple Lyapunov function $V_{\sigma(n)}\left(n, X_{n}, \beta, \tilde{\theta}_{\sigma(n)}\right)$ corresponding to the switching law $\sigma(n)$.

Choose a number $\varepsilon$ such that $0<\varepsilon<\rho$, and

$$
\alpha^{(s)}\left(1+\xi^{(s)}\right) V_{s}^{\xi^{(s)}}\left(n, X_{n}, \beta, \tilde{\theta}_{s}\right) \leq 1, \quad s=1, \ldots, S
$$

for $n \in \mathbb{N}_{+}, X_{n} \in S(\varepsilon), \beta \in[0,1]$.
Consider the solution $X_{n}$ of (3) satisfying the condition $X_{n_{0}}=W_{0}$, where $n_{0} \in \mathbb{N}_{+}$, $W_{0} \in S(\varepsilon)$. Find a positive integer $m$ such that $n_{0} \in\left[\tau_{m-1}, \tau_{m}\right)$. Let $X_{n} \in S(\varepsilon)$ for $n=n_{0}, \ldots, \tilde{n}$.

If $n_{0}<\tilde{n} \leq \tau_{m}$, then applying Lemma 2.1 to the $\sigma\left(\tau_{m-1}\right)$-th inequality from (11), we obtain that

$$
\begin{gather*}
V_{\sigma\left(\tau_{m-1}\right)}^{-\hat{\xi}_{m-1}}\left(\tilde{n}, X_{\tilde{n}}, \beta, \tilde{\theta}_{\sigma\left(\tau_{m-1}\right)}\right) \geq V_{\sigma\left(\tau_{m-1}\right)}^{-\hat{\xi}_{m-1}}\left(n_{0}, W_{0}, \beta, \tilde{\theta}_{\sigma\left(\tau_{m-1}\right)}\right)+\hat{\alpha}_{m-1} \hat{\xi}_{m-1}\left(\tilde{n}-n_{0}\right) \\
\geq V_{\sigma\left(\tau_{m-1}\right)}^{-\hat{\xi}_{m-1}}\left(n_{0}, W_{0}, \beta, \tilde{\theta}_{\sigma\left(\tau_{m-1}\right)}\right) \tag{16}
\end{gather*}
$$

In the case of $\tilde{n}>\tau_{m}$, there exists a positive integer $p$ satisfying the condition $\tau_{m+p-1}<\tilde{n} \leq \tau_{m+p}$. It should be noted that $p \rightarrow+\infty$ as $\tilde{n} \rightarrow+\infty$. Applying successively Lemma 2.1 to the corresponding inequalities from (11) and taking into account estimates (13), we obtain

$$
\begin{align*}
& V_{\sigma\left(\tau_{m+p-1}\right)}^{-\hat{\xi}_{m+p-1}}\left(\tilde{n}, X_{\tilde{n}}, \beta, \tilde{\theta}_{\sigma\left(\tau_{m+p-1}\right)}\right) \geq V_{\sigma\left(\tau_{m+p-1}\right)}^{-\hat{\xi}_{m+p-1}}\left(\tau_{m+p-1}, X_{\tau_{m+p-1}}, \beta, \tilde{\theta}_{\sigma\left(\tau_{m+p-1}\right)}\right) \\
& +\hat{\alpha}_{m+p-1} \hat{\xi}_{m+p-1}\left(\tilde{n}-\tau_{m+p-1}\right) \\
& \geq \hat{c}_{m+p-1}^{-\hat{\xi}_{m+p-1}}\left(V_{\sigma\left(\tau_{m+p-2}\right)}^{-\hat{\xi}_{m+p-2}}\left(\tau_{m+p-1}, X_{\tau_{m+p-1}}, \beta, \tilde{\theta}_{\sigma\left(\tau_{m+p-2}\right)}\right)\right)^{\hat{\xi}_{m+p-1} / \hat{\xi}_{m+p-2}} \\
& \geq \ldots \geq \hat{c}_{m+p-1}^{-\hat{\xi}_{m+p-1}}\left(\chi_{p-1}\left(V_{\sigma\left(\tau_{m-1}\right)}^{-\hat{\xi}_{m-1}}\left(n_{0}, W_{0}, \beta, \tilde{\theta}_{\sigma\left(\tau_{m-1}\right)}\right), m\right)\right)^{\hat{\xi}_{m+p-1} / \hat{\xi}_{m+p-2}} . \tag{17}
\end{align*}
$$

From (10), (16) and (17), it follows that

$$
\begin{equation*}
D\left[X_{\tilde{n}}, \Theta_{0}\right] \leq \max _{s=1, \ldots, S} a_{s}^{(-1)}\left(b_{s}\left(D\left[W_{0}, \Theta_{0}\right]\right)\right) \tag{18}
\end{equation*}
$$

for $\tilde{n}=n_{0}, \ldots, \tau_{m}$, and

$$
\begin{equation*}
D\left[X_{\tilde{n}}, \Theta_{0}\right] \leq \max _{s, k, j=1, \ldots, S} a_{s}^{(-1)}\left(c_{s k}\left(\chi_{p-1}\left(b_{j}^{-\xi^{(j)}}\left(D\left[W_{0}, \Theta_{0}\right]\right), m\right)\right)^{-1 / \xi^{(k)}}\right) \tag{19}
\end{equation*}
$$

for $\tilde{n}=\tau_{m+p-1}+1, \ldots, \tau_{m+p}$ and $p \geq 1$. Here $a_{s}^{(-1)}(\cdot)$ is inverse of the function $a_{s}(\cdot)$, $s=1, \ldots, S$.

Let there exist a positive constant $L$ such that condition (15) is fulfilled. It is easy to check that if $L_{m}=\chi_{m-1}(L, 1)$, then $\chi_{n}\left(L_{m}, m\right)=\chi_{n+m-1}(L, 1)$. Hence, $\chi_{n}\left(L_{m}, m\right) \rightarrow$ $+\infty$ as $n \rightarrow+\infty$.

Find a number $\delta_{1}$ such that $0<\delta_{1}<\varepsilon$, and $b_{j}^{-\xi^{(j)}}\left(D\left[W_{0}, \Theta_{0}\right]\right) \geq L_{m}$ for $W_{0} \in S\left(\delta_{1}\right)$, $j=1, \ldots, S$. Using estimate (19), one can choose a positive integer $p_{0}$ satisfying the following condition: if $W_{0} \in S\left(\delta_{1}\right)$ and $p \geq p_{0}$, then $X_{\tilde{n}} \in S(\varepsilon)$.

From (17) it follows that

$$
\begin{equation*}
D\left[X_{\tilde{n}}, \Theta_{0}\right] \leq \max _{s, j=1, \ldots, S} a_{s}^{(-1)}\left(\bar{c}^{p} b_{j}\left(D\left[W_{0}, \Theta_{0}\right]\right)\right) \tag{20}
\end{equation*}
$$

for $\tilde{n}=\tau_{m+p-1}+1, \ldots, \tau_{m+p}$ and $p \geq 1$. Here $\bar{c}=\max _{s, k=1, \ldots, S} c_{s k}$. Taking into account (18) and (20), one can find a number $\delta_{2}, 0<\delta_{2}<\varepsilon$, such that if $W_{0} \in S\left(\delta_{2}\right)$ and $p<p_{0}$, then $X_{\tilde{n}} \in S(\varepsilon)$.

Let $\delta=\min \left\{\delta_{1} ; \delta_{2}\right\}$. We obtain that $D\left[W_{0}, \Theta_{0}\right]<\delta$ implies the estimate $D\left[X_{n}, \Theta_{0}\right]<$ $\varepsilon$ for all $n \geq n_{0}$.

Moreover, from (19) it follows that $D\left[X_{n}, \Theta_{0}\right] \rightarrow 0$ as $n \rightarrow+\infty$. Thus, the stationary solution $\Theta_{0}$ of the set of equations (3) is asymptotically stable. This completes the proof.

Corollary 5.1 Let Assumptions $\mathrm{H}_{1}-\mathrm{H}_{6}$ be fulfilled. If there exists a positive constant $L$ such that $\chi_{n}(L, m) \rightarrow+\infty$ as $n \rightarrow+\infty$ uniformly with respect to $m \in \mathbb{N}$, then the stationary solution $\Theta_{0}$ of the set of equations (3) is uniformly asymptotically stable.

Corollary 5.2 Let Assumptions $\mathrm{H}_{1}-\mathrm{H}_{6}$ be fulfilled. If $T_{i} \rightarrow+\infty$ as $i \rightarrow+\infty$, then the stationary solution $\Theta_{0}$ of the set of equations (3) is uniformly asymptotically stable.

Next, let us show that the use of Lemma 2.2 permits us to replace condition (15) in Theorem 5.1 by a condition though more conservative but more convenient for applications.

Construct a sequence $\psi_{n}$ by the formulae $\psi_{1}=\hat{\alpha}_{1} \hat{\xi}_{1} T_{2}$,

$$
\psi_{n}=\hat{\alpha}_{n} \hat{\xi}_{n} T_{n+1}+\sum_{i=1}^{n-1} 2^{\omega_{n, n-1}+\ldots+\omega_{n, n-i}}\left(\hat{c}_{n} \ldots \hat{c}_{n-i+1}\right)^{-\hat{\xi}_{n}}\left(\hat{\alpha}_{n-i} \hat{\xi}_{n-i} T_{n-i+1}\right)^{\hat{\xi}_{n} / \hat{\xi}_{n-i}}
$$

for $n=2,3, \ldots$, where $\omega_{n, j}=\min \left\{\hat{\xi}_{n} / \hat{\xi}_{j}-1 ; 0\right\}, j=1, \ldots, n-1$.
Corollary 5.3 Let Assumptions $\mathrm{H}_{1}-\mathrm{H}_{6}$ be fulfilled. If

$$
\begin{equation*}
\psi_{n} \rightarrow+\infty \quad \text { as } \quad n \rightarrow+\infty \tag{21}
\end{equation*}
$$

then the stationary solution $\Theta_{0}$ of the set of equations (3) is asymptotically stable.
Proof. With the aid of Lemma 2.2, it is easy to check that $\chi_{n}(L, 1) \geq \psi_{n}$ for any $L>0$ and for any $n \in \mathbb{N}$.

Really, $\chi_{0}(L, 1)=L>0$,

$$
\chi_{1}(L, 1)=\hat{c}_{1}^{-\hat{\xi}_{1}}\left(\chi_{0}(L, 1)\right)^{\hat{\xi}_{1} / \hat{\xi}_{0}}+\hat{\alpha}_{1} \hat{\xi}_{1} T_{2}=\hat{c}_{1}^{-\hat{\xi}_{1}} L^{\hat{\xi}_{1} / \hat{\xi}_{0}}+\psi_{1} \geq \psi_{1}
$$

and, for $n>1$, we obtain

$$
\begin{gathered}
\chi_{n}(L, 1)=\hat{c}_{n}^{-\hat{\xi}_{n}}\left(\chi_{n-1}(L, 1)\right)^{\hat{\xi}_{n} / \hat{\xi}_{n-1}}+\hat{\alpha}_{n} \hat{\xi}_{n} T_{n+1} \\
=\hat{c}_{n}^{-\hat{\xi}_{n}}\left(\hat{c}_{n-1}^{-\hat{\xi}_{n-1}}\left(\chi_{n-2}(L, 1)\right)^{\hat{\xi}_{n-1} / \hat{\xi}_{n-2}}+\hat{\alpha}_{n-1} \hat{\xi}_{n-1} T_{n}\right)^{\hat{\xi}_{n} / \hat{\xi}_{n-1}}+\hat{\alpha}_{n} \hat{\xi}_{n} T_{n+1} \\
\geq 2^{\omega_{n, n-1}}\left(\hat{c}_{n} \hat{c}_{n-1}\right)^{-\hat{\xi}_{n}}\left(\chi_{n-2}(L, 1)\right)^{\hat{\xi}_{n} / \hat{\xi}_{n-2}}+2^{\omega_{n, n-1}} \hat{c}_{n}^{-\hat{\xi}_{n}}\left(\hat{\alpha}_{n-1} \hat{\xi}_{n-1} T_{n}\right)^{\hat{\xi}_{n} / \hat{\xi}_{n-1}} \\
+\hat{\alpha}_{n} \hat{\xi}_{n} T_{n+1} \geq \ldots \geq 2^{\omega_{n, n-1}+\ldots+\omega_{n, 1}}\left(\hat{c}_{n} \ldots \hat{c}_{1}\right)^{-\hat{\xi}_{n}} L^{\hat{\xi}_{n} / \hat{\xi}_{0}}+\psi_{n} \geq \psi_{n} .
\end{gathered}
$$

Hence, from (21) follows the fulfilment of condition (15). This completes the proof.
Remark 5.4 The results of the present section can be extended to the case where Assumtion $\mathrm{H}_{5}$ is replaced by the following one:
$\mathrm{H}_{5}^{\prime}$. There exist positive numbers $c_{s l}$ and $\nu_{s l}$ such that

$$
V_{s}\left(n, X_{n}, \beta, \tilde{\theta}_{s}\right) \leq c_{s l} V_{l}^{\nu_{s l}}\left(n, X_{n}, \beta, \tilde{\theta}_{l}\right)
$$

for $n \in \mathbb{N}_{+}, X_{n} \in S(\rho), \beta \in[0,1] ; s, l=1, \ldots, S$.

## 6 Stability Analysis of Multiconnected Switched Systems

Consider the system

$$
\begin{equation*}
\mathbf{x}_{i}(n+1)=\mathbf{x}_{i}(n)+\mathbf{F}_{i}^{(\sigma)}\left(\mathbf{x}_{i}(n)\right)+\sum_{j=1}^{k} \mathbf{\Psi}_{i j}^{(\sigma)}(n, \mathbf{x}(n)), \quad i=1, \ldots, k, \tag{22}
\end{equation*}
$$

which describes the dynamics of a complex system composed of $k$ interconnected systems $[19,22]$. Here $\mathbf{x}_{i}(n)=\left(x_{i 1}(n), \ldots, x_{i q_{i}}(n)\right)^{T}, \mathbf{x}(n)=\left(\mathbf{x}_{1}^{T}(n), \ldots, \mathbf{x}_{k}^{T}(n)\right)^{T} ; n \in \mathbb{N}_{+}$; function $\sigma=\sigma(n)$, with $\sigma(n) \in\{1, \ldots, S\}$, defines the switching law; vector fields $\mathbf{F}_{i}^{(s)}\left(\mathbf{x}_{i}\right)$ are continuous for $\mathbf{x}_{i} \in \mathbb{R}^{q_{i}}$ and positive homogeneous of the order $\mu_{i}^{(s)}$ with respect to the dilation $\left(m_{i 1}, \ldots, m_{i q_{i}}\right)$, where $\mu_{i}^{(s)}, m_{i 1}, \ldots, m_{i q_{i}}$ are positive numbers; vector functions $\mathbf{\Psi}_{i j}^{(s)}(n, \mathbf{x})=\left(\Psi_{i j 1}^{(s)}(n, \mathbf{x}), \ldots, \Psi_{i j q_{i}}^{(s)}(n, \mathbf{x})\right)^{T}$ are defined for $n \in \mathbb{N}_{+}$, $\|\mathbf{x}\|<H, 0<H \leq+\infty$, and continuous with respect to $\mathbf{x}$ for every fixed $n ; i, j=$ $1, \ldots, k ; s=1, \ldots, S$. We assume that the estimates

$$
\left|\Psi_{i j g}^{(s)}(n, \mathbf{x})\right| \leq c_{i j g}^{(s)} r_{j}^{\alpha_{i j g}^{(s)}}\left(\mathbf{x}_{j}\right)
$$

hold for $n \in \mathbb{N}_{+},\|\mathbf{x}\|<H$, where $r_{j}\left(\mathbf{x}_{j}\right)=\sum_{p=1}^{q_{j}}\left|x_{j p}\right|^{1 / m_{j p}}, c_{i j g}^{(s)} \geq 0, \alpha_{i j g}^{(s)}>0, g=$ $1, \ldots, q_{i} ; i, j=1, \ldots, k ; s=1, \ldots, S$.

Thus, at each time instant, one of the subsystems

$$
\begin{equation*}
\mathbf{x}_{i}(n+1)=\mathbf{x}_{i}(n)+\mathbf{F}_{i}^{(s)}\left(\mathbf{x}_{i}(n)\right)+\sum_{j=1}^{k} \mathbf{\Psi}_{i j}^{(s)}(n, \mathbf{x}(n)), \quad i=1, \ldots, k, \quad s=1, \ldots, S, \tag{23}
\end{equation*}
$$

is active.
From the properties of the right-hand sides of (22) it follows that the system admits the zero solution. We will look for conditions of asymptotic stability of the solution.

For every $i \in\{1, \ldots, k\}$, consider the family of isolated difference subsystems

$$
\begin{equation*}
\mathbf{x}_{i}(n+1)=\mathbf{x}_{i}(n)+\mathbf{F}_{i}^{(s)}\left(\mathbf{x}_{i}(n)\right), \quad s=1, \ldots, S \tag{24}
\end{equation*}
$$

and the corresponding family of subsystems of differential equations

$$
\begin{equation*}
\dot{\mathbf{z}}_{i}(t)=\mathbf{F}_{i}^{(s)}\left(\mathbf{z}_{i}(t)\right), \quad s=1, \ldots, S \tag{25}
\end{equation*}
$$

Let us impose some additional conditions on the right-hand sides of (22).
$H_{7}$. There exist numbers $h_{1}, \ldots, h_{k}$ such that $h_{i} \geq 2 \max \left\{m_{i 1}, \ldots, m_{i q_{i}}\right\}, i=1, \ldots, k$, and, for every $s \in\{1, \ldots, S\}$, the inequalities

$$
\begin{equation*}
\frac{\alpha_{i j g}^{(s)}}{h_{j}+\mu_{j}^{(s)}} \geq \frac{\mu_{i}^{(s)}+m_{i g}}{h_{i}+\mu_{i}^{(s)}} \quad \text { for } \quad c_{i j g}^{(s)} \neq 0, \quad g=1, \ldots, q_{i}, \quad i, j=1, \ldots, k \tag{26}
\end{equation*}
$$

hold.
Remark 6.1 Assumption $\mathrm{H}_{7}$ means that the orders of the right-hand sides of the isolated subsystems (24) are, in a certain sense, less than or equal to the orders of functions characterizing interconnections between the subsystems.
$\mathrm{H}_{8}$. For every $i \in\{1, \ldots, k\}$, the zero solutions of all subsystems (25) are asymptotically stable.

Remark 6.2 It is known, see [7, 26], that the fulfilment of Assumption $\mathrm{H}_{8}$ implies that the zero solutions of all difference subsystems (24) are asymptotically stable as well.
$\mathrm{H}_{9}$. For every $i \in\{1, \ldots, k\}$, for the family of subsystems (25), Lyapunov functions $v_{i 1}\left(\mathbf{z}_{i}\right), \ldots, v_{i S}\left(\mathbf{z}_{i}\right)$ are constructed so that $v_{i s}\left(\mathbf{z}_{i}\right)$ is twice continuously differentiable for $\mathbf{z}_{i} \in \mathbb{R}^{q_{i}}$ positive definite and positive homogeneous of the order $\gamma_{i} \geq 2 \max \left\{m_{i 1}, \ldots, m_{i q_{i}}\right\}$ with respect to the dilation $\left(m_{i 1}, \ldots, m_{i q_{i}}\right)$ function, and the derivative of $v_{i s}\left(\mathbf{z}_{i}\right)$ with respect to the $s$-th subsystem from the family (25) is negative definite, $s=1, \ldots, S$.

Remark 6.3 In [27, 30], it was proved that the fulfilment of Assumption $\mathrm{H}_{8}$ implies the existence of the required Lyapunov functions.

Remark 6.4 In view of homogeneous functions properties, see [30], the estimates

$$
\begin{aligned}
a_{1 i}^{(s)} r_{i}^{\gamma_{i}}\left(\mathbf{z}_{i}\right) \leq & v_{i s}\left(\mathbf{z}_{i}\right) \leq a_{2 i}^{(s)} r_{i}^{\gamma_{i}}\left(\mathbf{z}_{i}\right), \quad\left|\frac{\partial v_{i s}\left(\mathbf{z}_{i}\right)}{\partial z_{i g}}\right| \leq a_{3 i g}^{(s)} r_{i}^{\gamma_{i}-m_{i g}}\left(\mathbf{z}_{i}\right), \\
& \left(\frac{\partial v_{i s}\left(\mathbf{z}_{i}\right)}{\partial \mathbf{z}_{i}}\right)^{T} \mathbf{F}_{i}^{(s)}\left(\mathbf{z}_{i}\right) \leq-a_{4 i}^{(s)} r_{i}^{\gamma_{i}+\mu_{i}^{(s)}}\left(\mathbf{z}_{i}\right)
\end{aligned}
$$

hold for $\mathbf{z}_{i} \in \mathbb{R}^{q_{i}}$, where $a_{1 i}^{(s)}, a_{2 i}^{(s)}, a_{3 i g}^{(s)}, a_{4 i}^{(s)}, s=1, \ldots, S$, are positive constants depending on chosen Lyapunov functions; $g=1, \ldots, q_{i} ; i=1, \ldots, k$.

In what follows, we will assume, without loss of generality, that $\gamma_{i}=h_{i}, i=1, \ldots, k$, where numbers $h_{1}, \ldots, h_{k}$ satisfy the conditions specified in Assumption $\mathrm{H}_{7}$.
$\mathrm{H}_{10}$. For every $s \in\{1, \ldots, S\}$, the inequality system

$$
\begin{equation*}
-a_{4 i}^{(s)} \xi_{i}^{\gamma_{i}+\mu_{i}^{(s)}}+\sum_{g=1}^{q_{i}} a_{3 i g}^{(s)} \xi_{i}^{\gamma_{i}-m_{i g}} \sum_{j=1}^{k} c_{i j g}^{(s)} \xi_{j}^{\alpha_{i j g}^{(s)}}<0, \quad i=1, \ldots, k, \tag{27}
\end{equation*}
$$

admits a positive solution.
Remark 6.5 Assumption $\mathrm{H}_{10}$ is the Martynyuk-Obolenskii condition [23, 24] of asymptotic stability for the zero solutions of the corresponding Wazewskij systems
$\dot{z}_{i}(t)=-a_{4 i}^{(s)} z_{i}^{\gamma_{i}+\mu_{i}^{(s)}}(t)+\sum_{g=1}^{q_{i}} a_{3 i g}^{(s)} z_{i}^{\gamma_{i}-m_{i g}}(t) \sum_{j=1}^{k} c_{i j g}^{(s)} z_{j}^{\alpha_{i j g}^{(s)}}(t), \quad i=1, \ldots, k, \quad s=1, \ldots, S$.
From the results of [5] it follows that if Assumptions $\mathrm{H}_{7}-\mathrm{H}_{10}$ are fulfilled, then, for every $s \in\{1, \ldots, S\}$, one can find positive numbers $\zeta_{1}^{(s)}, \ldots, \zeta_{k}^{(s)}$ for which the first difference of the function

$$
\begin{equation*}
V_{s}(\mathbf{z})=\sum_{i=1}^{k} \zeta_{i}^{(s)} v_{i s}\left(\mathbf{z}_{i}\right) \tag{28}
\end{equation*}
$$

with respect to solutions of the corresponding subsystem from family (23) will be negative definite.

It is easy to show the existence of positive numbers $\beta^{(1)}, \ldots, \beta^{(S)}, \alpha^{(1)}, \ldots, \alpha^{(S)}$ and $\bar{H}$ such that $\bar{H} \in(0, H)$, and for the first difference of $V_{s}(\mathbf{z})$ with respect to solutions of the $s$-th subsystem from (23) the inequalities

$$
\left.\Delta V_{s}\right|_{(s)} \leq-\beta^{(s)} \sum_{i=1}^{k} r_{i}^{\gamma_{i}+\mu_{i}^{(s)}}\left(\mathbf{x}_{i}(n)\right) \leq-\alpha^{(s)} V_{s}^{1+\xi^{(s)}}(\mathbf{x}(n))
$$

hold for $\|\mathbf{x}(n)\|<\bar{H}$. Here $\xi^{(s)}=\max _{i=1, \ldots, k} \mu_{i}^{(s)} / \gamma_{i}, s=1, \ldots, S$.
Thus, for subsystems (23) we obtain comparison equations of the form (14). Hence, for the subsequent stability analysis of (22) one can use the results of Section 5.

## 7 Example

Let system (22) be of the form

$$
\left\{\begin{align*}
x_{1}(n+1) & =x_{1}(n)+x_{2}(n)  \tag{29}\\
x_{2}(n+1) & =x_{2}(n)-a_{\sigma} x_{1}^{3}(n)-b_{\sigma}\left|x_{2}(n)\right|^{1 / 2} x_{2}(n)+\psi_{1}^{(\sigma)}\left(x_{3}(n)\right) \\
x_{3}(n+1) & =x_{3}(n)-d_{\sigma} x_{3}^{\lambda_{\sigma}}(n)+\psi_{2}^{(\sigma)}\left(x_{2}(n)\right)
\end{align*}\right.
$$

Here $x_{1}(n), x_{2}(n), x_{3}(n)$ are scalar variables; $\sigma=\sigma(n) \in\{1,2\} ; a_{1}=b_{2}=2, a_{2}=b_{1}=1$, $d_{1}=8, d_{2}=4, \lambda_{1}=3, \lambda_{2}=5$; functions $\psi_{1}^{(s)}\left(z_{3}\right)$ and $\psi_{2}^{(s)}\left(z_{2}\right)$ are continuous for $\left|z_{3}\right|<H$ and $\left|z_{2}\right|<H$ respectively and satisfy the conditions

$$
\left|\psi_{1}^{(s)}\left(z_{3}\right)\right| \leq c_{s}\left|z_{3}\right|^{\alpha_{s}}, \quad\left|\psi_{2}^{(s)}\left(z_{2}\right)\right| \leq e_{s}\left|z_{2}\right|^{\beta_{s}}, \quad s=1,2
$$

where $\alpha_{1}=12 / 5, \alpha_{2}=4, \beta_{1}=15 / 8, \beta_{2}=31 / 8$, and $c_{1}, c_{2}, e_{1}, e_{2}$ are positive parameters.
Thus, switching in (29) occurs between the subsystems

$$
\left\{\begin{array}{l}
x_{1}(n+1)=x_{1}(n)+x_{2}(n)  \tag{30}\\
x_{2}(n+1)=x_{2}(n)-2 x_{1}^{3}(n)-\left|x_{2}(n)\right|^{1 / 2} x_{2}(n)+\psi_{1}^{(1)}\left(x_{3}(n)\right) \\
x_{3}(n+1)=x_{3}(n)-8 x_{3}^{3}(n)+\psi_{2}^{(1)}\left(x_{2}(n)\right)
\end{array}\right.
$$

and

$$
\left\{\begin{align*}
x_{1}(n+1) & =x_{1}(n)+x_{2}(n)  \tag{31}\\
x_{2}(n+1) & =x_{2}(n)-x_{1}^{3}(n)-2\left|x_{2}(n)\right|^{1 / 2} x_{2}(n)+\psi_{1}^{(2)}\left(x_{3}(n)\right) \\
x_{3}(n+1) & =x_{3}(n)-4 x_{3}^{5}(n)+\psi_{2}^{(2)}\left(x_{2}(n)\right)
\end{align*}\right.
$$

System (29) can be treated as a complex system describing the interaction of two ( $k=2$ ) systems

$$
\left\{\begin{array}{l}
x_{1}(n+1)=x_{1}(n)+x_{2}(n) \\
x_{2}(n+1)=x_{2}(n)-a_{\sigma} x_{1}^{3}(n)-b_{\sigma}\left|x_{2}(n)\right|^{1 / 2} x_{2}(n),
\end{array}\right.
$$

and

$$
x_{3}(n+1)=x_{3}(n)-d_{\sigma} x_{3}^{\lambda_{\sigma}}(n) .
$$

The differential systems

$$
\left\{\begin{array}{l}
\dot{z}_{1}=z_{2}  \tag{32}\\
\dot{z}_{2}=-a_{s} z_{1}^{3}-b_{s}\left|z_{2}\right|^{1 / 2} z_{2}, \quad s=1,2
\end{array}\right.
$$

are homogeneous ones of the order $1 / 2$ with respect to the dilation $(1 / 2,1)$, and the differential equations

$$
\begin{equation*}
\dot{z}_{3}=-d_{s} z_{3}^{\lambda_{s}}, \quad s=1,2 \tag{33}
\end{equation*}
$$

are homogeneous ones of the orders 2 and 4 with respect to the dilation 1.
Construct inequalities (26) corresponding to complex system (29). We obtain

$$
\max \left\{\frac{8}{5\left(h_{2}+2\right)} ; \frac{5}{3\left(h_{2}+4\right)}\right\} \leq \frac{2}{2 h_{1}+1} \leq \min \left\{\frac{8}{5\left(h_{2}+2\right)} ; \frac{8}{3\left(h_{2}+4\right)}\right\}
$$

These inequalities admit positive solutions. For example, one can choose $h_{1}=h_{2}=2$. Hence, Assumption $\mathrm{H}_{7}$ is fulfilled.

Lyapunov functions for systems (32) and equations (33) can be constructed in the forms

$$
v_{1 s}\left(z_{1}, z_{2}\right)=\frac{a_{s}}{4} z_{1}^{4}+\frac{1}{2} z_{2}^{2}+\frac{1}{10}\left|z_{1}\right| z_{1} z_{2}, \quad s=1,2
$$

and

$$
v_{2 s}\left(z_{3}\right)=\frac{1}{2} z_{3}^{2}, \quad s=1,2,
$$

respectively. Thus, Assumptions $\mathrm{H}_{8}$ and $\mathrm{H}_{9}$ are fulfilled as well.
In the present case inequalities (27) take the form

$$
\begin{equation*}
-0.1 \xi_{1}^{5 / 2}+c_{1} \xi_{1} \xi_{2}^{12 / 5}<0, \quad-8 \xi_{2}^{4}+e_{1} \xi_{2} \xi_{1}^{15 / 8}<0 \tag{34}
\end{equation*}
$$

for $s=1$, and

$$
\begin{equation*}
-0.06 \xi_{1}^{5 / 2}+c_{2} \xi_{1} \xi_{2}^{4}<0, \quad-4 \xi_{2}^{6}+e_{2} \xi_{2} \xi_{1}^{3}<0 \tag{35}
\end{equation*}
$$

for $s=2$. System (34) admits a positive solution if and only if

$$
\begin{equation*}
c_{1} e_{1}^{4 / 5}<8^{4 / 5} / 10 \approx 0.52 \tag{36}
\end{equation*}
$$

whereas system (35) admits a positive solution for any positive values of $c_{2}$ and $e_{2}$.
Assume that inequality (36) is valid. Let, for instance, $c_{1}=e_{2}=1 / 2, c_{2}=e_{1}=2 / 3$.
Thus, Assumption $\mathrm{H}_{10}$ is fulfilled.
It is easy to check that if

$$
V_{s}(\mathbf{z})=\frac{a_{s}}{4} z_{1}^{4}+\frac{1}{2} z_{2}^{2}+\frac{1}{10}\left|z_{1}\right| z_{1} z_{2}+\frac{1}{4} z_{3}^{2}, \quad s=1,2
$$

then there exists $\bar{H}>0$ such that

$$
\left.\Delta V_{1}\right|_{(30)} \leq-0.004 V_{1}^{2}(\mathbf{x}(n)),\left.\quad \Delta V_{2}\right|_{(31)} \leq-0.32 V_{2}^{3}(\mathbf{x}(n))
$$

for $\|\mathbf{x}(n)\|<\bar{H}$. Here $\mathbf{z}=\left(z_{1}, z_{2}, z_{3}\right)^{T}, \mathbf{x}(n)=\left(x_{1}(n), x_{2}(n), x_{3}(n)\right)^{T}$.
Moreover, the estimates $V_{1}(\mathbf{z}) \leq 2 V_{2}(\mathbf{z}), V_{2}(\mathbf{z}) \leq V_{1}(\mathbf{z})$ hold for all $\mathbf{z} \in \mathbb{R}^{3}$.
Next, with the aid of the results of Section 5, it easy to derive sufficient conditions of asymptotic stability of the zero solution of system (29).

Assume, for definiteness, that subsystem (30) is active for $n=\tau_{2 i}, \ldots, \tau_{2 i+1}-1$, whereas subsystem (31) is active for $n=\tau_{2 i+1}, \ldots, \tau_{2 i+2}-1 ; i \in \mathbb{N}_{+}$.

Consider the sequence $\chi_{0}=L=$ const $>0$,

$$
\chi_{2 i+1}=\left(\chi_{2 i}\right)^{2}+0.64 T_{2 i+2}, \quad \chi_{2 i+2}=\frac{1}{2}\left(\chi_{2 i+1}\right)^{1 / 2}+0.004 T_{2 i+3}, \quad i \in \mathbb{N}_{+}
$$

If there exists $L>0$ such that

$$
\begin{equation*}
\chi_{n} \rightarrow+\infty \quad \text { as } \quad n \rightarrow+\infty \tag{37}
\end{equation*}
$$

then, by Theorem 5.1, the zero solution of system (29) is asymptotically stable.
For instance, condition (37) is fulfilled in the case when

$$
T_{1}^{2}+0.64 T_{2} \geq 4 p_{1}^{2}, \quad\left(p_{i}+0.004 T_{2 i+1}\right)^{2}+0.64 T_{2 i+2} \geq 4 p_{i+1}^{2}, \quad i \in \mathbb{N}
$$

where $\left\{p_{i}\right\}_{i=1}^{+\infty}$ is a sequence of positive numbers, such that $p_{i} \rightarrow+\infty$ as $i \rightarrow+\infty$.

## 8 Conclusion

In the present paper, for a set of switched difference equations, a regularization procedure with respect to the uncertainty parameter of the original system is developed. On the basis of the procedure, an approach to constructing Lyapunov functions and comparison systems for the corresponding family of subsystems is suggested. By means of the multiple Lyapunov function method, classes of switching law are determined for which the asymptotic stability of a stationary solution of the set of switched equations can be guaranteed. The developed approaches are applied to the stability analysis of a nonlinear multiconnected switched difference system.

An interesting problem for further research is that of estimating attraction domains of stationary solutions and finding restrictions on switching laws providing preassigned estimates.
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#### Abstract

In this paper, a Sobolev type fractional differential equation with nonlocal integral boundary condition is investigated. The theory of resolvent operators, fractional calculus and fixed point techniques are used to study the existence results to the given equation. In the end, an example is provided to illustrate the applications of the abstract results.
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## 1 Introduction

In a few decades, fractional differential equations have received much attention of researchers mainly due to their extensive interesting applications in physics, mechanics and engineering such as electrochemistry, control theory, signal and image processing, porous media, electromagnetism etc.(see [23], [24], [29]). The fact, that fractional derivative (integral) is an operator which includes integer order derivatives (integrals) as special case and describes the hereditary properties and memory effects of various materials, is the reason why fractional differential equations are more precise in the modeling of many phenomena. Many physical phenomena such as seepage flow in porous media and in fluid dynamic traffic models [20] and nonlinear oscillations of earthquakes [21] can be described

[^1]by the fractional differential equations. For a good introduction and applications to fractional differential equations we refer the reader to [25], 30] and 33]. Recently, boundary value problems for nonlinear fractional differential equations have been investigated by many researchers, see [1]- [5], [26]- [28], 34] and 36].

The Sobolev type fractional differential equations can be considered as an abstract formulation of partial differential equations which occurs in various applications such as the flow of fluid through fissured rocks [6], thermodynamics [14], and shear in second order fluids [22], [35]. There are many papers dealing with the investigation on the existence of solutions for Sobolev type differential equations in Banach spaces see [7]- 11].

In 18 Hernàndez et al. talked about an error in some papers regarding the problem of existence of a solution for abstract fractional differential equation and proposed a different approach to treat a general class of abstract fractional differential equation based on the theory of resolvent operators. But the results in [18] were not relevant for the problems with nonlocal conditions. Then in 19 Hernàndez et al. studied the theory of abstract fractional differential equations with nonlocal conditions and proved the existence results using resolvent operators. In [10, 11] Balachandran et al. studied the existence of mild solution for fractional integro-differential equation with nonlocal conditions and abstract fractional integro-differential equation of Sobolev type respectively by using the theory of resolvent operator. In [12] Belmekki et al. established the sufficient conditions for existence and uniqueness results for semilinear fractional differential equations with finite delay via resolvent operators. In 13 Belmekki et al. extended the results given in 12 to cover the case of infinite delay. Recently in [16] Chadha et al. discussed the existence results of history valued neutral fractional differential equation with the help of the theory of resolvent operators. For more details on resolvent operators see [15, [17, 31.

Up to now, to the best of our knowledge, there is a little gap in the literature on the Sobolev type fractional differential equation of order $1<\beta \leqslant 2$ with nonlocal integral boundary condition using resolvent operators. Motivated by the above papers, to fill this gap, in this paper we consider the following Sobolev type fractional differential equation with nonlocal integral boundary conditions

$$
\begin{cases}{ }^{C} \mathbf{D}^{\beta}[B x(t)]=A x(t)+\mathcal{F}(t, x(t)), & 1<\beta \leqslant 2, \quad t \in(0,1),  \tag{1}\\ x(0)=0, \quad x(\varepsilon)=c \int_{\eta}^{1} x(s) d s, & 0<\varepsilon<\eta<1,\end{cases}
$$

where ${ }^{C} \mathbf{D}^{\beta}$ is the Caputo fractional derivative of order $\beta . A$ is a closed linear unbounded operator, $B$ is linear operator. $\mathcal{F}:[0,1] \times X \rightarrow X$ is continuous function. $c$ is a positive real constant. The nonlocal integral boundary condition $x(\varepsilon)=c \int_{\eta}^{1} x(s) d s$ shows that the value of the unknown function at a nonlocal point $\varepsilon \in(0,1)$ with $0<\varepsilon<\eta<1$ is proportional to the integration over a sub-strip $(\eta, 1)$ of an unknown function.

## 2 Preliminaries

In this segment, we have some basic notations, definitions, theorems and lemmas of fractional calculus and resolvent operators which will be used in the further sections. Let $(X,\|\cdot\|)$ be a Banach space and $\mathcal{C}=C([0,1], X)$ be the Banach space of all continuous functions from $[0,1]$ to $X$ equipped with the norm $\|x\|=\sup _{t \in[0,1]}\|x(t)\|_{X} . X_{H}$ denotes the domain of $H:=B^{-1} A$ endowed with the graph norm $\|x\|_{H}=\|x\|+\|H x\|$. Let $L^{p}(J, X)$ be the Banach space of all Bochner measurable functions $x: J \rightarrow X$ such that $\|x(t)\|_{X}^{p}$
is integrable equipped with the norm

$$
\|x\|_{L^{p}(J, X)}=\left(\int_{J}\|x(s)\|_{X}^{p} d s\right)^{1 / p}
$$

Definition 2.1 33] The fractional integral of order $\beta$ for a function $\mathcal{F} \in L^{1}\left(\mathbb{R}^{+}\right)$is defined by

$$
I_{0+}^{\beta} \mathcal{F}(t)=\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-s)^{\beta-1} \mathcal{F}(s) d s, \quad t>0, \quad \beta>0
$$

Definition 2.2 [24] The Caputo fractional derivative of order $\beta$ for a function $\mathcal{F} \in$ $C^{m-1}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right)$is defined by

$$
{ }^{c} \mathbf{D}_{0+}^{\beta} \mathcal{F}(t)=\frac{1}{\Gamma(m-\beta)} \int_{0}^{t}(t-s)^{m-\beta-1} \mathcal{F}^{m}(s) d s
$$

where $m-1<\beta<m, m=[\beta]+1$ and $[\beta]$ denotes the integral part of the real number $\beta$.

Lemma 2.1 [30] Let $q>0$, then

$$
D^{-\beta} D^{\beta} \mathcal{F}(t)=\mathcal{F}(t)+C_{1} t^{\beta-1}+C_{2} t^{\beta-2}+\ldots+C_{n} t^{\beta-1}
$$

for some $C_{i} \in \mathbb{R}, i=1,2, \ldots, n, n=[\beta]+1$.
To prove the existence results we admit the following hypotheses:
(H1) The linear unbounded operator $A: D(A) \subset X \rightarrow X$ and linear bijective operator $B: D(B) \subset D(A) \subset X \rightarrow X$ are closed linear operators.
(H2) $B^{-1}: X \rightarrow D(B)$ is a continuous operator.
(H3) The function $\mathcal{F}:[0,1] \times X \rightarrow X$ is a continuous function such that

$$
\begin{equation*}
\|\mathcal{F}(t, x)-\mathcal{F}(t, y)\| \leqslant L\|x-y\| \tag{2}
\end{equation*}
$$

for all $x, y \in X, t \in[0,1]$ and $L$ is a positive constant.
Lemma 2.2 For any functions $\mathcal{F} \in C([0,1] \times X, X)$, the solution of Sobolev type fractional boundary value problem

$$
\begin{cases}{ }^{C} \boldsymbol{D}^{\beta}[B x(t)]=A x(t)+\mathcal{F}(t, x(t)), & 1<\beta \leqslant 2, \quad t \in(0,1)  \tag{3}\\ x(0)=0, \quad x(\varepsilon)=c \int_{\eta}^{1} x(s) d s, & 0<\varepsilon<\eta<1,\end{cases}
$$

is given by

$$
\begin{equation*}
x(t)=C_{1} t+\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau))\right) d \tau \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
& C_{1}=\frac{1}{\Lambda}\left\{\frac{c}{\Gamma \beta} \int_{\eta}^{1}\left[\int_{0}^{s}(s-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau))\right) d \tau\right] d s\right. \\
&\left.-\frac{1}{\Gamma \beta} \int_{0}^{\varepsilon}(\varepsilon-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau))\right) d \tau\right\} \tag{5}
\end{align*}
$$

with $\Lambda=\varepsilon-\frac{c}{2}\left(1-\eta^{2}\right) \neq 0$.

Proof. Using Lemma [2.1, the solution $x$ of (3) can be written as
$x(t)=C_{1} t+C_{2}+\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} B^{-1} A x(\tau) d \tau+\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau$,
for some constants $C_{1}, C_{2} \in \mathbb{R}$.
On applying boundary conditions, we get $C_{2}=0$ and

$$
\begin{aligned}
C_{1}= & \frac{1}{\Lambda}\left\{\frac{c}{\Gamma \beta} \int_{\eta}^{1}\left[\int_{0}^{s}(s-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau))\right) d \tau\right] d s\right. \\
& -\frac{1}{\Gamma \beta} \int_{0}^{\varepsilon}(\varepsilon-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau\right\}
\end{aligned}
$$

Equation (4) can also be written as

$$
\begin{equation*}
x(t)=k(t)+\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} B^{-1} A x(\tau) d \tau \tag{6}
\end{equation*}
$$

where $k(t)=C_{1} t+\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau$.
Let $B^{-1} A=H$. To demonstrate existence results, let us assume that integral equation (6) has an associated resolvent operator $\{\mathcal{S}(t), t \geqslant 0\}$ on $X$.

Definition 2.3 31] A one parameter family of bounded linear operators $\{\mathcal{S}(t), t \geqslant$ $0\}$ on $X$ is called a resolvent operator for (6) if the following conditions are satisfied.

1. $\mathcal{S}(t)$ is strongly continuous on $\mathbb{R}_{+}$and $\mathcal{S}(0)=I$,
2. $\mathcal{S}(t) D(H) \subset D(H)$ and $H \mathcal{S}(t) x=\mathcal{S}(t) H x \forall x \in D(H)$ and $t \geqslant 0$,
3. for every $x \in D(H)$ and $t \geqslant 0$,

$$
\begin{equation*}
\mathcal{S}(t) x=x+\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} H \mathcal{S}(\tau) x d \tau \tag{7}
\end{equation*}
$$

Definition 2.4 [31] A resolvent operator $\{\mathcal{S}(t), t \geqslant 0\}$ for (6) is called differentiable if $\mathcal{S}(). x \in W_{l o c}^{1,1}\left(\mathbb{R}^{+}, X\right)\left(W_{l o c}^{1,1}\left(\mathbb{R}^{+}, X\right)\right.$ is the space of all functions having distributional derivatives)for all $x \in D(H)$ and there exists $\phi_{H} \in L_{l o c}^{1}\left(\mathbb{R}^{+}\right)$such that $\left\|\mathcal{S}^{\prime}(t) x\right\| \leqslant$ $\phi_{H}(t)\|x\|_{X_{H}} \forall x \in D(H)$.

Definition 2.5 31] A resolvent operator $\{\mathcal{S}(t), t \geqslant 0\}$ for (6) is called analytic if the operator $S(t):(0, \infty) \rightarrow L(X)(L(X)$ denotes the space of all bounded linear operators from $X$ to $X$ ) admits an analytic extension to a sector $\Sigma_{0, \theta}=\left\{\lambda \in \mathbb{C}:|\arg (\lambda)|<\theta_{0}\right\}$ for some $0<\theta_{0} \leqslant \pi / 2$.

Definition 2.6 A function $x \in \mathcal{C}$ is called a mild solution of the integral equation (6) if $\int_{0}^{t}(t-\tau)^{\beta-1} x(\tau) d \tau \in D(H)$ for all $t \in[0,1], k(t) \in \mathcal{C}$ and

$$
\begin{equation*}
x(t)=k(t)+\frac{H}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} x(\tau) d \tau \tag{8}
\end{equation*}
$$

Lemma 2.3 31] If $\mathcal{S}(t)$ is the resolvent operator for (6).
(i) If $x$ is a solution of (6) on $[0,1]$, then the function $t \rightarrow \int_{0}^{t} \mathcal{S}(t-s) k(s) d s$ is continuously differential on $[0,1]$ and

$$
\begin{equation*}
x(t)=\frac{d}{d t} \int_{0}^{t} \mathcal{S}(t-s) k(s) d s, \forall t \in[0,1] \tag{9}
\end{equation*}
$$

(ii) If $\mathcal{S}(t)$ is analytic and $k \in C^{\alpha}([0,1], X)$ for some $\alpha \in(0,1)$, then the function defined by

$$
\begin{equation*}
x(t)=\mathcal{S}(t)(k(t)-k(0))+\int_{0}^{t} \mathcal{S}^{\prime}(t-s)[k(s)-k(t)] d s+\mathcal{S}(t) k(0), \forall t \in[0,1] \tag{10}
\end{equation*}
$$

is a mild solution of (6).
(iii) If $\mathcal{S}(t)$ is differentiable and $k \in C\left([0,1], X_{H}\right)$, then the function $x:[0,1] \rightarrow X$ given by

$$
\begin{equation*}
x(t)=k(t)+\int_{0}^{t} \mathcal{S}^{\prime}(t-s) k(s) d s, \forall t \in[0,1] \tag{11}
\end{equation*}
$$

is a mild solution of (6).

## 3 Existence of Mild Solution

In this segment, we discuss the existence of mild solution for boundary value problem (11). Throughout this paper, we assume that the resolvent operator $\{\mathcal{S}(t), t \geqslant 0\}$ is a differential operator and function $\mathcal{F}$ is continuous in $X_{H}$.

By the help of Lemma (2.3) (iii), we introduce the mild solution of (6) given by

$$
\begin{align*}
x(t)= & C_{1} t+\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau \\
& +\int_{0}^{t} \mathcal{S}^{\prime}(t-s)\left(C_{1} s+\frac{1}{\Gamma \beta} \int_{0}^{s}(s-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau\right) d s \tag{12}
\end{align*}
$$

For simplification, let $N=\max _{t \in[0,1]} \mathcal{F}(t, 0), R=\left\|B^{-1}\right\|, P=\left\|B^{-1} A\right\|$.
Theorem 3.1 Let $(H 1)-(H 4)$ hold with

$$
\begin{equation*}
\delta=\left(1+\left\|\phi_{H}\right\|_{L^{1}}\right) \frac{(L R+P)}{|\Lambda|}\left[\frac{c\left(1-\eta^{\beta+1}\right)}{\Gamma(\beta+2)}-\frac{\varepsilon^{\beta}}{\Gamma(\beta+1)}\right]<1 \tag{13}
\end{equation*}
$$

Then there exists a mild solution of (1) on $[0,1]$.
Proof. Let $\mathcal{B}_{r}=\{x \in \mathcal{C}:\|x\| \leqslant r\}$ such that

$$
\begin{equation*}
r \geqslant\left(1+\left\|\phi_{H}\right\|_{L^{1}}\right)\left[\frac{(\operatorname{Pr}+R(L r+N))}{|\Lambda|}\left\{\frac{c\left(1-\eta^{1+\beta}\right)}{\Gamma(\beta+2)}-\frac{\varepsilon^{\beta}}{\Gamma(\beta+1)}\right\}+\frac{R(L r+N)}{\Gamma(\beta+1)}\right] . \tag{14}
\end{equation*}
$$

Introduce the map $\Phi: \mathcal{C} \rightarrow \mathcal{C}$ by

$$
\begin{align*}
\Phi x(t)= & C_{1} t+\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau \\
& +\int_{0}^{t} \mathcal{S}^{\prime}(t-s)\left(C_{1} s+\frac{1}{\Gamma \beta} \int_{0}^{s}(s-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau\right) d s \tag{15}
\end{align*}
$$

Decompose the map $\Phi$ into $\Phi_{1}$ and $\Phi_{2}$ on $\mathcal{B}_{r}$ for $t \in[0,1]$ such that

$$
\begin{aligned}
\Phi_{1} x(t)= & \frac{t}{\Lambda}\left\{\frac{c}{\Gamma \beta} \int_{\eta}^{1}\left(\int_{0}^{s}(s-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau))\right) d \tau\right) d s\right. \\
& \left.\quad-\frac{1}{\Gamma \beta} \int_{0}^{\varepsilon}(\varepsilon-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau))\right) d \tau\right\} \\
& +\int_{0}^{t} \mathcal{S}^{\prime}(t-s)\left[\frac { s } { \Lambda } \left\{\frac{c}{\Gamma \beta} \int_{\eta}^{1}\left(\int_{0}^{v}(v-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau))\right) d \tau\right) d v\right.\right. \\
\Phi_{2} x(t)= & \frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau \\
& \left.\left.\quad-\frac{1}{\Gamma \beta} \int_{0}^{\varepsilon}(\varepsilon-\tau)^{\beta-1}\left(B^{-1} A x(\tau)+B^{-1} \mathcal{F}(\tau, x(\tau))\right) d \tau\right\}\right] d s \\
& +\int_{0}^{t} \mathcal{S}^{\prime}(t-s)\left(\frac{1}{\Gamma \beta} \int_{0}^{s}(s-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau\right) d s
\end{aligned}
$$

Step 1. We show that $\Phi_{1} x+\Phi_{2} y \in \mathcal{B}_{r}$ for every $x, y \in \mathcal{B}_{r}$, we have

$$
\begin{aligned}
& \left\|\Phi_{1} x+\Phi_{2} y\right\| \leqslant \sup _{t \in[0,1]}\left\{\frac { t } { | \Lambda | } \left\{\frac { c } { \Gamma \beta } \int _ { \eta } ^ { 1 } \left(\int _ { 0 } ^ { s } ( s - \tau ) ^ { \beta - 1 } \left(\left\|B^{-1} A\right\|\|x(\tau)\|\right.\right.\right.\right. \\
& \left.\left.+\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))-\mathcal{F}(\tau, 0)+\mathcal{F}(\tau, 0)\|\right) d \tau\right) d s \\
& -\frac{1}{\Gamma \beta} \int_{0}^{\varepsilon}(\varepsilon-\tau)^{\beta-1}\left(\left\|B^{-1} A\right\|\|x(\tau)\|\right. \\
& \left.\left.+\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))-\mathcal{F}(\tau, 0)+\mathcal{F}(\tau, 0)\|\right) d \tau\right\} \\
& +\int_{0}^{t} \mathcal{S}^{\prime}(t-s)\left[\frac { s } { | \Lambda | } \left\{\frac { c } { \Gamma \beta } \int _ { \eta } ^ { 1 } \left(\int _ { 0 } ^ { v } ( v - \tau ) ^ { \beta - 1 } \left(\left\|B^{-1} A\right\|\|x(\tau)\|\right.\right.\right.\right. \\
& \left.\left.+\left\|B^{-1}\right\| \mathcal{F}(\tau, x(\tau))-\mathcal{F}(\tau, 0)+\mathcal{F}(\tau, 0) \|\right) d \tau\right) d v \\
& -\frac{1}{\Gamma \beta} \int_{0}^{\varepsilon}(\varepsilon-\tau)^{\beta-1}\left(\left\|B^{-1} A\right\|\|x(\tau)\|\right. \\
& \left.\left.\left.+\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))-\mathcal{F}(\tau, 0)+\mathcal{F}(\tau, 0)\|\right) d \tau\right\}\right] d s \\
& +\frac{\left\|B^{-1}\right\|}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1}\|\mathcal{F}(\tau, y(\tau))-\mathcal{F}(\tau, 0)+\mathcal{F}(\tau, 0)\| d \tau \\
& +\int_{0}^{t}\left\|\mathcal{S}^{\prime}(t-s)\right\|\left(\frac{\left\|B^{-1}\right\|}{\Gamma \beta} \int_{0}^{s}(s-\tau)^{\beta-1}\right. \\
& \|\mathcal{F}(\tau, y(\tau))-\mathcal{F}(\tau, 0)+\mathcal{F}(\tau, 0)\| d \tau) d s\} \\
& \leqslant\left(1+\left\|\phi_{H}\right\|_{L^{1}}\right)\left[\frac{(P r+R(L r+N))}{|\Lambda|}\left\{\frac{c\left(1-\eta^{\beta+1}\right)}{\Gamma(\beta+2)}-\frac{\varepsilon^{\beta}}{\Gamma(\beta+1)}\right\}\right. \\
& \left.+\frac{R(L r+N)}{\Gamma(\beta+1)}\right] \leqslant r .
\end{aligned}
$$

Thus $\Phi_{1} x+\Phi_{2} y \in \mathcal{B}_{r}$.

Step 2. We show that $\Phi_{1}$ is a contraction. For $x, y \in \mathcal{B}_{r}$ and $t \in[0,1]$, we have

$$
\begin{aligned}
\left\|\Phi_{1} x-\Phi_{1} y\right\| \leqslant \sup _{t \in[0,1]} & \left\{\frac { t } { | \Lambda | } \left\{\frac { c } { \Gamma \beta } \int _ { \eta } ^ { 1 } \left(\int _ { 0 } ^ { s } ( s - \tau ) ^ { \beta - 1 } \left(\left\|B^{-1} A\right\|\|x(\tau)-y(\tau)\|\right.\right.\right.\right. \\
& \left.\left.+\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))-\mathcal{F}(\tau, y(\tau))\|\right) d \tau\right) d s \\
& -\frac{1}{\Gamma \beta} \int_{0}^{\varepsilon}(\varepsilon-\tau)^{\beta-1}\left(\left\|B^{-1} A\right\|\|x(\tau)-y(\tau)\|\right. \\
& \left.\left.+\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))-\mathcal{F}(\tau, y(\tau))\|\right) d \tau\right\} \\
& +\int_{0}^{t} \mathcal{S}^{\prime}(t-s)\left[\frac { s } { | \Lambda | } \left\{\frac { c } { \Gamma \beta } \int _ { \eta } ^ { 1 } \left(\int _ { 0 } ^ { v } ( v - \tau ) ^ { \beta - 1 } \left(\left\|B^{-1} A\right\|\|x(\tau)-y(\tau)\|\right.\right.\right.\right. \\
& \left.\left.+\left\|B^{-1}\right\| \mathcal{F}(\tau, x(\tau))-\mathcal{F}(\tau, y(\tau)) \|\right) d \tau\right) d v \\
& \quad-\frac{1}{\Gamma \beta} \int_{0}^{\varepsilon}(\varepsilon-\tau)^{\beta-1}\left(\left\|B^{-1} A\right\|\|x(\tau)-y(\tau)\|\right. \\
& \left.\left.\left.\left.+\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))-\mathcal{F}(\tau, y(\tau))\|\right) d \tau\right\}\right] d s\right\} \\
\leqslant & \left(1+\left\|\phi_{H}\right\|_{\left.L^{1}\right)} \frac{(P+R L)}{|\Lambda|}\left(\frac{c\left(1-\eta^{\beta+1}\right)}{\Gamma(\beta+2)}-\frac{\varepsilon^{\beta}}{\Gamma(\beta+1)}\right)\|x-y\|\right. \\
\leqslant & \delta\|x-y\| .
\end{aligned}
$$

By assumption, $\delta<1$ and therefore $\Phi_{1}$ is a contraction.
Step 3. Next, we prove that $\Phi_{2}$ is continuous and compact. The continuity of map $\Phi_{2}$ can be obtained from the continuity of $\mathcal{F}$. Also for $t \in[0,1]$

$$
\begin{aligned}
\left\|\Phi_{2}\right\| \leqslant & \sup _{t \in[0,1]}\left(\frac{1}{\Gamma \beta} \int_{0}^{t}(t-\tau)^{\beta-1}\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))\| d \tau\right. \\
& \left.+\int_{0}^{t}\left\|S^{\prime}(t-s)\right\|\left(\frac{1}{\Gamma \beta} \int_{0}^{s}(s-\tau)^{\beta-1}\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))\| d \tau\right) d s\right) \\
\leqslant & \left(1+\left\|\phi_{H}\right\|_{L^{1}}\right) \frac{R(L r+N)}{\Gamma(\beta+1)}
\end{aligned}
$$

i.e. $\Phi_{2}$ is uniformly bounded $\mathcal{B}_{r}$. Now we show that the set $\left\{\Phi_{2} x(t): x \in \mathcal{B}_{r}\right\}$ is relatively compact in $Y$ for all $t \in[0,1]$. Clearly the set $\left\{\Phi_{2} x(0): x \in \mathcal{B}_{r}\right\}$ is compact. Fix $t \in(0,1]$, let $\delta$ be a real number satisfying $0<\delta<1$. For $x \in \mathcal{B}_{r}$, define the operator $\Phi_{2}^{\delta}$ by

$$
\begin{aligned}
\Phi_{2}^{\delta} x(t)= & \frac{1}{\Gamma \beta} \int_{0}^{t-\delta}(t-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau \\
& +\int_{0}^{t-\delta} S^{\prime}(t-s)\left(\frac{1}{\Gamma \beta} \int_{0}^{s}(s-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau\right) d s
\end{aligned}
$$

By assumption (H4), $\mathcal{F}$ is completely continuous, the set $\left\{\Phi_{2}^{\delta} x(t): x \in \mathcal{B}_{r}\right\}$ is precompact in $X$, for every $\delta \in(0,1]$. Furthermore, for every $x \in \mathcal{B}_{r}$, we have

$$
\begin{aligned}
\left\|\Phi_{2} x(t)-\Phi_{2}^{\delta} x(t)\right\| \leqslant & \frac{1}{\Gamma \beta} \int_{t-\delta}^{t}(t-\tau)^{\beta-1}\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))\| d \tau \\
& +\int_{t-\delta}^{t} \mathcal{S}^{\prime}(t-s)\left(\frac{1}{\Gamma \beta} \int_{0}^{s}(s-\tau)^{\beta-1}\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))\| d \tau\right) d s
\end{aligned}
$$

It shows that the precompact sets $\left\{\Phi_{2}^{\delta} x(t): x \in \mathcal{B}_{r}\right\}$ are arbitrary close to the set $\left\{\Phi_{2} x(t): x \in \mathcal{B}_{r}\right\}$. Hence the set $\left\{\Phi_{2} x(t): x \in \mathcal{B}_{r}\right\}$ is precompact in $X$.
Step 4. Now, we show that $\left\{\Phi_{2} x(t): x \in \mathcal{B}_{r}\right\}$ is equicontinuous. Clearly $\left\{\Phi_{2} x(t): x \in\right.$ $\left.\mathcal{B}_{r}\right\}$ are equicontinuous at $t=0$. For $t<t+h \leqslant 1, h>0$, we have

$$
\begin{aligned}
\left\|\Phi_{2} x(t+h)-\Phi_{2} x(t)\right\| \leqslant & \frac{1}{\Gamma \beta} \| \int_{0}^{t+h}(t+h-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau \\
& -\int_{0}^{t}(t-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau \| \\
& +\frac{1}{\Gamma \beta} \| \int_{0}^{t+h} \mathcal{S}^{\prime}(t+h-s) \int_{0}^{s}(s-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau d s \\
& -\int_{0}^{t} \mathcal{S}^{\prime}(t-s) \int_{0}^{s}(s-\tau)^{\beta-1} B^{-1} \mathcal{F}(\tau, x(\tau)) d \tau d s \| \\
\leqslant & \frac{1}{\Gamma \beta} \int_{0}^{t}\left[(t+h-\tau)^{\beta-1}-(t-\tau)^{\beta-1}\right]\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))\| d \tau \\
& +\frac{1}{\Gamma \beta} \int_{t}^{t+h}(t+h-\tau)^{\beta-1}\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))\| d \tau \\
& +\int_{0}^{h}\left\|\mathcal{S}^{\prime}(t+h-s)\right\| \frac{1}{\Gamma \beta} \int_{0}^{s}(s-\tau)^{\beta-1}\left\|B^{-1}\right\|\|\mathcal{F}(\tau, x(\tau))\| d \tau d s \\
& +\int_{0}^{t}\left\|\mathcal{S}^{\prime}(t-s)\right\| \frac{\left\|B^{-1}\right\|}{\Gamma \beta} \| \int_{0}^{s+h}(s+h-\tau)^{\beta-1} \mathcal{F}(\tau, x(\tau)) d \tau \\
& -\int_{0}^{s}(s-\tau)^{\beta-1} \mathcal{F}(\tau, x(\tau)) d \tau \| d s
\end{aligned}
$$

Which tends to zero as $h \rightarrow 0$, therefore the set $\left\{\Phi_{2} x(t): x \in \mathcal{B}_{r}\right\}$ is equicontinuous. Thus $\Phi_{2}$ is relatively compact for $t \in[0,1]$. By Arzela-Ascoli's theorem $\Phi_{2}$ is compact. Hence by Krasnoselskii fixed point theorem [32] there exists a fixed point $x \in \mathcal{C}$ such that $\Phi x=x$ which is a mild solution of the boundary value problem (11).

## 4 Example

Let $X=L^{2}(0, \pi), 1<\beta \leqslant 2$ and $t \in[0,1]$. Consider the following partial differential equation with fractional derivative

$$
\left\{\begin{array}{l}
\frac{\partial^{\beta}}{\partial t^{\beta}}\left(w(t, x)-\frac{\partial^{2}}{\partial x^{2}} w(t, x)\right)=\frac{\partial^{2}}{\partial x^{2}} w(t, x)+\frac{w(t, x)}{1+w(t, x)}  \tag{16}\\
w(t, 0)=w(t, \pi)=0 \\
w(0, x)=0, w(\varepsilon, x)=c \int_{\eta}^{1} w(t, s) d s
\end{array}\right.
$$

Define the operators $A: D(A) \subset X \rightarrow X$ and $B: D(B) \subset X \rightarrow X$ by

$$
A w=w^{\prime \prime}, \quad B w=w-w^{\prime \prime}
$$

where
$D(A)=D(B)=\left\{w \in X, w, w^{\prime}\right.$ are absolutely continuous, $\left.w^{\prime \prime} \in X, w(0)=w(\pi)=0\right\}$.

Then $A$ and $B$ can be written as

$$
\begin{aligned}
& A w=\sum_{n=1}^{\infty} n^{2}\left(w, w_{n}\right) w_{n}, \quad w \in D(A) \\
& B w=\sum_{n=1}^{\infty}\left(1+n^{2}\right)\left(w, w_{n}\right) w_{n}, \quad w \in D(B)
\end{aligned}
$$

where $w_{n}(x)=\sqrt{2 / \pi} \sin n x, n=1,2, \ldots$, is the original set of vectors $A$. Moreover, we have

$$
\begin{aligned}
B^{-1} w & =\sum_{n=1}^{\infty} \frac{1}{1+n^{2}}\left(w, w_{n}\right) w_{n} \\
H w=B^{-1} A w & =\sum_{n=1}^{\infty} \frac{-n^{2}}{1+n^{2}}\left(w, w_{n}\right) w_{n}
\end{aligned}
$$

The equation (16) can be reformulated as the following Sobolev type fractional differential equation with nonlocal integral boundary condition

$$
\left\{\begin{array}{l}
D^{\beta}(B w(t))=A w(t)+\mathcal{F}(t, w(t)), \quad 1<\beta \leqslant 2, t \in(0,1)  \tag{17}\\
w(0)=0, w(\varepsilon)=c \int_{\eta}^{1} w(s) d s, \quad 0<\varepsilon<\eta<1
\end{array}\right.
$$

Clearly all the assumptions $(H 1)-(H 4)$ are satisfied.
Theorem 4.1 Suppose $(H 1)-(H 4)$ hold and $A$ generates a differential resolvent operator $\{\mathcal{S}(t)\}$ with

$$
\delta=\left(1+\left\|\phi_{H}\right\|_{L^{1}}\right) \frac{(L R+P)}{|\Lambda|}\left[\frac{c\left(1-\eta^{\beta+1}\right)}{\Gamma(\beta+2)}-\frac{\varepsilon^{\beta}}{\Gamma(\beta+1)}\right]<1 .
$$

Then the problem (17) has a solution.
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#### Abstract

In this paper we develop a generalized monotone method for nonlinear multi-order 2 -systems of Riemann-Liouville fractional differential equations. That is, the monotone method where the forcing function $f$ can be decomposed into increasing and decreasing components, and applied to a hybrid system of nonlinear equations of orders $q_{1}$ and $q_{2}$ where $0<q_{1}, q_{2}<1$. In the development of this method we recall any needed existence and comparison results along with any necessary changes; including results from needed linear theory. The monotone method is then developed via the construction of sequences of linear systems based on the upper and lower solutions, being then used to approximate the solution of the original nonlinear multi-order system. Finally we develop a numerical application to exemplify our results.
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## 1 Introduction

Fractional differential equations have various applications in widespread fields of science, such as engineering [6], chemistry [7, 14, 15], physics [1, 2, 8, and others [9, 10]. Despite the number of existence theorems for nonlinear fractional differential equations this does not necessarily imply that calculating a solution explicitly will be possible. Therefore, it may be necessary to employ an iterative technique to numerically approximate a needed solution. In this paper we construct such a method.

Specifically, we construct a technique to approximate solutions to the nonlinear Riemann-Liouville (R-L) fractional differential multi-order 2-system. A multi-order system is a fractional differential system where each component is of unique order. That is, a fractional system of the type

$$
\begin{aligned}
& D^{q_{1}} x_{1}=f_{1}\left(t, x_{1}, x_{2}\right) \\
& D^{q_{2}} x_{2}=f_{2}\left(t, x_{1}, x_{2}\right)
\end{aligned}
$$

This is a generalization of normal R-L systems and yields a type of hybrid system of a fractional type. We note that various complications arise from systems of this type as many known properties used in the study of fractional differential equations require modification, but at the same time multi-order systems present far more possibilities for applications. For example, consider allowing each species in a population model to have their own order of derivative. Though we will consider a numerical example for this study, it will not be a specific physical application, we hope this will add to the groundwork of future studies.

The iterative technique we construct will be a generalization of the monotone method for multi-order R-L 2 -systems of order $q_{1}, q_{2}$, where $0<q_{1}, q_{2}<1$. The monotone method, in broad terms, is a technique in which unique solutions of linear differential equations are used to construct sequences that converge uniformly and monotonically, from above and below, to maximal and minimal solutions of the nonlinear equation. If the nonlinear DE considered has a unique solution then both sequences will converge uniformly and monotonically to that unique solution. The advantage of the monotone method is that it allows us to approximate solutions to nonlinear DEs using linear DEs. Further, the sequences are constructed initially using upper and lower solutions of the original DE, which guarantees the interval of existence. For more information on the monotone method for ordinary DEs see [11].

One notable complication when developing the monotone method for multi-order systems is that, unlike in the integer order case, the initially constructed sequences, $\left\{v_{n}\right\},\left\{w_{n}\right\}$ do not converge uniformly on their own. Instead, the weighted sequences $\left\{t^{1-q_{i}} v_{n_{i}}\right\},\left\{t^{1-q_{i}} w_{n_{i}}\right\}$ converge uniformly to $t^{1-q_{i}} v_{i}$ and $t^{1-q_{i}} w_{i}$ respectively, where $i \in\{1,2\}$ and $v, w$ are maximal and minimal solutions of the original equation. We note that there are other complications that derive from multi-order systems, but many of these were previously resolved in [3].

For our main method we consider the generalization of the monotone method where the nonlinear function can be split into two functions $f(t, x)+g(t, x)$ where $f$ is increasing in $x$ and $g$ is decreasing in $x$. This generalization allows for various constructions utilizing different types of lower and upper solutions that we will detail in Section 3. Finally, in Section 4 we will develop a numerical application to exemplify our results. We note that the standard monotone method has been established for multi-order fractional systems in 3].

## 2 Preliminary Results

In this section, we will first consider basic results regarding scalar Riemann-Liouville differential equations of order $q, 0<q<1$. We will recall basic definitions and results in this case for simplicity, and we note that many of these results carry over naturally to the multi-order case. Then we will consider existence and comparison results for multiorder systems of order $0<q_{1}, q_{2}<1$ which will be used in our main result. In the next section, we will apply these preliminary results to develop the monotone method for these multi-order R-L systems. Note, for simplicity we only consider results on the interval $J=(0, T]$, where $T>0$. Further, we will let $J_{0}=[0, T]$, that is $J_{0}=\bar{J}$.

Definition 2.1 Let $p=1-q$, a function $\phi(t) \in C(J, \mathbb{R})$ is a $C_{p}$ continuous function if $t^{p} \phi(t) \in C\left(J_{0}, \mathbb{R}\right)$. The set of $C_{p}$ functions is denoted $C_{p}(J, \mathbb{R})$. Further, given a function $\phi(t) \in C_{p}(J, \mathbb{R})$ we call the function $t^{p} \phi(t)$ the continuous extension of $\phi(t)$.

Now we define the R-L integral and derivative of order $q$ on the interval $J$.
Definition 2.2 Let $\phi \in C_{p}(J, \mathbb{R})$, then $D_{t}^{q} \phi(t)$ is the $q$-th R-L derivative of $\phi$ with respect to $t \in J$ defined as

$$
D_{t}^{q} \phi(t)=\frac{1}{\Gamma(1-q)} \frac{d}{d t} \int_{0}^{t}(t-s)^{-q} \phi(s) d s
$$

and $I_{t}^{q} \phi(t)$ is the $q$-th R-L integral of $\phi$ with respect to $t \in J$ defined as

$$
I_{t}^{q} \phi(t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} \phi(s) d s
$$

Note that in cases where the initial value may be different or ambiguous, we will write out the definition explicitly. The next definition is related to the solution of linear R-L fractional differential equations and is also of great importance in the study of the R-L derivative.

Definition 2.3 The Mittag-Leffler function with parameters $\alpha, \beta \in \mathbb{R}$, denoted $E_{\alpha, \beta}$, is defined as

$$
E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}
$$

which is entire for $\alpha, \beta>0$.
Of particular importance to the Riemann-Liouville derivative is the weighted MittagLeffler function of order $q$,

$$
\mathcal{E}=t^{q-1} E_{q, q}\left(\lambda t^{q}\right)=\sum_{k=0}^{\infty} \frac{\lambda^{k} t^{q k+q-1}}{\Gamma(q k+q)}
$$

where $\lambda$ is a constant. $\mathcal{E}$ has the following properties which we present in the following remark.

Remark 2.1 We note that the weighted Mittag-Leffler function $\mathcal{E}$ is strictly positive, converges uniformly on compacta of $J$, and $D^{q} \mathcal{E}=\lambda \mathcal{E}$.

The next result gives us that the $q$-th R-L integral of a $C_{p}$ continuous function is also a $C_{p}$ continuous function. This result will give us that the solutions of R-L differential equations are also $C_{p}$ continuous.

Lemma 2.1 Let $f \in C_{p}(J, \mathbb{R})$, then $I_{t}^{q} f(t) \in C_{p}(J, \mathbb{R})$, i.e. the $q$-th integral of a $C_{p}$ continuous function is $C_{p}$ continuous.

Note the proof of this theorem for $q \in R^{+}$can be found in 5. Now we consider results for the nonhomogeneous linear R-L differential equation,

$$
\begin{equation*}
D_{t}^{q} x(t)=\lambda x(t)+z(t) \tag{1}
\end{equation*}
$$

with initial condition

$$
\left.t^{p} x(t)\right|_{t=0}=x^{0}
$$

where $x^{0}$ is a constant, $y \in C\left(J_{0}, \mathbb{R}\right)$, and $z \in C_{p}(J, \mathbb{R})$, which has unique solution

$$
x(t)=\Gamma(q) x^{0} t^{q-1} E_{q, q}\left(\lambda t^{q}\right)+\int_{0}^{t}(t-s)^{q-1} E_{q, q}\left(\lambda(t-s)^{q}\right) z(s) d s
$$

For more details see 12 .
Now, we will turn our attention to results for the nonlinear R-L fractional multi-order systems, and in doing so we must discuss any changes. First, we will consider systems of orders $q_{1}$ and $q_{2}, 0 \leq q_{1}, q_{2}<1$. For simplicity we will let $q=\left(q_{1}, q_{2}\right)$, and when we write inequalities $x \leq y$, we mean it is true for both components. Further, from this point on, we will use the subscript $i$ which we will always assume is in $\{1,2\}$. For defining $C_{p}$ continuity for multi-order systems we define $p_{i}=1-q_{i}$ and for simplicity of notation we will define the function $x_{p}$ such that $x_{p_{i}}(t)=t^{p_{i}} x_{i}(t)$ for $t \in J_{0}$. We also note that at times it will be convenient to ephasize the product of $t^{p}$, therefore we will define $t^{p} x(t)=x_{p}(t)$ for $t \in J_{0}$. Now, we define the set of $C_{p}$ continuous functions as

$$
C_{p}\left(J, \mathbb{R}^{2}\right)=\left\{x \in C\left(J, \mathbb{R}^{2}\right) \mid x_{p} \in C\left(J_{0}, \mathbb{R}^{2}\right)\right\}
$$

For the rest of our results we will be considering the nonlinear R-L fractional multi-order system

$$
\begin{align*}
& D^{q_{i}} x_{i}=f_{i}(t, x),  \tag{2}\\
& x_{p_{i}}(0)=x_{i}^{0}
\end{align*}
$$

where $f \in C\left(J_{0} \times \mathbb{R}^{2}, \mathbb{R}^{2}\right)$, and $x^{0}$ is a constant. Note that just as in the scalar case, a solution $x \in C_{p}\left(J, \mathbb{R}^{2}\right)$ of (2) also satisfies the equivalent R-L integral equation

$$
\begin{equation*}
x_{i}(t)=x_{i}^{0} t^{q_{i}-1}+\frac{1}{\Gamma\left(q_{i}\right)} \int_{0}^{t}(t-s)^{q_{i}-1} f_{i}(s, x(s)) d s \tag{3}
\end{equation*}
$$

Thus, if $f \in C\left(J_{0} \times \mathbb{R}^{2}, \mathbb{R}^{2}\right)$ then (2) is equivalent to (3). See [9) 12 for details.
The following comparison theorem is utilized throughout the construction of the monotone method. This theorem gives conditions for when lower and upper solutions $v, w$ behave in an expected manner, that is $v \leq w$. This theorem is of great importance to the monotone method since it is used to prove that the constructed sequences in the method are actually monotone.

Theorem 2．1 Let $v, w \in C_{p}\left(J, R^{2}\right)$ be lower and upper solutions of the nonlinear multiorder 2－system，i．e．

$$
\begin{align*}
D^{q_{i}} v_{i} & \leq f_{i}(t, v), \quad v_{p_{i}}(0)=v_{i}^{0} \leq x_{i}^{0}  \tag{4}\\
D^{q_{i}} w_{i} & \geq f_{i}(t, w), \quad w_{p_{i}}(0)=w_{i}^{0} \geq x_{i}^{0}
\end{align*}
$$

If $f$ is quasimonotone nondecreasing and satisfies the following Lipschitz condition for $i=1,2$ ，

$$
\begin{equation*}
f_{i}(t, x)-f_{i}(t, y) \leq L_{i}\left[\left(x_{1}-y_{1}\right)+\left(x_{2}-y_{2}\right)\right] \tag{5}
\end{equation*}
$$

for $x \geq y$ ，then $v(t) \leq w(t)$ on J provided $v^{0} \leq w^{0}$ ．
We note that the proof of this theorem can be found in 3］．In the development of the monotone methods we will use a specific corollary from this theorem，which we give below．

Corollary 2．1 Let $m \in C_{p}\left(J, \mathbb{R}^{2}\right)$ be such that

$$
D^{q_{i}} m_{i}(t) \leq 0, \quad m_{p_{i}}(0)=0 .
$$

Then we have from Theorem 2．1 that

$$
m(t) \leq 0
$$

for $t \in J$ ．
Now，if we know of the existence of lower and upper solutions $v$ and $w$ such that $v \leq w$ ，we can prove the existence of a solution in the set

$$
\Omega=\{(t, y): v(t) \leq y \leq w(t), t \in J\}
$$

We consider this result in the following theorem．
Theorem 2．2 Let $v, w \in C_{p}\left(J, \mathbb{R}^{2}\right)$ be lower and upper solutions of（⿴囗⿱一𧰨丶 $)$ such that $v(t) \leq w(t)$ on $J$ and let $f \in C(\Omega, \mathbb{R})$ ，where $\Omega$ is defined as above．Then there exists a solution $x \in C_{p}\left(J, \mathbb{R}^{2}\right)$ of（2）such that $v(t) \leq x(t) \leq w(t)$ on $J$ ．

This theorem is proved in the same way as seen in［5］，with only minor additions to apply it to multi－order 2 －systems．

For our main results we will be considering the following generalized form of（2）

$$
\begin{equation*}
D^{q_{i}} x_{i}=f_{i}(t, x)+g_{i}(t, x), \quad x_{p_{i}}(0)=x_{i}^{0} \tag{6}
\end{equation*}
$$

where $f, g \in C\left(J_{0} \times \mathbb{R}^{2}, \mathbb{R}^{2}\right)$ such that $f$ is increasing in $x$ and $g$ is decreasing in $x$ ． We will be constructing the generalized monotone methods for this nonlinear fractional differential equation．This generalization also allows us to consider various different types of lower and upper solutions given in the following definition．

Definition 2．4 Let $v, w \in C_{p}\left(J, \mathbb{R}^{2}\right)$ with $v_{p_{i}}(0)=v_{i}^{0} \leq x_{i}^{0}$ and $w_{p_{i}}(0)=w_{i}^{0} \geq x_{i}^{0}$ ．
－$v, w$ are natural lower and upper solutions of（6）if

$$
D^{q_{i}} v_{i} \leq f_{i}(t, v)+g_{i}(t, v), \quad D^{q_{i}} w_{i} \geq f_{i}(t, w)+g_{i}(t, w)
$$

- $v, w$ are Type I lower and upper solutions of (6) if

$$
D^{q_{i}} v_{i} \leq f_{i}(t, v)+g_{i}(t, w), \quad D^{q_{i}} w_{i} \geq f_{i}(t, w)+g_{i}(t, v)
$$

- $v, w$ are Type II lower and upper solutions of (6) if

$$
D^{q_{i}} v_{i} \leq f_{i}(t, w)+g_{i}(t, v), \quad D^{q_{i}} w_{i} \geq f_{i}(t, v)+g_{i}(t, w)
$$

- $v, w$ are unnatural lower and upper solutions of (6) if

$$
D^{q_{i}} v_{i} \leq f_{i}(t, w)+g_{i}(t, w), \quad D^{q_{i}} w_{i} \geq f_{i}(t, v)+g_{i}(t, v)
$$

Further we can define coupled quasisolutions of these types by incorporating equalities in the previous expressions. We give the two we use in our main results in the following definition.

Definition 2.5 Let $v, w \in C_{p}\left(J, \mathbb{R}^{2}\right)$ with $v_{p_{i}}(0)=w_{p_{i}}(0)=x_{i}^{0}$.

- $v, w$ are Type I coupled quasisolutions of (6) if

$$
D^{q_{i}} v_{i}=f_{i}(t, v)+g_{i}(t, w), \quad D^{q_{i}} w_{i}=f_{i}(t, w)+g_{i}(t, v)
$$

- $v, w$ are Type II coupled quasisolutions of (6) if

$$
D^{q_{i}} v_{i}=f_{i}(t, w)+g_{i}(t, v), \quad D^{q_{i}} w_{i}=f_{i}(t, v)+g_{i}(t, w)
$$

We can extend Theorem 2.2 to incorporate these coupled types of lower and upper solutions. We will only look at the cases for Type I and II since those will be the form we use in our monotone method constructions. We note that the proof of the following theorem is constructed in the same manner as Theorem 2.2 needing only very minor alterations.

Theorem 2.3 Let $v, w \in C_{p}\left(J, \mathbb{R}^{2}\right)$ be Type $I$ or Type II coupled lower and upper solutions such that $v(t) \leq w(t)$ on $J$ and let $f+g \in C(\Omega, \mathbb{R})$, where $\Omega$ is defined as above. Then there exists a solution $x \in C_{p}\left(J, \mathbb{R}^{2}\right)$ of (6) such that $v(t) \leq x(t) \leq w(t)$ on $J$.

## 3 Monotone Method

In this section we develop the generalized monotone method for fractional system (6). The first method we will construct is developed from Type I lower and upper solutions. The sequences are constructed as linear equations in a recursive manner resembling Type I quasisolutions.

Theorem 3.1 Suppose that
(A1) $v_{0}, w_{0} \in C_{p}\left(J, \mathbb{R}^{2}\right)$ are coupled lower and upper solutions of Type I for (6) with $v_{0} \leq w_{0}$ on $J$.
(A2) $f, g \in C\left(J_{0} \times \mathbb{R}^{2}, \mathbb{R}^{2}\right)$, where $f(t, x)$ is increasing in $x$ and $g(t, x)$ is decreasing in $x$.

Then the sequences defined by

$$
\begin{array}{rrr}
D^{q_{i}} v_{n+1_{i}} & =f_{i}\left(t, v_{n}\right)+g_{i}\left(t, w_{n}\right), & v_{n+1_{p_{i}}}(0)=x_{i}^{0} \\
D^{q_{i}} w_{n+1_{i}} & =f_{i}\left(t, w_{n}\right)+g_{i}\left(t, v_{n}\right), & w_{n+1_{p_{i}}}(0)=x_{i}^{0} \tag{8}
\end{array}
$$

are such that

$$
t^{p} v_{n} \rightarrow t^{p} v, \quad t^{p} w_{n} \rightarrow t^{p} w
$$

uniformly and monotonically on $J_{0}$, where $v, w$ are Type I coupled minimal and maximal quasisolutions of (6) respectively, that is, if $x$ is a solution of (6) such that that $v_{0} \leq x \leq$ $w_{0}$, then $v \leq x \leq w$.

Proof. We begin by considering $v_{1}$ and $w_{1}$. We note that both exist and are unique since both are linear in $v_{1}$ and $w_{1}$ respectively. Now letting $m=v_{0}-v_{1}$, we get that $m_{p_{i}}(0)=0$ and

$$
D^{q_{i}} m_{i} \leq 0
$$

implying by Corollary 2.1 that $m_{i} \leq 0$ for each $i$. Therefore $v_{0} \leq v_{1}$, and similarly we can show that $w_{1} \leq w_{0}$. Now using a similar process by letting $m=v_{1}-w_{1}$, we get that $m_{p_{i}}(0)=0$ and

$$
D^{q_{i}} m_{i}=f_{i}\left(t, v_{0}\right)-f_{i}\left(t, w_{0}\right)+g_{i}\left(t, w_{0}\right)-g_{i}\left(t, v_{0}\right) \leq 0
$$

Thus, by Corollary 2.1 we have that $m_{i} \leq 0$ for each $i$, giving us that $v_{0} \leq v_{1} \leq w_{1} \leq$ $w_{0}$. Using these same arguments we can inductively show that

$$
v_{n-1} \leq v_{n} \leq w_{n} \leq w_{n-1}
$$

on $J$ for all $n \geq 1$, giving us that $\left\{v_{n}\right\}$ and $\left\{w_{n}\right\}$ are monotonic.
Now we will show that the weighted sequences $\left\{t^{p} v_{n}\right\}$ and $\left\{t^{p} w_{n}\right\}$ converge uniformly on $J_{0}$. To do so we will use the Arzela-Ascoli theorem. First we will show that these sequences are uniformly bounded on $J_{0}$. To do so, for each $n$ and each $i$ note that

$$
\left|t^{p_{i}} v_{n i}\right| \leq\left|t^{p_{i}}\left(v_{n i}-v_{0 i}\right)\right|+\left|t^{p_{i}} v_{0 i}\right| \leq\left|t^{p_{i}}\left(w_{0 i}-v_{0 i}\right)\right|+\left|t^{p_{i}} v_{0 i}\right| .
$$

Therefore we can choose an $M \in R_{+}^{2}$ such that $\left|t^{p_{i}} v_{n i}\right| \leq M_{i}$ for each $n$ and each $i$, implying that $\left\{t^{p} v_{n}\right\}$ is uniformly bounded. Similarly we can prove the same result for $\left\{t^{p} w_{n}\right\}$.

Now we will show that the weighted sequences are equicontinuous. For simplicity, let $F_{n}$ be defined as $F_{n}=f\left(t, v_{n}\right)+g\left(t, w_{n}\right)$ for each $n \geq 0$. Since $f, g$ are continuous on $J_{0}$, and since each $v_{n}, w_{n}$ are $C_{p}$ continuous then there exist continuous functions $\tilde{f}, \tilde{g}$ such that

$$
f\left(t, v_{n}\right)+g\left(t, w_{n}\right)=\tilde{f}\left(t, t^{p} v_{n}\right)+\tilde{g}\left(t, t^{p} w_{n}\right)
$$

Given this, and that the weighted sequences are uniformly bounded we can choose an $N \in R_{+}^{2}$ such that $\left|F_{n i}\right| \leq N_{i}$ for each $i$.

Now, choose $t, \tau$ such that $0<t \leq \tau \leq T$. In the following proof of equicontinuity we use the fact that

$$
\tau^{p_{1}}(\tau-s)^{q_{1}-1}-t^{p_{1}}(t-s)^{q_{1}-1} \leq 0
$$

for $0<s<t$. To show why this is true, consider the function $\phi(t)=t^{p_{1}}(t-s)^{q_{1}-1}=$ $t^{p_{1}}(t-s)^{-p_{1}}$ and note that

$$
\begin{aligned}
\frac{d}{d t} \phi(t) & =p_{1} t^{p_{1}-1}(t-s)^{-p_{1}}-p_{1} t^{p_{1}}(t-s)^{-p_{1}-1} \\
& =-t^{p_{1}-1}(t-s)^{-p_{1}-1} p_{1} s \leq 0 .
\end{aligned}
$$

This implies that $\phi$ is nonincreasing, therefore $\phi(\tau)-\phi(t) \leq 0$. Now consider,

$$
\begin{aligned}
\left|\tau^{p_{i}} v_{n i}(\tau)-t^{p_{i}} v_{n i}(t)\right| & \leq \frac{\tau^{p_{1}}}{\Gamma\left(q_{i}\right)} \int_{t}^{\tau}(\tau-s)^{q_{i}-1}\left|F_{n-1}\right| d s+\frac{1}{\Gamma\left(q_{i}\right)} \int_{0}^{t}|\phi(\tau)-\phi(t)|\left|F_{n-1}\right| d s \\
& \leq \frac{N_{i} \tau^{p_{i}}}{\Gamma\left(q_{i}\right)} \int_{t}^{\tau}(\tau-s)^{q_{i}-1} d s+\frac{N_{i}}{\Gamma\left(q_{i}\right)} \int_{0}^{t}[\phi(t)-\phi(\tau)] d s \\
& =\frac{N_{i}}{\Gamma\left(q_{i}\right)}\left[\frac{\tau^{p_{i}}}{q_{i}}(\tau-t)^{q_{i}}+t^{p_{i}} \int_{0}^{t}(t-s)^{q_{i}-1} d s-\tau^{p_{i}} \int_{0}^{t}(\tau-s)^{q_{i}-1} d s\right] \\
& =\frac{N_{i}}{q_{i} \Gamma\left(q_{i}\right)}\left[2 \tau^{p_{i}}(\tau-t)^{q_{i}}+t-\tau\right] \\
& \leq \frac{2 N_{i} T^{p_{i}}}{\Gamma\left(q_{i}+1\right)}(\tau-t)^{q_{i}} .
\end{aligned}
$$

In the case when $t=0$, we note that

$$
\left|\tau^{p_{i}} v_{n i}(\tau)-x_{i}^{0} / \Gamma\left(q_{i}\right)\right| \leq \frac{N_{i} T^{p_{i}}}{\Gamma\left(q_{i}\right)} \int_{0}^{\tau}(\tau-s)^{q_{i}-1} d s=\frac{N_{i} T^{p_{i}}}{\Gamma\left(q_{i}+1\right)} \tau^{q_{i}}
$$

This result is not dependent on $n$ or $i$, therefore if we define $K \geq 0$ such that

$$
K=\max _{i \in\{1,2\}}\left\{\frac{2 N_{i} T^{p_{i}}}{\Gamma\left(q_{i}+1\right)}\right\},
$$

then we have that

$$
\left|\tau^{p_{i}} v_{n i}(\tau)-t^{p_{i}} v_{n i}(t)\right| \leq K|\tau-t|^{q_{i}},
$$

for $0 \leq t \leq \tau \leq T$, for each $i$ and for all $n \geq 1$. With this, it is now routine to show that $\left\{t^{p} v_{n}\right\}$ is equicontinuous. Likewise, $\left\{t^{p} w_{n}\right\}$ is also equicontinuous. So by the Arzela-Ascoli theorem there exist subsequences of both weighted sequences that converge uniformly, but since both sequences are monotone we have that both $\left\{t^{p} v_{n}\right\}$ and $\left\{t^{p} w_{n}\right\}$ converge uniformly on $J_{0}$. Let $t^{p} v$ and $t^{p} w$ be the uniform limits of these weighted sequences respectively. We wish to show that $v$ and $w$ are Type 1 coupled minimal and maximal quasisolutions of (6). To do so, first note that for each $i$ and $n \geq 1$ we have

$$
t^{p_{i}} v_{n i}=x_{i}^{0}+\frac{t^{p_{i}}}{\Gamma\left(q_{i}\right)} \int_{0}^{t}(t-s)^{q_{i}-1}\left[f_{i}\left(s, v_{n-1}\right)+g_{i}\left(s, w_{n-1}\right)\right] d s
$$

Now, since the weighted sequences $\left\{t^{p} v_{n}\right\},\left\{t^{p} w_{n}\right\}$ converge uniformly on $J_{0}$ we have that the non-weighted sequences converge pointwise on $J$. Therefore, by the continuity of $f, g$ the above expression converges uniformly to

$$
t^{p_{i}} v_{i}=x_{i}^{0}+\frac{t^{p_{i}}}{\Gamma\left(q_{i}\right)} \int_{0}^{t}(t-s)^{q_{i}-1}\left[f_{i}(s, v)+g_{i}(s, w)\right] d s
$$

on $J_{0}$. Thus

$$
v_{i}=x_{i}^{0} t^{q_{i}-1}+\frac{1}{\Gamma\left(q_{i}\right)} \int_{0}^{t}(t-s)^{q_{i}-1}\left[f_{i}(s, v)+g_{i}(s, w)\right] d s
$$

implying that $v$ is a Type 1 coupled quasisolution of (6), similarly $w$ is as well.
Now, to show that $v$ and $w$ are minimal and maximal, we let $x$ be a solution of (6) such that $x_{p}(0)=0$ and $v_{0} \leq x \leq w_{0}$. We know such a solution exists thanks to Theorem 2.3. Now letting $m=v_{1}-x, M=x-w_{1}$ and using the same method as we used above we have that $v_{0} \leq v_{1} \leq x \leq w_{1} \leq w_{0}$. Further, as before, we can inductively prove that $v_{n} \leq x \leq w_{n}$ on $J$ for all $n \geq 1$, therefore $v \leq x \leq w$ implying that $v, w$ are minimal and maximal Type 1 coupled quasisolutions. This completes the proof. We note that if $f+g$ possesses an adequate condition for uniqueness then $v=w=x$ which is the unique solution. Now we will present more variations of the generalized monotone method, specifically incorporating Type II solutions. First, in the following theorem we construct the sequences in a manner resembling Type II coupled quasisolutions, but still beginning with Type I lower and upper solutions. In this case we get alternating sequences which are described in the statement of the theorem.

Theorem 3.2 Suppose that conditions (A1) and (A2) of Theorem 3.1 are true. Then the sequences given by

$$
\begin{align*}
& D^{q_{i}} v_{n+1_{i}}=f_{i}\left(t, w_{n}\right)+g_{i}\left(t, v_{n}\right), \quad v_{n+1_{p_{i}}}(0)=x_{i}^{0},  \tag{9}\\
& D^{q_{i}} w_{n+1_{i}}=f_{i}\left(t, v_{n}\right)+g_{i}\left(t, w_{n}\right), \quad w_{n+1_{p_{i}}}(0)=x_{i}^{0}, \tag{10}
\end{align*}
$$

yield alternating monotone sequences $\left\{v_{2 n}, w_{2 n+1}\right\}$ and $\left\{v_{2 n+1}, w_{2 n}\right\}$ that satisfy

$$
v_{2 n} \leq w_{2 n+1} \leq x \leq v_{2 n+1} \leq w_{2 n}
$$

for each $n \geq 0$ on $J$, provided $v_{0} \leq x \leq w_{0}$. Further, the weighted sequences

$$
t^{p} v_{2 n}, t^{p} w_{2 n+1} \rightarrow t^{p} \rho, \quad t^{p} v_{2 n+1}, t^{p} w_{2 n} \rightarrow t^{p} r
$$

uniformly and monotonically on $J_{0}$, where $\rho, r$ are Type 1 coupled minimal and maximal quasisolutions of (6).

We note that the proof of this theorem follows in much the same way as that of Theorem 3.1, as do the proofs of the remaining monotone method proofs, therefore we will not show these proofs directly.

For the next form of the generalized monotone method we switch the initial lower and upper solutions to Type II, and the sequences are also constructed like Type II coupled quasisolutions, i.e. in the manner found in Theorem 3.2, and also yield alternating sequences. For this case to work we must further assume that $v_{0} \leq w_{1}$ and $v_{1} \leq w_{0}$.

Theorem 3.3 Suppose that condition (A2) of Theorem 3.1] is true. Further suppose that
(B1) $v_{0}, w_{0}$ are coupled lower and upper solutions of Type II for (6) such that $v_{0} \leq w_{0}$.
Then the sequences defined by (9) and (10) yield alternating sequences $\left\{v_{2 n}, w_{2 n+1}\right\}$ and $\left\{v_{2 n+1}, w_{2 n}\right\}$ satisfying

$$
v_{2 n} \leq w_{2 n+1} \leq x \leq v_{2 n+1} \leq w_{2 n}
$$

for each $n \geq 0$ on $J$, provided that $v_{0} \leq w_{1} \leq x \leq v_{1} \leq w_{0}$. Further, the weighted sequences

$$
t^{p} v_{2 n}, t^{p} w_{2 n+1} \rightarrow t^{p} \rho, \quad t^{p} v_{2 n+1}, t^{p} w_{2 n} \rightarrow t^{p} r
$$

uniformly and monotonically on $J_{0}$, where $\rho, r$ are Type 1 coupled minimal and maximal quasisolutions of (6).
For our final construction of the monotone method we will also consider the case where we begin with Type II lower and upper solutions, but construct the sequences as Type I quasisolutions, i.e. in the manner found in Theorem 3.1. We do not get alternating sequences in this case, but for it to work we must further assume that $v_{0} \leq v_{1}$ and $w_{1} \leq w_{0}$.

Theorem 3.4 Suppose that conditions (B1) and (A2) of Theorems 3.3 and 3.1 are true. Then the sequences defined by (7) and (8) are such that

$$
t^{p} v_{n} \rightarrow t^{p} v, \quad t^{p} w_{n} \rightarrow w
$$

uniformly and monotonically on $J_{0}$ provided that $v_{0} \leq v_{1} \leq x \leq w_{1} \leq w_{0}$, where $v, w$ are Type I coupled minimal and maximal quasisolutions of (6) respectively.

## 4 Numerical Example

In this section we present an example that illustrates the result of Theorem 3.1.
Example 4.1 Consider the fractional system of the form (6) with $q_{1}=\frac{1}{2}$ and $q_{2}=\frac{1}{3}$,

$$
\begin{array}{ll}
D^{\frac{1}{2}} x_{1}(t)=\frac{1}{2}+\frac{5}{8} t+\frac{1}{16}\left(x_{1}(t)^{2}-\frac{1}{4} x_{2}(t)\right), & x_{p_{1}}(0)=0 \\
D^{\frac{1}{3}} x_{2}(t)=\frac{1}{6}+\frac{1}{2} t+\frac{1}{20}\left(x_{1}(t)-x_{2}(t)\right), & x_{p_{2}}(0)=0 \tag{11}
\end{array}
$$

where $p_{1}=\frac{1}{2}, p_{2}=\frac{2}{3}$ and call

$$
\begin{aligned}
& f_{1}\left(t, x_{1}(t), x_{2}(t)\right)=\frac{1}{2}+\frac{5}{8} t+\frac{1}{16} x_{1}(t)^{2}, \quad f_{2}\left(t, x_{1}(t), x_{2}(t)\right)=\frac{1}{6}+\frac{1}{2} t+\frac{1}{20} x_{1}(t) \\
& g_{1}\left(t, x_{1}(t), x_{2}(t)\right)=-\frac{1}{16}\left(\frac{1}{4} x_{2}(t)\right)=-\frac{1}{64} x_{2}(t), \quad g_{2}\left(t, x_{1}(t), x_{2}(t)\right)=-\frac{1}{20} x_{2}(t)
\end{aligned}
$$

If $J=(0,1]$ and $J_{0}=[0,1]$ then $f(t, x)$ and $g(t, x)$ satisfy condition (A2) in Theorem 3.1. Now let

$$
\begin{array}{ll}
v_{01}=\sqrt{t} / 2, & v_{02}=0 \\
w_{01}=3, & w_{02}=3-t
\end{array}
$$

We will illustrate graphically in Figures $1-4$ that $v_{0}(t)$ and $w_{0}(t)$ satisfy $(A 1)$. We have that

$$
v_{0 p_{i}}(0)=w_{0 p_{i}}(0)=0
$$

Since $D^{1 / 2} v_{01}(t)=\frac{\sqrt{\pi}}{4}$, then

$$
\begin{aligned}
D^{1 / 2} v_{01}(t)=\frac{\sqrt{\pi}}{4} & \leq \frac{1}{2}+\frac{5}{8} t+\frac{1}{16}\left(v_{01}(t)^{2}-\frac{1}{4} w_{02}(t)\right) \\
& =f_{1}\left(t, v_{01}(t), v_{02}(t)\right)+g_{1}\left(t, w_{01}(t), w_{02}(t)\right)
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
D^{1 / 2} w_{01}(t)=\frac{3}{\sqrt{\pi t}} & \geq \frac{1}{2}+\frac{5}{8} t+\frac{1}{16}\left(w_{01}(t)^{2}-\frac{1}{4} v_{02}(t)\right) \\
& =f_{1}\left(t, w_{01}(t), w_{02}(t)\right)+g_{1}\left(t, v_{01}(t), v_{02}(t)\right) \\
D^{1 / 3} v_{02}(t)=0 & \leq \frac{1}{6}+\frac{1}{2} t+\frac{1}{20}\left(v_{01}(t)-w_{02}(t)\right) \\
& =f_{2}\left(t, v_{01}(t), v_{02}(t)\right)+g_{2}\left(t, w_{01}(t), w_{02}(t)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
D^{1 / 3} w_{02}(t)=\frac{6-3 t}{2 \sqrt[3]{t} \Gamma\left(\frac{2}{3}\right)} & \geq \frac{1}{6}+\frac{1}{2} t+\frac{1}{20}\left(w_{01}(t)-v_{02}(t)\right) \\
& =f_{2}\left(t, w_{01}(t), w_{02}(t)\right)+g_{2}\left(t, v_{01}(t), v_{02}(t)\right)
\end{aligned}
$$

We show the graphs below.


Figure 1: Solid: $D^{1 / 2} v_{01}(t)$, Dashed: $f_{1}\left(t, v_{01}(t), v_{02}(t)\right)+g_{1}\left(t, w_{01}(t), w_{02}(t)\right)$.


Figure 2: Solid: $D^{1 / 2} w_{01}(t)$, Dashed: $f_{1}\left(t, w_{01}(t), w_{02}(t)\right)+g_{1}\left(t, v_{01}(t), v_{02}(t)\right)$.


Figure 3: Solid: $D^{1 / 3} v_{02}(t)$, Dashed: $f_{2}\left(t, v_{01}(t), v_{02}(t)\right)+g_{2}\left(t, w_{01}(t), w_{02}(t)\right)$.


Figure 4: Solid: $D^{1 / 3} w_{02}(t)$, Dashed: $f_{2}\left(t, w_{01}(t), w_{02}(t)\right)+g_{2}\left(t, v_{01}(t), v_{02}(t)\right)$.

After verifying that we have indeed coupled lower and upper solutions of Type I we computed four iterates of $\left\{t^{1 / 2} v_{n 1}(t)\right\}$ and $\left\{t^{1 / 2} w_{n 1}(t)\right\}$, as well as four iterates of $\left\{t^{1 / 3} v_{n 2}(t)\right\}$ and $\left\{t^{1 / 3} w_{n 2}(t)\right\}$ according to Theorem 3.1 for $t \in J_{0}=[0,1]$.


Figure 5: Solid: $\left\{t^{1 / 2} v_{n 1}(t)\right\}$, Dashed: $\left\{t^{1 / 2} w_{n 1}(t)\right\}, 0 \leq n \leq 4$.


Figure 6: Solid: $\left\{t^{1 / 3} v_{n 2}(t)\right\}$, Dashed: $\left\{t^{1 / 3} w_{n 2}(t)\right\}, 0 \leq n \leq 4$.

Finally we show a table of ten values of $\left\{t^{p_{i}} v_{4 i}(t)\right\}$ and $\left\{t^{p_{i}} w_{4 i}(t)\right\}$ on the interval $[0,1]$.

| $t$ | $t^{1 / 2} v_{4,1}(t)$ | $t^{1 / 2} w_{4,1}(t)$ | $t^{1 / 3} v_{4,2}(t)$ | $t^{1 / 3} w_{4,2}(t)$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 0.1 | 0.0610930 | 0.0610933 | 0.0310197 | 0.0310208 |
| 0.2 | 0.1318091 | 0.1318108 | 0.0790014 | 0.0790066 |
| 0.3 | 0.2122992 | 0.2123045 | 0.1437895 | 0.1438034 |
| 0.4 | 0.3027222 | 0.3027352 | 0.2253221 | 0.2253509 |
| 0.5 | 0.4032596 | 0.4032874 | 0.3235653 | 0.3236175 |
| 0.6 | 0.5141177 | 0.5141722 | 0.4384997 | 0.4385866 |
| 0.7 | 0.6355296 | 0.6356297 | 0.5701140 | 0.5702515 |
| 0.8 | 0.7677574 | 0.7679318 | 0.7184090 | 0.7186130 |
| 0.9 | 0.9110939 | 0.9113858 | 0.8833827 | 0.8836781 |
| 1.0 | 1.0658661 | 1.0663374 | 1.0650431 | 1.0654591 |

We have developed a monotone iterative technique for multi-order 2-systems of RiemannLiouville fractional differential equations with initial condition and presented an example that illustrates one of the main theorems. An advantage of this method is that the linear iterates do not require the computation of the Mittag-Leffler function. In our example the iterates appear to converge to a unique solution, we plan to work on establishing conditions for uniqueness in the near future. In the future we would also like to expand this method to $N$-systems as well as consider further generalizations of the monotone method. One such expansion would be the quasilinearization method, where the hypotheses are strengthened yet the convergence becomes quadratic, for more information see 4, 13. And ultimately we hope that these results help further the study of R-L fractional multi-order systems.
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#### Abstract

In order to investigate the generalized periodic solutions of the generalized phi-four equation, we use the Jacobi elliptic functions. Many kinds of solutions are obtained. For some parameters, these envelope periodic solutions can degenerate to the envelope shock wave solutions (dark solitons) and the envelope solitary wave solutions (bright solitons). The existence of these solutions is determined by the parameters of the initial equation. The solutions found in this work can be used in many areas of physics such as telecommunications.
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## 1 Introduction

Before the discovery of solitons, scientists had taken the nonlinear terms in an equation as perturbations. The history of solitons (the wave of translation), in fact, dates back to 1834 , the year in which John Scott Russell observed that a heap of water in a canal propagated undistorted over several kilometers. The results obtained in the linear theory of waves, by ignoring the nonlinear parts, are most frequently too far from reality to be useful. The transition from linear to nonlinear description is justified by the necessity to take into account all the details of the observed phenomena. The wave of translation was regarded as a curiosity until the $1960 s$, when scientists began to use computers to study nonlinear wave propagation. The discovery of mathematical solutions started

[^3]with the analysis of nonlinear partial differential equations, such as in the works of Boussinesq and Rayleigh, carried out independently. Recently, a new direction related to the investigation of nonlinear phenomena and processes has been actively developed in various areas, including hydrodynamics, nonlinear optics, plasma physics, and biology [1-8, to mention a few. A remarkable number of evolution equations (sine-Gordon, Korteweg de Vries, Boussinesq, Schrodinger and others) considered by the end of the $19^{\text {th }}$ century, radically changed the thinking of scientists about the nature of nonlinearity. It then becomes necessary to solve these nonlinear equations. The exact analytical solutions of nonlinear equations are hardly obtained. In recent years, quite a few methods for obtaining explicit traveling and solitary wave solutions of nonlinear evolution equations in mathematics and physics have been proposed. We can list the generalized iterative methods [9], computational methods [10], travelling wave solutions method [11], the sinecosine method 12[13], Backlund transform method [14], the sinc-collocation method [15], Darboux transform method [16, Painleve's singularity structure analysis 17, homotopy perturbation method [18, variational iteration method [19, inverse scattering transform method [20], the (G'/G)-expansion method [21], the Hirota's bilinear method [22], expfunction method [23], tanh method [24, 25], extended three-wave method [26]. These methods, however, can only obtain the shock and solitary wave solutions or the periodic solutions with the elementary functions [27-32], but cannot get the generalized periodic solutions of nonlinear equations. The objective of this work is to use the Jacobi elliptic method [33] to obtain the generalized periodic solutions with the phi-four equation.

The standard form of phi-four equation

$$
\begin{equation*}
u_{t t}-u_{x x}+u^{3}-u=0 \tag{1}
\end{equation*}
$$

arises in many branches of mathematical physics. Its special solutions are known as kink and antikink solitons. In our investigations, we consider the following form of equation (1):

$$
\begin{equation*}
\left(u^{l}\right)_{t t}-a\left(u^{n}\right)_{x x}-b u^{m}+c u^{n}=0 \tag{2}
\end{equation*}
$$

where $a, b$ and $c$ are arbitrary nonzero constants and $l, m$ and $n$ are integers; $u(x, t)$ is the unknown function depending on the spatial variable $x$ and the temporal variable $t$. The subscripts $x$ and $t$ denote partial derivatives with respect to these variables. The technique that will be used is the most effective direct method to construct generalized wave solutions of nonlinear evolution equations.

## 2 Jacobi Elliptic sn Function

By means of the Jacobi elliptic function, $u(x, t)$ can be expressed as follows:

$$
\begin{equation*}
u(x, t)=A s n^{p} \xi, \quad \xi=q\left(x-v_{0} t\right) \tag{3}
\end{equation*}
$$

where $p>0$ is a constant which will be determined later. $A$ represents the amplitude of the wave, while $v_{0}$ is the velocity of the wave; $q$ can represent the inverse width of the
wave. From equation (3), we have:

$$
\left\{\begin{array}{l}
u^{m}=A^{m} s n^{p m} \xi  \tag{4}\\
u^{n}=A^{n} s n^{p n} \xi \\
\left(u^{l}\right)_{t t}=A^{l} p l q^{2} v_{0}^{2}\left[(p l-1) s n^{p l-2} \xi-p l\left(1+k^{2}\right) s n^{p l} \xi+(p l+1) k^{2} s n^{p l+2} \xi\right] \\
\left(u^{n}\right)_{x x}=A^{n} p n q^{2}\left[(p n-1) s n^{p n-2} \xi-p n\left(1+k^{2}\right) s n^{p n} \xi+(p n+1) k^{2} s n^{p n+2} \xi\right]
\end{array}\right.
$$

The following relations are taken into account:

$$
\begin{equation*}
c n^{2}(\xi, k)+s n^{2}(\xi, k)=1, \quad d n^{2}(\xi, k)+k^{2} s n^{2}(\xi, k)=1 \tag{5}
\end{equation*}
$$

Substituting the expression (41) into (21) yields

$$
\begin{array}{r}
A^{l} p l q^{2} v_{0}^{2}\left[(p l-1) s n^{p l-2} \xi-p l\left(1+k^{2}\right) s n^{p l} \xi+(p l+1) k^{2} s n^{p l+2} \xi\right] \\
-a A^{n} p n q^{2}\left[(p n-1) s n^{p n-2} \xi-p n\left(1+k^{2}\right) s n^{p n} \xi+(p n+1) k^{2} s n^{p n+2} \xi\right] \\
-b A^{m} s n^{p m} \xi+c A^{n} s n^{p n} \xi=0 . \tag{6}
\end{array}
$$

From equation (6), equating the exponents of $s n^{p n+2} \xi$ and $s n^{p m} \xi$ functions we get

$$
\begin{equation*}
p=\frac{2}{m-n} \tag{7}
\end{equation*}
$$

Also from equation (6), equating the exponents of $s n^{p l} \xi$ and $s n^{p n} \xi$ functions we have

$$
\begin{equation*}
l=n \tag{8}
\end{equation*}
$$

If we make the same gymnastic with the exponents of $s n^{p l+2} \xi$ and $s n^{p n+2} \xi$ and for $s n^{p l-2} \xi$ and $s n^{p n-2} \xi$ functions, we also obtain $l=n$. Now, in view of equation (8), the functions $s n^{p l+j} \xi$ with $j=-2,0,2$ in (6) are linearly independent. Thus, their respective coefficients must vanish. Setting their coefficients to zero gives the system of algebraic equations:

$$
\begin{gather*}
A^{n} p n q^{2}(p n-1)\left(v_{0}^{2}-a\right)=0  \tag{9}\\
A^{n} p^{2} n^{2} q^{2}\left(1+k^{2}\right)\left(a-v_{0}^{2}\right)+c A^{n}=0  \tag{10}\\
A^{n} p n q^{2} k^{2}(p n+1)\left(v_{0}^{2}-a\right)-b A^{m}=0 \tag{11}
\end{gather*}
$$

If $v_{0}^{2}-a \neq 0$, then equation (9) gives the relation between the two parameters $p$ and $n$, that is

$$
\begin{equation*}
p=\frac{1}{n} \tag{12}
\end{equation*}
$$

and using relation (7), we have:

$$
\begin{equation*}
m=3 n \tag{13}
\end{equation*}
$$

From equation (10), one obtains

$$
\begin{equation*}
q^{2}=\frac{c}{\left(1+k^{2}\right)\left(v_{0}^{2}-a\right)} \tag{14}
\end{equation*}
$$

Inserting (14) into (11) yields

$$
\begin{equation*}
A=\left[\frac{2 k^{2} c}{b\left(1+k^{2}\right)}\right]^{\frac{1}{2 n}} \tag{15}
\end{equation*}
$$

Thus, the generalized solutions of equation (3) are given by

$$
\begin{equation*}
u(x, t)=\left\{\sqrt{\frac{2 k^{2} c}{b\left(1+k^{2}\right)}} \operatorname{sn}\left[\sqrt{\frac{c}{\left(1+k^{2}\right)\left(v_{0}^{2}-a\right)}}\left(x-v_{0} t\right)\right]\right\}^{\frac{1}{n}} \tag{16}
\end{equation*}
$$

We clearly observe that these solutions exist if and only if $c\left(v_{0}^{2}-a\right)>0$ and $b c>0$. As $k \rightarrow 1$, corresponding envelope solitary wave solutions are

$$
\begin{equation*}
u(x, t)=\left\{\sqrt{\frac{c}{b}} \tanh \left[\sqrt{\frac{c}{2\left(v_{0}^{2}-a\right)}}\left(x-v_{0} t\right)\right]\right\}^{\frac{1}{n}} \tag{17}
\end{equation*}
$$

Namely dark solitons of equation (17) look like those found by Triki and Wazwaz in [34]. This justifies the fact that the present method is more explicit.

## 3 Jacobi Elliptic cn Function

In this section, $u(x, t)$ is expressed as follows:

$$
\begin{equation*}
u(x, t)=A c n^{p} \xi, \quad \xi=q\left(x-v_{0} t\right) . \tag{18}
\end{equation*}
$$

In this equation, $p>0$. From equation (18), we get:
$\left\{\begin{array}{l}u^{m}=A^{m} c n^{p m} \xi, \\ u^{n}=A^{n} c n^{p n} \xi, \\ \left(u^{l}\right)_{t t}=A^{l} p l q^{2} v_{0}^{2}\left[(p l-1)\left(1-k^{2}\right) c n^{p l-2} \xi+p l\left(2 k^{2}-1\right) c n^{p l} \xi-(p l+1) k^{2} c n^{p l+2} \xi\right], \\ \left(u^{n}\right)_{x x}=A^{n} p n q^{2}\left[(p n-1)\left(1-k^{2}\right) c n^{p n-2} \xi+p n\left(2 k^{2}-1\right) c n^{p n} \xi-(p n+1) k^{2} c n^{p n+2} \xi\right] .\end{array}\right.$
Inserting (19) into (2), one obtains:

$$
\begin{array}{r}
A^{l} p l q^{2} v_{0}^{2}\left[(p l-1)\left(1-k^{2}\right) c n^{p l-2} \xi+p l\left(2 k^{2}-1\right) c n^{p l} \xi-(p l+1) k^{2} c n^{p l+2} \xi\right] \\
-a A^{n} p n q^{2}\left[(p n-1)\left(1-k^{2}\right) c n^{p n-2} \xi+p n\left(2 k^{2}-1\right) c n^{p n} \xi-(p n+1) k^{2} c n^{p n+2} \xi\right] \\
-b A^{m} c n^{p m} \xi+c A^{n} c n^{p n} \xi=0 . \tag{20}
\end{array}
$$

In equation (20), equating the exponents of $c n^{p n+2} \xi$ and $c n^{p m} \xi$ functions gives

$$
\begin{equation*}
p=\frac{2}{m-n} . \tag{21}
\end{equation*}
$$

Also from equation (20), equating the exponents of $c n^{p l} \xi$ and $c n^{p n} \xi$ functions we get

$$
\begin{equation*}
l=n . \tag{22}
\end{equation*}
$$

The same work can be done with the exponents of $c n^{p l+2} \xi$ and $c n^{p n+2} \xi$ and for $c n^{p l-2} \xi$ and $c n^{p n-2} \xi$ functions; we also obtain $l=n$. Now, the functions $c n^{p l+j} \xi$ with $j=-2,0,2$
in (20) are linearly independent. Thus, their respective coefficients must vanish. Setting their coefficients to zero gives the system of algebraic equations:

$$
\begin{gather*}
A^{n} p n q^{2}(p n-1)\left(1-k^{2}\right)\left(v_{0}^{2}-a\right)=0  \tag{23}\\
A^{n} p^{2} n^{2} q^{2}\left(2 k^{2}-1\right)\left(v_{0}^{2}-a\right)+c A^{n}=0  \tag{24}\\
A^{n} p n q^{2} k^{2}(p n+1)\left(a-v_{0}^{2}\right)-b A^{m}=0 \tag{25}
\end{gather*}
$$

If $v_{0}^{2}-a \neq 0$, then equation (23) gives the following two relations, that is

$$
\left\{\begin{array}{l}
p=\frac{1}{n}  \tag{26}\\
k^{2}=1
\end{array}\right.
$$

Equation (24) gives

$$
\begin{equation*}
q^{2}=\frac{c}{p^{2} n^{2}\left(2 k^{2}-1\right)\left(a-v_{0}^{2}\right)} \tag{27}
\end{equation*}
$$

and (25) yields

$$
\begin{equation*}
A=\left[\frac{(p n+1) k^{2} c}{b p n\left(2 k^{2}-1\right)}\right]^{\frac{1}{m-n}} \tag{28}
\end{equation*}
$$

Thus, the generalized solutions of equation(3) are given by:
Case 1: $p=\frac{1}{n}$, i.e. $m=3 n ; q^{2}=\frac{c}{\left(2 k^{2}-1\right)\left(a-v_{0}^{2}\right)}, A=\left[\frac{2 k^{2} c}{b\left(2 k^{2}-1\right)}\right]^{\frac{1}{2 n}}$ and

$$
\begin{equation*}
u(x, t)=\left\{\sqrt{\frac{2 k^{2} c}{b\left(2 k^{2}-1\right)}} c n\left[\sqrt{\frac{c}{\left(2 k^{2}-1\right)\left(a-v_{0}^{2}\right)}}\left(x-v_{0} t\right)\right]\right\}^{\frac{1}{n}} \tag{29}
\end{equation*}
$$

Case 2: $k^{2}=1 ; q^{2}=\frac{c(m-n)^{2}}{4 n^{2}\left(a-v_{0}^{2}\right)}, A=\left[\frac{(m+n) c}{2 n b}\right]^{\frac{1}{m-n}}$ and

$$
\begin{equation*}
u(x, t)=\left\{\frac{(m+n) c}{2 n b} \operatorname{sech}^{2}\left[\sqrt{\frac{c(m-n)^{2}}{4 n^{2}\left(a-v_{0}^{2}\right)}}\left(x-v_{0} t\right)\right]\right\}^{\frac{1}{m-n}} \tag{30}
\end{equation*}
$$

It is evident that these solutions have a physical sense if and only if $c\left(a-v_{0}^{2}\right)>0$ and $b c>0$. $k$ must be different from zero in (29). Equation (30) is an exact bright soliton solution of (3).

## 4 Jacobi Elliptic dn Function

In this section, $u(x, t)$ is expressed as follows:

$$
\begin{equation*}
u(x, t)=A d n^{p} \xi, \quad \xi=q\left(x-v_{0} t\right) . \tag{31}
\end{equation*}
$$

Here again, $p$ has to be positive. From (31), we get:

$$
\left\{\begin{array}{l}
u^{m}=A^{m} d n^{p m} \xi,  \tag{32}\\
u^{n}=A^{n} d n^{p n} \xi \\
\left(u^{l}\right)_{t t}=A^{l} p l q^{2} v_{0}^{2}\left[(p l-1)\left(k^{2}-1\right) d n^{p l-2} \xi+p l\left(2-k^{2}\right) d n^{p l} \xi-(p l+1) d n^{p l+2} \xi\right], \\
\left(u^{n}\right)_{x x}=A^{n} p n q^{2}\left[(p n-1)\left(k^{2}-1\right) d n^{p n-2} \xi+p n\left(2-k^{2}\right) d n^{p n} \xi-(p n+1) d n^{p n+2} \xi\right]
\end{array}\right.
$$

Inserting (32) into (3), one obtains:

$$
\begin{array}{r}
A^{l} p l q^{2} v_{0}^{2}\left[(p l-1)\left(k^{2}-1\right) d n^{p l-2} \xi+p l\left(2-k^{2}\right) d n^{p l} \xi-(p l+1) d n^{p l+2} \xi\right] \\
-a A^{n} p n q^{2}\left[(p n-1)\left(k^{2}-1\right) d n^{p n-2} \xi+p n\left(2-k^{2}\right) d n^{p n} \xi-(p n+1) d n^{p n+2} \xi\right] \\
-b A^{m} d n^{p m} \xi+c A^{n} d n^{p n} \xi=0 \tag{33}
\end{array}
$$

In (33), equating the exponents of $d n^{p n+2} \xi$ and $d n^{p m} \xi$ functions gives

$$
\begin{equation*}
p=\frac{2}{m-n} . \tag{34}
\end{equation*}
$$

Also from (33), equating the exponents of $d n^{p l} \xi$ and $d n^{p n} \xi$ functions we have

$$
\begin{equation*}
l=n \tag{35}
\end{equation*}
$$

which is also obtained by equating the exponents' pairs $p l+2$ and $p n+2, p l-2$ and $p n-2$. Setting the coefficients of the linearly independent functions $d n^{p l+j} \xi$, where $j=-2,0,2$, to zero gives the system of algebraic equations:

$$
\begin{align*}
& A^{n} p n q^{2}(p n-1)\left(k^{2}-1\right)\left(v_{0}^{2}-a\right)=0  \tag{36}\\
& A^{n} p^{2} n^{2} q^{2}\left(2-k^{2}\right)\left(v_{0}^{2}-a\right)+c A^{n}=0  \tag{37}\\
& A^{n} p n q^{2}(p n+1)\left(a-v_{0}^{2}\right)-b A^{m}=0 \tag{38}
\end{align*}
$$

If $v_{0}^{2}-a \neq 0$, then equation (36) gives the following two relations

$$
\left\{\begin{array}{l}
p=\frac{1}{n}  \tag{39}\\
k^{2}=1
\end{array}\right.
$$

Equation (37) gives

$$
\begin{equation*}
q^{2}=\frac{c}{p^{2} n^{2}\left(2-k^{2}\right)\left(a-v_{0}^{2}\right)}, \tag{40}
\end{equation*}
$$

and (38) yields

$$
\begin{equation*}
A=\left[\frac{(p n+1) c}{b p n\left(2-k^{2}\right)}\right]^{\frac{1}{m-n}} \tag{41}
\end{equation*}
$$

The generalized solutions of equation (3) are given by:
Case 1: $p=\frac{1}{n}$, i.e. $m=3 n ; q^{2}=\frac{c}{\left(2-k^{2}\right)\left(a-v_{0}^{2}\right)}, A=\left[\frac{2 c}{b\left(2-k^{2}\right)}\right]^{\frac{1}{2 n}}$ and

$$
\begin{equation*}
u(x, t)=\left\{\sqrt{\frac{2 c}{b\left(2-k^{2}\right)}} d n\left[\sqrt{\frac{c}{\left(2-k^{2}\right)\left(a-v_{0}^{2}\right)}}\left(x-v_{0} t\right)\right]\right\}^{\frac{1}{n}} \tag{42}
\end{equation*}
$$

Case 2: $k^{2}=1 ; q^{2}=\frac{c(m-n)^{2}}{4 n^{2}\left(a-v_{0}^{2}\right)}, A=\left[\frac{(m+n) c}{2 n b}\right]^{\frac{1}{m-n}}$ and

$$
\begin{equation*}
u(x, t)=\left\{\frac{(m+n) c}{2 n b} \operatorname{sech}^{2}\left[\sqrt{\frac{c(m-n)^{2}}{4 n^{2}\left(a-v_{0}^{2}\right)}}\left(x-v_{0} t\right)\right]\right\}^{\frac{1}{m-n}} \tag{43}
\end{equation*}
$$

with $c\left(a-v_{0}^{2}\right)>0$ and $b c>0$.
These soliton solutions can be controlled well by adjusting the parameters of the system. From one ansatz, we carry out many types of solutions, and we conclude that the present method is straightforward and concise.

## 5 Conclusion

In this work, we have considered a generalized phi-four equation with arbitrary constant coefficients and general values of the exponents in the dissipation and nonlinear terms. With the aid of Jacobi elliptic functions, the generalized periodic solutions are obtained. We have noted that the existence of these solutions depends on whether $c\left(v_{0}^{2}-a\right)>0$ or $c\left(a-v_{0}^{2}\right)>0$ and $b c>0$. We have also pointed out that for some parameters, these envelope periodic solutions can degenerate to the non-topological and topological solitons.
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#### Abstract

This paper continues dealing with a class of antagonistic games with two players initiated in Dshalalow et al. [1]. Here we validate our claim of analytic tractability in the results obtained in [1] under various transforms.


Keywords: noncooperative stochastic games; fluctuation theory; marked point processes; Poisson process; ruin time; exit time; first passage time; modified Bessel functions.
Mathematics Subject Classification (2010): 82B41, 60G51, 60G55, 60G57, 91A10, 91A05, 91A60, 60K05.

## 1 Introduction

In this paper we continue our studies of a stochastic game of two players of a fully antagonistic nature initiated in [1] by the same authors. The game evolves as a mutual conflict involving two players A and B hitting each other at random and continued until one of the players is "exhausted." In short, the players attack each other in accordance with two independent marked point processes

$$
\mathcal{A}:=\sum_{j \geq 1} w_{j} \varepsilon_{s_{j}}, \text { and } \mathcal{B}:=\sum_{k \geq 1} z_{k} \varepsilon_{t_{k}}, s_{1}, t_{1}>0
$$

representing respective attacks to players A and B . Here $\varepsilon_{a}$ is the Dirac point mass at point $a \in \mathbb{R}, \sum_{j \geq 1} \varepsilon_{s_{j}}$, and $\sum_{k \geq 1} \varepsilon_{t_{k}}$ are underlying point random measures of the times of attacks, while the marks $w_{j}$ 's and $z_{k}$ 's represent respective damages to players A and

[^4]B. Players A and B can sustain the attacks until their respective cumulative casualties cross thresholds $M$ and $N$ (positive real numbers). At a time when it takes place (at the first passage time), i.e., when one of the players loses the game, the game should formally stop. However, the game was assumed to be tracked by a third party observer upon random epochs of time $\tau_{1}, \tau_{2}, \ldots$ and consequently, the outcome of the game is unknown in real time. The first passage time is then shifted to epoch $\tau_{\rho}$ (called the first observed passage time) that takes place upon one of the observation epochs. Thus, the narrative of the game is delayed allowing the players to continue fighting even after one of the players lost the game thereby letting the game to proceeed in a more realistic scenario.

We further assumed in [1] that $\mathcal{A}$ and $\mathcal{B}$ are marked Poisson random measures and $\tau:=\sum_{i \geq 1} \varepsilon_{\tau_{i}}, \tau_{0}>0$ was a renewal process with interrenewal times being exponentially distributed. If $X_{i}$ and $Y_{i}$ are increments of the casualties to players A and B on $\left(\tau_{i-1}, \tau_{i}\right]$ observed at time $\tau_{i}$, then

$$
A_{k}=X_{0}+X_{1}+\ldots+X_{k}, B_{k}=Y_{0}+Y_{1}+\ldots+Y_{k}
$$

form the cumulative damages to players A and B by time $\tau_{k}$. With the exit indices

$$
\mu:=\inf \left\{j \geq 0: A_{j}=X_{0}+X_{1}+\ldots+X_{j}>M\right\}
$$

and

$$
\nu:=\inf \left\{k \geq 0: B_{k}=Y_{0}+Y_{1}+\ldots+Y_{k}>N\right\}
$$

$A_{\mu}$ and $B_{\nu}$ are the respective cumulative damages to players A and B at their respective observed or virtual ruin times. In [1], the functional of interest was

$$
\Phi_{\mu \nu}=\Phi_{\mu \nu}(\alpha, \beta, \theta)=E e^{-\alpha A_{\mu}-\beta B_{\mu}-\theta \tau_{\mu}} \mathbf{1}_{\{\mu<\nu\}}
$$

giving the joint transform of the first observed passage time $\tau_{\mu}$ (the ruin time of player A), along with the status of the respective casualties to players A and B at $\tau_{\mu}=\tau_{\rho}$ on the confine $\sigma$-algebra $\mathcal{F}(\Omega) \cap\{\mu<\nu\}$. This functional was obtained in terms of the double Laplace-Carson and Laplace-Stieltjes transforms under the claim that it was analytically invertible. We succeeded in doing this. The inverse formulas contained various special functions but seemed to be cumbersome. We go on the further claim that the results are numerically tame.

We ended [1] with obtaining the marginal functional $E e^{-\alpha A_{\mu}} \mathbf{1}_{\{\mu<\nu\}}$ in terms of modified Bessel functions and their integrals. The objective of this paper is to continue with other marginal functionals and a subsequent inversion of their Laplace-Stieltjes transforms to arrive at explicit probability distributions and then illustrate the result with computational examples. Note that either the present paper and [1] are abridged and their complete version is available in [2].

## 2 Further Cases of Marginal Functionals

Our next goal is to get the other marginal transforms. They are to be obtained from $\Phi_{\mu \nu}(\alpha, \beta, \theta)=E e^{-\alpha A_{\mu}-\beta B_{\mu}-\theta \tau_{\mu}} \mathbf{1}_{\{\mu<\nu\}}$ in (2.27) and (3.21-3.73) of [1]. In Case 1 [1], we gave $\Phi_{\mu \nu}(\alpha, 0,0)=E e^{-\alpha A_{\mu}} \mathbf{1}_{\{\mu<\nu\}}$. We continue with the other cases.

Case 2. Setting $\alpha=\theta=0$ in $\Phi_{\mu \nu}(\alpha, \beta, \theta)$ leads us to the marginal Laplace-Stieltjes transform of the casualties to player B at the exit from the game to be lost by player A,
$\Phi_{\mu \nu}(0, \beta, 0):=E e^{-\beta B_{\mu}} \mathbf{1}_{\{\mu<\nu\}}$. After setting $\alpha=\theta=0$ in (3.70-3.71) [1], we arrive at the following.
(i) Case $\boldsymbol{\delta} \neq \boldsymbol{\lambda}_{\boldsymbol{A}}$. Proceeding as in Case 1 (see more details in [2]) we have

$$
\begin{align*}
& \Phi_{\mu \nu}^{(1)}(0,\beta, 0)=\left\{\frac{\lambda_{A} \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right)} \cdot e^{-N \beta} e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} e^{-\left(\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}\right)\left(N-Y_{0}\right)}\right. \\
& \times I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) \\
&+\int_{z=0}^{N-Y_{0}}\left[\left(\frac{\lambda_{A} \delta \beta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right)}+\frac{\lambda_{A} h\left(\delta^{2}+2 \lambda_{B} \delta\right)}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right)^{2}}+\frac{\lambda_{A} \lambda_{B}^{2} h^{2} \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right)^{3}}\right.\right. \\
&\left.\times \frac{1}{\beta+\frac{h \delta}{\delta+\lambda_{B}}}\right) e^{-\left(Y_{0}+z\right) \beta} e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} e^{-\left(\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}\right) z} \\
& \times I_{0}\left(2 \sqrt{\left.\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}\right)}\right] d z+\frac{-\lambda_{A} \lambda_{B}^{2} h^{2} \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right)^{3}} \cdot \frac{1}{\beta+\frac{h \delta}{\delta+\lambda_{B}}} \\
& \quad \times e^{-N \beta} e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} e^{-\left(\frac{h \delta}{\delta+\lambda_{B}}\right)\left(N-Y_{0}\right)} \\
& \quad \times \int_{z=0}^{N-Y_{0}} e^{\left(\frac{\lambda_{B} h\left(\delta-\lambda_{A}\right)}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right) z} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) d z\right\}} \\
& \quad \times \mathbf{1}_{\left(X_{0}, \infty\right)}(M) \mathbf{1}_{\left(Y_{0}, \infty\right)}(N) . \tag{2.1}
\end{align*}
$$

(ii) Case $\boldsymbol{\delta}=\boldsymbol{\lambda}_{\boldsymbol{A}}$. Furthermore,

$$
\begin{align*}
& \Phi_{\mu \nu}^{(2)}(0, \beta, 0)=\left\{\frac{\lambda_{A}^{2}}{\left(\lambda_{A}+\lambda_{B}\right)^{2}} \cdot e^{-N \beta} e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} e^{-\left(\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}\right)\left(N-Y_{0}\right)}\right. \\
& \times I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) \\
&+\int_{z=0}^{N-Y_{0}}\left[\left(\frac{\lambda_{A}^{2} \beta}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}+\frac{\lambda_{A} h\left(\lambda_{A}^{2}+2 \lambda_{A} \lambda_{B}\right)}{\left(\lambda_{A}+\lambda_{B}\right)^{3}}+\frac{\lambda_{A}^{2} \lambda_{B}^{2} h^{2}}{\left(\lambda_{A}+\lambda_{B}\right)^{4}} \cdot \frac{1}{\beta+\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}}\right)\right. \\
&\left.\times e^{-\left(Y_{0}+z\right) \beta} e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} e^{-\left(\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}\right) z} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right)\right] d z \\
&+\frac{-\lambda_{A}^{2} \lambda_{B}^{2} h^{2}}{\left(\lambda_{A}+\lambda_{B}\right)^{3}} \sqrt{\frac{N-Y_{0}}{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)}} \cdot \frac{1}{\beta+\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}} \cdot e^{-N \beta} e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} \\
&\left.\quad \times e^{-\left(\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}\right)\left(N-Y_{0}\right)} I_{1}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right)\right\} \\
& \quad \times \mathbf{1}_{\left(X_{0}, \infty\right)}(M) \mathbf{1}_{\left(Y_{0}, \infty\right)}(N) . \tag{2.2}
\end{align*}
$$

Case 3. With $\alpha=\beta=0$ we obtain the Laplace-Stieltjes transform of the exit time of the game to be lost by player A, $\Phi_{\mu \nu}(0,0, \theta):=E e^{-\theta \tau_{\mu}} \mathbf{1}_{\{\mu<\nu\}}$.
(i) Case $\boldsymbol{\delta} \neq \boldsymbol{\lambda}_{\boldsymbol{A}}$.

$$
\begin{align*}
& \Phi_{\mu \nu}^{(1)}(0,0, \theta)=\left\{\frac{\lambda_{A} \delta}{\Lambda\left(\delta+\theta+\lambda_{B}\right)} \cdot e^{-\left(g-\frac{\lambda_{A} g}{\Lambda}\right)\left(M-X_{0}\right)} e^{-\left(h-\frac{\lambda_{B} h}{\Lambda}\right)\left(N-Y_{0}\right)}\right. \\
& \quad \times I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\Lambda^{2}}}\right)+\frac{\lambda_{A} h \delta}{\Lambda(\delta+\theta)} \cdot e^{-\left(g-\frac{\lambda_{A} g}{\Lambda}\right)\left(M-X_{0}\right)} \\
& \quad \times \int_{z=0}^{N-Y_{0}} e^{-\left(h-\frac{\lambda_{B} h}{\Lambda}\right) z} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\Lambda^{2}}}\right) d z \\
& \quad+\frac{-\lambda_{A} \lambda_{B}^{2} h \delta}{\Lambda(\delta+\theta)\left(\delta+\theta+\lambda_{B}\right)^{2}} \cdot e^{-\left(g-\frac{\lambda_{A} g}{\Lambda}\right)\left(M-X_{0}\right)} \cdot e^{-\left(h-\frac{\lambda_{B} h}{\delta+\theta+\lambda_{B}}\right)\left(N-Y_{0}\right)} \\
& \quad \times \int_{z=0}^{N-Y_{0}} e^{\left(\frac{\lambda_{B} h}{\Lambda}-\frac{\lambda_{B} h}{\delta+\theta+\lambda_{B}}\right) z} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\Lambda^{2}}} d z\right\} \\
& \quad \times \mathbf{1}_{\left(X_{0}, \infty\right)}(M) \mathbf{1}_{\left(Y_{0}, \infty\right)}(N) . \tag{2.3}
\end{align*}
$$

(ii) Case $\boldsymbol{\delta}=\boldsymbol{\lambda}_{\boldsymbol{A}}$.

$$
\begin{align*}
& \Phi_{\mu \nu}^{(2)}(0,0, \theta)=\left\{\begin{array}{l}
\lambda_{A}^{2} \\
\Lambda^{2}
\end{array} e^{-\left(g-\frac{\lambda_{A} g}{\Lambda}\right)\left(M-X_{0}\right)} e^{-\left(h-\frac{\lambda_{B} h}{\Lambda}\right)\left(N-Y_{0}\right)}\right. \\
& \times I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\Lambda^{2}}}\right)+\frac{\lambda_{A}^{2} h}{\Lambda\left(\theta+\lambda_{A}\right)} \cdot e^{-\left(g-\frac{\lambda_{A} g}{\Lambda}\right)\left(M-X_{0}\right)} \\
& \times \int_{z=0}^{N-Y_{0}} e^{-\left(h-\frac{\lambda_{B} h}{\Lambda}\right) z} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\Lambda^{2}}}\right) d z \\
& +\frac{-\lambda_{A}^{2} \lambda_{B}^{2} h}{\Lambda^{2}\left(\theta+\lambda_{A}\right)} \sqrt{\frac{N-Y_{0}}{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)}} \cdot e^{-\left(g-\frac{\lambda_{A} g}{\Lambda}\right)\left(M-X_{0}\right)} e^{-\left(h-\frac{\lambda_{B} h}{\Lambda}\right)\left(N-Y_{0}\right)} \\
& \left.\times I_{1}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\Lambda^{2}}}\right)\right\} \mathbf{1}_{\left(X_{0}, \infty\right)}(M) \mathbf{1}_{\left(Y_{0}, \infty\right)}(N) . \tag{2.4}
\end{align*}
$$

Here $I_{j}$ 's are modified Bessel functions.

## 3 The Probability Distribution of the Casualties Values to Players A and B

Here we will find the probability distribution function $F_{\mathrm{A}}$ of the exit value of casualties to player A (special case 1) by taking the inverse Laplace transform with respect to variable $\alpha$. The Laplace inverse formula that we use, along with (3.64-3.67) [1], is:

$$
\begin{equation*}
\mathcal{L}_{y}^{-1}\left(e^{-\alpha y} \cdot \frac{1}{(y+b)^{2}}\right)(q)=(q-\alpha) e^{-b(q-\alpha)} \mathbf{1}_{(\alpha, \infty)}(q) \tag{3.1}
\end{equation*}
$$

The above formula can be found in references [3,4] as well. After that, we apply the Laplace inverse to $\Phi_{\mu \nu}(\alpha, 0,0)=E e^{-\alpha A_{\mu}} \mathbf{1}_{\{\mu<\nu\}}$, arriving at

$$
\begin{align*}
& F_{\mathrm{A}}(t)=\mathcal{L}_{\alpha}^{-1}\left\{\Phi_{\mu \nu}(\alpha, 0,0)\right\}(t)=\left\{\frac{\lambda_{A} g \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{A}+\lambda_{B}\right)} \cdot e^{-\left(\frac{\left(\delta+\lambda_{B}\right) g}{\delta+\lambda_{A}+\lambda_{B}}\right)(t-M)}\right. \\
& \times e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} e^{-\left(\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}\right)\left(N-Y_{0}\right)} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) \\
& +\frac{\lambda_{A} h g \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{A}\right)} e^{-\left(\frac{g \delta}{\delta+\lambda_{A}}\right)(t-M)} e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} \int_{z=0}^{N-Y_{0}} e^{-\left(\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}}\right) z} \\
& \times I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) d z+\int_{z=0}^{N-Y_{0}}\left[\frac{-\lambda_{A} \lambda_{B}^{2} h g \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{A}\right)\left(\delta+\lambda_{A}+\lambda_{B}\right)^{2}}\right. \\
& \times e^{-\left(\frac{\left(\delta+\lambda_{B}\right) g}{\delta+\lambda_{A}+\lambda_{B}}\right)(t-M)} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(N-Y_{0}-z\right)(t-M)}{\left(\delta+\lambda_{A}+\lambda_{B}\right)^{2}}}\right) \\
& +\frac{-\lambda_{A}^{2} \lambda_{B} h g^{2} \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{A}\right)^{2}\left(\delta+\lambda_{A}+\lambda_{B}\right)} e^{-\left(\frac{g \delta}{\delta+\lambda_{A}}\right)(t-M)} \int_{w=0}^{t-M} e^{-\left(\frac{\lambda_{A} \lambda_{B} g}{\left(\delta+\lambda_{A}\right)\left(\delta+\lambda_{A}+\lambda_{B}\right)}\right) w} \\
& \times I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(N-Y_{0}-z\right) w}{\left(\delta+\lambda_{A}+\lambda_{B}\right)^{2}}}\right) d w+\frac{\lambda_{A}^{2} \lambda_{B} h g^{2} \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{A}+\lambda_{B}\right)^{2}} \\
& \times \sqrt{\frac{t-M}{\lambda_{A} \lambda_{B} h g\left(N-Y_{0}-z\right)}} \cdot e^{-\left(\frac{\left(\delta+\lambda_{B}\right) g}{\delta+\lambda_{A}+\lambda_{B}}\right)(t-M)} I_{1}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(N-Y_{0}-z\right)(t-M)}{\left(\delta+\lambda_{A}+\lambda_{B}\right)^{2}}}\right] \\
& \times e^{-\left(\frac{\lambda_{B} g}{\lambda_{A}+\lambda_{B}}\right)\left(M-X_{0}\right)} e^{-\left(\frac{\left(\delta+\lambda_{A}\right) h}{\delta+\lambda_{A}+\lambda_{B}}\right)\left(N-Y_{0}\right)} e^{\left(\frac{\lambda_{B} h \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{A}+\lambda_{B}\right)}\right) z} \\
& \left.\times I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) d z\right\} \mathbf{1}_{\left(X_{0}, \infty\right)}(M) \mathbf{1}_{\left(Y_{0}, \infty\right)}(N) \mathbf{1}_{(M, \infty)}(t) . \tag{3.2}
\end{align*}
$$

## 4 The Loss Probability

Another special case is the probability that player A loses to player B . This can be directly obtained from $\Phi_{\mu \nu}(\alpha, \beta, \theta)=E e^{-\alpha A_{\mu}-\beta B_{\mu}-\theta \tau_{\mu}} \mathbf{1}_{\{\mu<\nu\}}$ by setting $\alpha=\beta=\theta=0$ :

$$
\begin{equation*}
\Phi_{\mu \nu}(0,0,0):=E 1_{\{\mu<\nu\}}=P\{\mu<\nu\}=P\left\{\tau_{\mu}<\tau_{\nu}\right\} \tag{4.1}
\end{equation*}
$$

With $\alpha=\beta=\theta=0$ in (3.70-3.73) [1], we have
(i) Case $\boldsymbol{\delta} \neq \boldsymbol{\lambda}_{\boldsymbol{A}}$,

$$
\begin{align*}
& \Phi_{\mu \nu}^{(1)}(0,0,0)=\left\{\frac{\lambda_{A} \delta}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right)} \cdot e^{-\frac{\lambda_{B} g\left(M-X_{0}\right)}{\lambda_{A}+\lambda_{B}}} e^{-\frac{\lambda_{A} h\left(N-Y_{0}\right)}{\lambda_{A}+\lambda_{B}}}\right. \\
& \quad \times I_{0}\left(2 \sqrt{\left.\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}\right)+\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}} \cdot e^{-\frac{\lambda_{B} g\left(M-X_{0}\right)}{\lambda_{A}+\lambda_{B}}}}\right. \\
& \quad \times \int_{z=0}^{N-Y_{0}} e^{-\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}} z} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) d z \frac{-\lambda_{A} \lambda_{B}^{2} h}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right)^{2}} \\
& \left.\quad \times e^{-\frac{\lambda_{B} g\left(M-X_{0}\right)}{\lambda_{A}+\lambda_{B}}} e^{-\frac{h \delta\left(N-Y_{0}\right)}{\delta+\lambda_{B}}} \int_{z=0}^{N-Y_{0}} e^{\left(\frac{-\lambda_{B} h\left(\lambda_{A}-\delta\right)}{\left(\lambda_{A}+\lambda_{B}\right)\left(\delta+\lambda_{B}\right)}\right) z} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) d z\right\} \\
& \quad \times \mathbf{1}_{\left(X_{0}, \infty\right)}(M) \mathbf{1}_{\left(Y_{0}, \infty\right)}(N) \tag{4.2}
\end{align*}
$$

(ii) Case $\boldsymbol{\delta}=\boldsymbol{\lambda}_{\boldsymbol{A}}$,

$$
\begin{align*}
& \Phi_{\mu \nu}^{(2)}(0,0,0)=\left\{\frac{\lambda_{A}^{2}}{\left(\lambda_{A}+\lambda_{B}\right)^{2}} \cdot e^{-\frac{\lambda_{B} g\left(M-x_{0}\right)}{\lambda_{A}+\lambda_{B}}} e^{-\frac{\lambda_{A} h\left(N-Y_{0}\right)}{\lambda_{A}+\lambda_{B}}}\right. \\
& \quad \times I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right)+\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}} \cdot e^{-\frac{\lambda_{B} g\left(M-X_{0}\right)}{\lambda_{A}+\lambda_{B}}} \\
& \quad \times \int_{z=0}^{N-Y_{0}} e^{-\frac{\lambda_{A} h}{\lambda_{A}+\lambda_{B}} I_{0}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right) z}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right) d z} \\
& \quad+\frac{-\lambda_{A} \lambda_{B}^{2} h}{\left(\lambda_{A}+\lambda_{B}\right)^{2}} \sqrt{\frac{N-Y_{0}}{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)}} \cdot e^{-\frac{\lambda_{B} g\left(M-x_{0}\right)}{\lambda_{A}+\lambda_{B}}} e^{-\frac{\lambda_{A} h\left(N-Y_{0}\right)}{\lambda_{A}+\lambda_{B}}} \\
& \left.\quad \times I_{1}\left(2 \sqrt{\frac{\lambda_{A} \lambda_{B} h g\left(M-X_{0}\right)\left(N-Y_{0}\right)}{\left(\lambda_{A}+\lambda_{B}\right)^{2}}}\right)\right\} \mathbf{1}_{\left(X_{0}, \infty\right)}(M) \mathbf{1}_{\left(Y_{0}, \infty\right)}(N) . \tag{4.3}
\end{align*}
$$

## 5 Numerical Results

Even though the above formulas are totally explicit, they may look quite bulky. We would like to illustrate their tameness by means of simple computations. They also show how changing input parameters alters the trend of the game. For a full version of these computations including a MATLAB routine, see [2]. The program utilizes (4.2) and (4.3) with the results placed in the tables below.

| $\lambda_{A}$ | 45 | 45 | 45 | 45 | 45 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda_{B}$ | 45 | 45 | 45 | 45 | 45 |
| $g$ | 18 | 18 | 18 | 18 | 18 |
| $h$ | 18 | 18 | 18 | 18 | 18 |
| $M$ | 35 | 34 | 33 | 32 | 31 |
| $N$ | 33 | 33 | 33 | 33 | 33 |
| $X_{0}$ | 13 | 13 | 13 | 13 | 13 |
| $Y_{0}$ | 13 | 13 | 13 | 13 | 13 |
| $\delta$ | 45 | 45 | 45 | 45 | 45 |
| Probability of A losing | 0.1708 | 0.3106 | 0.4895 | 0.6749 | 0.8279 |


| $\lambda_{A}$ | 45 | 45 | 45 | 45 | 45 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda_{B}$ | 45 | 45 | 45 | 45 | 45 |
| $g$ | 18 | 18 | 18 | 18 | 18 |
| $h$ | 18 | 18 | 18 | 18 | 18 |
| $M$ | 33 | 33 | 33 | 33 | 33 |
| $N$ | 33 | 33 | 33 | 33 | 33 |
| $X_{0}$ | 10 | 11.5 | 13 | 14.5 | 16 |
| $Y_{0}$ | 13 | 13 | 13 | 13 | 13 |
| $\delta$ | 45 | 45 | 45 | 45 | 45 |
| Probability of A losing | 0.0811 | 0.2345 | 0.4895 | 0.7574 | 0.9268 |


| $\lambda_{A}$ | 18 | 18 | 18 | 18 | 18 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda_{B}$ | 20 | 20 | 20 | 20 | 20 |
| $g$ | 14 | 14 | 14 | 14 | 14 |
| $h$ | 16 | 12 | 11 | 10 | 6 |
| $M$ | 20 | 20 | 20 | 20 | 20 |
| $N$ | 24 | 24 | 24 | 24 | 24 |
| $X_{0}$ | 7 | 7 | 7 | 7 | 7 |
| $Y_{0}$ | 5 | 5 | 5 | 5 | 5 |
| $\delta$ | 100 | 100 | 100 | 100 | 100 |
| Probability of A losing | 0.9991 | 0.8014 | 0.5875 | 0.3324 | 0.0003 |


| $\lambda_{A}$ | 18 | 18 | 18 | 18 | 18 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda_{B}$ | 20 | 20 | 20 | 20 | 20 |
| $g$ | 14 | 14 | 14 | 14 | 14 |
| $h$ | 16 | 16 | 16 | 16 | 16 |
| $M$ | 32 | 28 | 26 | 24 | 20 |
| $N$ | 24 | 24 | 24 | 24 | 24 |
| $X_{0}$ | 7 | 7 | 7 | 7 | 7 |
| $Y_{0}$ | 5 | 5 | 5 | 5 | 5 |
| $\delta$ | 100 | 100 | 100 | 100 | 100 |
| Probability of A losing | 0.0129 | 0.2650 | 0.5910 | 0.8717 | 0.9991 |


| $\lambda_{A}$ | 18 | 18 | 18 | 18 | 18 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda_{B}$ | 20 | 20 | 20 | 20 | 20 |
| $g$ | 14 | 14 | 14 | 14 | 14 |
| $h$ | 16 | 16 | 16 | 16 | 16 |
| $M$ | 20 | 20 | 20 | 20 | 20 |
| $N$ | 24 | 24 | 24 | 24 | 24 |
| $X_{0}$ | 0.0001 | 0.01 | 1 | 2 | 7 |
| $Y_{0}$ | 5 | 5 | 5 | 5 | 5 |
| $\delta$ | 100 | 100 | 100 | 100 | 100 |
| Probability of A losing | 0.4191 | 0.4207 | 0.5910 | 0.7505 | 0.9991 |


| $\lambda_{A}$ | 8 | 8 | 8 | 8 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda_{B}$ | 10 | 10 | 10 | 10 | 10 |
| $g$ | 28 | 28 | 28 | 28 | 28 |
| $h$ | 24 | 32 | 35 | 38 | 46 |
| $M$ | 10 | 10 | 10 | 10 | 10 |
| $N$ | 12 | 12 | 12 | 12 | 12 |
| $X_{0}$ | 2 | 2 | 2 | 2 | 2 |
| $Y_{0}$ | 4 | 4 | 4 | 4 | 4 |
| $\delta$ | 50 | 50 | 50 | 50 | 50 |
| Probability of A losing | 0.0033 | 0.2419 | 0.4963 | 0.7431 | 0.9893 |


| $\lambda_{A}$ | 8 | 8 | 8 | 8 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda_{B}$ | 10 | 10 | 10 | 10 | 10 |
| $g$ | 28 | 28 | 28 | 28 | 28 |
| $h$ | 24 | 24 | 24 | 24 | 24 |
| $M$ | 10 | 10 | 10 | 10 | 10 |
| $N$ | 12 | 12 | 12 | 12 | 12 |
| $X_{0}$ | 7 | 5 | 4.5 | 4 | 2 |
| $Y_{0}$ | 4 | 4 | 4 | 4 | 4 |
| $\delta$ | 50 | 50 | 50 | 50 | 50 |
| Probability of A losing | 0.9996 | 0.7190 | 0.4888 | 0.2712 | 0.0033 |

where
$\lambda_{A}, \lambda_{B}=$ rates of strikes to player A by player B and player B to player A ;
$g^{-1}, h^{-1}=$ mean magnitudes of strikes to A by B and B to A ;
$M, N=$ thresholds of players A and B;
$X_{0}, Y_{0}=$ initial casualties to players A and B ;
$\delta^{-1}=$ observations frequency.
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#### Abstract

In this paper we are going to introduce the theory of capacity in MusielakOrlicz space. We will define the $C_{k, \varphi}$ capacity and the $D_{k, \varphi}$ capacity, prove their main properties, and establish relationship between $C_{k, \varphi}$ and $D_{k}, \varphi$. We shall introduce the theory of non-linear potential and give some of its properties.


Keywords: Musielak-Orlicz space; Radon measures space; capacity; potential.
Mathematics Subject Classification (2010): 31C15.

## Introduction

The theory of capacity and non-linear potential in the Lebesgue space $L^{p}$ studied by Maz'ya and Khavin in 10 and Meyers in 11 introduced the concept of capacity and non-linear potential in these spaces and provided very rich applications in functional analysis, harmonic analysis and the theory of partial differential equations. The previous concept was generalised by N. Aissaoui and A. Benkirane in [2] and [3], by replacing $L^{p}$ by Orlicz space.

The main purpose of this paper is to study the theory of capacity and non-linear potential in Musielak-Orlicz space. Our results generalize those of N. Aissaoui and A. Benkirane in the case of Orlicz spaces [see [3] and [2]]. Let us note that this generalization was touched upon by Fumi-Yuki Maeda, Yoshihiro Mizuta, Takao Ohno and Tetsu Shimomura in [9] [see the third paragraph], but we are going to deal with another method.

* Corresponding author: mailto:cherif_hassib@yahoo.fr

The present paper is organized as follows. In the first section, we recall the main results for the Musielak-Orlicz spaces and Radon measure spaces. In the second section, we define the capacity $C_{k}, \varphi$ in the Musielak-Orlicz spaces, give some of its properties, introduce a $D_{k}, \varphi$ capacity in terms of Radon measures and give its relations with $C_{k}, \varphi$. In the third section, we introduce the theory of the non-linear potential and give some of its properties.

## 1 Preliminaries

### 1.1 Musielak-Orlicz function

Let $\Omega$ be an open set in $\mathbb{R}^{N}$ and let $\varphi$ be a real-valued function defined in $\Omega \times \mathbb{R}^{+}$and satisfying the following conditions:
a) $\varphi(x,$.$) is an N-function [convex, increasing, continuous, \varphi(x, 0)=0, \varphi(x, t)>0 \forall t>0$ $\frac{\varphi(x, t)}{t} \rightarrow 0$ as $t \rightarrow 0, \frac{\varphi(x, t)}{t} \rightarrow \infty$ as $\left.t \rightarrow \infty\right]$.
b) $\varphi(., t)$ is a measurable function.

A function $\varphi(x, t)$, which satisfies the conditions a) and b) is called a Musielak-Orlicz function. Equivalently, $\varphi$ admits the representation:
$\varphi(y, t)=\int_{0}^{t} a(y, \tau) d \tau$, for all $y \in \Omega$ and $t \geqslant 0$, where $a(y,):. \mathbb{R}^{+} \rightarrow \mathbb{R}^{+} \quad$ is nondecreasing, right continuous, for all $y \in \Omega: \quad a(y, 0)=0$, $a(y, t)>0$ for $t_{i} 0$ and $\lim _{t \rightarrow+\infty} a(y, t)=+\infty$.

The function $a(y,$.$) is called the derivative of \varphi(y,$.$) . The Musielak-Orlicz function$ $\varphi$ is said to satisfy the $\Delta_{2}$-condition if there exists $K \geqslant 2$ such that

$$
\varphi(y, 2 t) \leqslant K \varphi(y, t), \quad \text { for all } y \in \Omega \quad \text { and } t \geqslant 0
$$

The smallest $K$ is called the $\Delta_{2}$-constant of $\varphi$. When the last inequality holds only for $t \geqslant$ some $t_{0}>0$ then $\varphi$ is said to satisfy the $\Delta_{2}$-condition near infinity.

### 1.2 Musielak-Orlicz spaces

Let $\varphi$ be a Musielak-Orlicz function, we define the functional

$$
\varrho_{\varphi, \Omega}(u)=\int_{\Omega} \varphi(x,|u(x)|) d x
$$

where $u: \Omega \mapsto \mathbb{R}$ is a Lebesgue measurable function.
In the following the measurability of a function $u: \Omega \mapsto \mathbb{R}$ means the Lebesgue measurability.

The set

$$
K_{\varphi}(\Omega)=\left\{u: \Omega \mapsto \mathbb{R}, \text { measurable } / \varrho_{\varphi}, \Omega(u)<\infty\right\}
$$

is called the Musielak-Orlicz class.
The Musielak-Orlicz space $L_{\varphi}(\Omega)$ is the vector space generated by $K_{\varphi}(\Omega)$, that is $L_{\varphi}(\Omega)$ is the smallest linear space containing the set $K_{\varphi}(\Omega)$. Equivalently:

$$
L_{\varphi}(\Omega)=\left\{u: \Omega \mapsto \mathbb{R}, \text { measurable } / \varrho_{\varphi}, \Omega\left(\frac{u}{\lambda}\right)<+\infty \text { for some } \lambda>0\right\}
$$

$K \varphi(\Omega)$ is a convex subset of $L \varphi(\Omega)$. If $\Omega=\mathbb{R}^{N}$ then $L_{\varphi}\left(\mathbb{R}^{N}\right)$ is denoted by $L_{\varphi}$.

Let

$$
\psi(x, s)=\sup \{s t-\varphi(x, t) \quad / t \geqslant 0\} .
$$

That is, $\psi$ is the Musielak-Orlicz function complementary to $\varphi(x, t)$ in the sense of Young with respect to the variable s. For two complementary Musielak-Orlicz functions $\varphi$ and $\psi$ the following inequality is called the Young inequality 12

$$
\begin{equation*}
\text { t.s } \leqslant \varphi(x, t)+\psi(x, s) \text { for all } \mathrm{s}, \mathrm{t} \geqslant 0, x \in \Omega . \tag{1}
\end{equation*}
$$

If $s=a(x, t)$ then

$$
\begin{equation*}
t . a(x, t)=\varphi(x, t)+\psi(x, a(x, t)) \text { for all } \mathrm{t} \geqslant 0, x \in \Omega . \tag{2}
\end{equation*}
$$

In the space $L_{\varphi}(\Omega)$ we define the following two norms:

$$
\|u\|_{\varphi, \Omega}=\inf \left\{\lambda>0: \varrho_{\varphi, \Omega}\left(\frac{u}{\lambda}\right) \leqslant 1\right\}
$$

called the Luxemburg norm and the so-called Orlicz norm by :

$$
\|\|u\|\|_{\varphi, \Omega}=\sup _{\|v\|_{\psi, \Omega} \leqslant 1} \int_{\Omega}|u(x) v(x)| d x
$$

where $\psi$ is the Musielak-Orlicz function complementary to $\varphi$. These two norms are equivalent 12 .

For two complementary Musielak-Orlicz functions $\varphi$ and $\psi$ let $u \in L_{\varphi}(\Omega)$ and $v \in$ $L_{\psi}(\Omega)$, we have the Hölder inequality [12]

$$
\begin{equation*}
\left|\int_{\Omega} u(x) v(x) d x\right| \leqslant\|u\|_{\varphi, \Omega} \mid\|v\|_{\psi, \Omega} \tag{3}
\end{equation*}
$$

In $L_{\varphi}(\Omega)$ we have the relation with the norm and the modular:

$$
\begin{gather*}
\left\|\|u\|_{\varphi, \Omega} \leqslant \varrho_{\varphi}, \Omega\right.  \tag{4}\\
\| u)+1  \tag{5}\\
\|u\|_{\varphi, \Omega} \leqslant \varrho_{\varphi}, \Omega  \tag{6}\\
\|u\|_{\varphi, \Omega} \geqslant \varrho_{\varphi}, \Omega \\
\\
\| f), \text { if }\|u\|_{\varphi, \Omega}>1 \\
\|u\|_{\varphi, \Omega} \leqslant 1
\end{gather*}
$$

If $\Omega=\mathbb{R}^{N}$ then two norms $\|\cdot\|_{\varphi, \mathbb{R}^{N}}$ and $\|\|\cdot\|\|_{\varphi, \mathbb{R}^{N}}$ are denoted respectively by $\|\cdot\|_{\varphi}$. and $|||\cdot|||_{\varphi}$.

We say that a sequence of function $u_{n} \in L_{\varphi}(\Omega)$ is modular convergent to $u \in L_{\varphi}(\Omega)$ if there exists a constant $\mathrm{k} \& 0$ such that

$$
\lim _{n \rightarrow+\infty} \varrho_{\varphi, \Omega}\left(\frac{u_{n}-u}{k}\right)=0 .
$$

If $\varphi$ satisfies the $\triangle_{2}$ condition, then modular convergence coincides with norm convergence.

The closure in $L_{\varphi}(\Omega)$ of the set of bounded measurable functions with compact support in $\bar{\Omega}$ is denoted by $E_{\varphi}(\Omega)$ and it is a separable space. The equality $K_{\varphi}(\Omega)=$ $E_{\varphi}(\Omega)=L_{\varphi}(\Omega)$ holds if and only if $\varphi$ satisfies the $\Delta_{2}$ condition, for all t or for large t, according to whether $\Omega$ has infinite measure or not. The dual of $E_{\varphi}(\Omega)$ can be identified with $L_{\psi}(\Omega)$ by means of the pairing $\int_{\Omega} u(x) v(x) d x$ and the dual norm on $L_{\psi}(\Omega)$ is equivalent to $\|\cdot\|_{\psi}$. The space $L_{\varphi}(\Omega)$ is reflexive if and only if $\varphi$ and $\psi$ satisfy the $\triangle_{2}$ condition, for all $t$ or for large $t$ according to whether $\Omega$ has infinite measure or not.

Lemma 1.1 [8] Let $\varphi$ be a Musielak-Orlicz function and $f_{n}, f, g$ be measurable functions.
(a) If $f_{n} \longrightarrow f$, almost everywhere, then $\varrho_{\varphi}, \Omega(f) \leqslant \liminf _{n \rightarrow+\infty} \varrho_{\varphi}, \Omega\left(f_{n}\right)$.
(b) If $\left|f_{n}\right| \nearrow|f|$, almost everywhere, then $\varrho_{\varphi}, \Omega(f)=\lim _{n \rightarrow+\infty} \varrho_{\varphi}, \Omega\left(f_{n}\right)$.
(c) If $f_{n} \longrightarrow f$, almost everywhere, $\left|f_{n}\right| \leqslant|g|$, almost everywhere and $\varrho_{\varphi}, \Omega(\lambda g)<\infty$ for every $\lambda>0$, then $f_{n} \rightarrow f$ strongly in $L_{\varphi}(\Omega)$.

Theorem 1.1 [8] Let $\varphi$ be a Musielak-Orlicz function.
(a) $\|f\|_{\varphi, \Omega}=\||f|\|_{\varphi, \Omega}$ for all $f \in L_{\varphi}(\Omega)$.
(b) If $f \in L_{\varphi}(\Omega), g$ is a measurable function, and $0 \leqslant|g| \leqslant|f|$ almost everywhere, then:

$$
g \in L_{\varphi}(\Omega) \text { and }\|g\|_{\varphi, \Omega} \leqslant\|f\|_{\varphi, \Omega}
$$

(c) If $f_{n} \rightarrow f$ almost everywhere, then: $\|f\|_{\varphi, \Omega} \leqslant \liminf _{n \rightarrow+\infty}\left\|f_{n}\right\|_{\varphi}, \Omega$.
(d) If $\left|f_{n}\right| \nearrow|f|$ almost everywhere with $f_{n} \in L_{\varphi}(\Omega)$ and $\sup _{n}\left\|f_{n}\right\|_{\varphi, \Omega}<\infty$ then:

$$
f \in L_{\varphi}(\Omega) \text { and }\left\|f_{n}\right\|_{\varphi, \Omega} \nearrow\|f\|_{\varphi, \Omega}
$$

Theorem 1.2 [5] Let $\varphi$ and $\psi$ be two complementary Musielak-Orlicz functions. Assume that there exists a constant $A>0$ such that for all $x, y \in \Omega:|x-y| \leqslant \frac{1}{2}$ we have:

$$
\begin{equation*}
\frac{\varphi(x, t)}{\varphi(y, t)} \leqslant t^{\frac{A}{\log \left(\frac{1}{|x-y|}\right)}} \tag{7}
\end{equation*}
$$

for all $t \geq 1$. If $D \subset \Omega$ is a bounded measurable set, then $\int_{D} \varphi(x, 1) d x<\infty$. $\psi$ satisfies the following condition:

$$
\begin{equation*}
\exists C>0: \quad \psi(x, 1) \leqslant C, \quad \text { almost everywhere in } \Omega . \tag{8}
\end{equation*}
$$

Under the previous conditions, with $\Omega=\mathbb{R}^{N} ; C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ is dense in $L_{\varphi}\left(\mathbb{R}^{N}\right)$ with respect to the modular topology.

### 1.3 Measures space

$M$ designates the vector space of Radon measures. $M$ is endowed with the weak topology for which a sequence ( $\mu_{n}$ ) converges weakly to $\mu$, if for any continuous function $f$ with compact support

$$
\lim _{n \rightarrow+\infty} \int f d \mu_{n}=\int f d \mu
$$

$M^{+}$is the cone of positive elements of M.
For all measures $\mu<\infty$, for all $X \subset \mathbb{R}^{N}$, the variation of $\mu$ is defined by:

$$
\|\mu\|(X)=\sup \left\{\sum_{1}^{n}\left|\mu\left(X_{i}\right)\right|:\left(X_{i}\right)_{i=1 \ldots n} \text { is an } X \text { partiton }\right\} .
$$

$\|\mu\|\left(\mathbb{R}^{N}\right)=\|\mu\|$ is called the total variation of $\mu . M_{1}$ designates the Banach space of measures, endowed with the norm total variation. $M_{1}^{+}$designates the subset of $M_{1}$ consisting of positive measures.

Definition 1.1 Let $\mu \in M_{1}^{+}$. We say that $\mu$ is concentrated on X if $\mu(Y)=0$ for all $\mu-$ measurable set $Y$, such that $Y \subset X^{c}$.

## 2 Capacity in Musielak-Orlicz Space

## $2.1 C_{k, \varphi}$-capacity

Lemma 2.1 Let $\Omega$ be an open set in $\mathbb{R}^{N}$ and $\varphi$ be a Musielak-Orlicz function such that

$$
\varphi(y, t)=\int_{0}^{t} a(y, \tau) d \tau, \forall y \in \Omega \text { and } t \geqslant 0
$$

Let $u: \Omega \rightarrow \mathbb{R}$ be measurable function and $\alpha>0$, we define a measurable function $g: \Omega \rightarrow \mathbb{R}$ so that

$$
g(y)=a\left(y, \frac{|u(y)|}{2 \alpha}\right), \quad \forall y \in \Omega .
$$

If $\left(\frac{u}{\alpha}\right) \in K_{\varphi}(\Omega)$ then $g \in K_{\psi}(\Omega)$, where $\psi$ is the Musielak-Orlicz function complementary to $\varphi$.

Proof. For all $y \in \Omega$ and $t \geqslant O: \varphi(y, 2 t)=\int_{0}^{2 t} a(y, \tau) d \tau \geqslant \int_{t}^{2 t} a(y, \tau) d \tau$.
Hence $\varphi(y, 2 t) \geqslant t a(y, t)$, thus for all $y \in \Omega: \varphi\left(y, \frac{|u(y)|}{\alpha}\right) \geqslant \frac{|u(y)|}{2 \alpha} a\left(y, \frac{|u(y)|}{2 \alpha}\right)$.
On the other hand, we have: $\frac{|u(y)|}{2 \alpha} a\left(y, \frac{|u(y)|}{2 \alpha}\right)-\varphi\left(y, \frac{|u(y)|}{2 \alpha}\right)=\psi\left(y, a\left(y, \frac{|u(y)|}{2 \alpha}\right)\right)$.
Therefore, $\psi\left(y, a\left(y, \frac{|u(y)|}{2 \alpha}\right)\right) \leqslant \varphi\left(y, \frac{|u(y)|}{\alpha}\right)-\varphi\left(y, \frac{|u(y)|}{2 \alpha}\right)$, this implies that

$$
\int_{\Omega} \psi\left(y, a\left(y, \frac{|u(y)|}{2 \alpha}\right)\right) d y \leqslant \int_{\Omega} \varphi\left(y, \frac{|u(y)|}{\alpha}\right) d y-\int_{\Omega} \varphi\left(y, \frac{|u(y)|}{2 \alpha}\right) d y
$$

then

$$
\varrho_{\psi, \Omega}(g) \leqslant \varrho_{\varphi}, \Omega\left(\frac{u}{\alpha}\right)-\varrho_{\varphi}, \Omega\left(\frac{u}{2 \alpha}\right) .
$$

Since $\varrho_{\varphi}, \Omega\left(\frac{u}{2 \alpha}\right) \leqslant \frac{1}{2} \varrho_{\varphi}, \Omega\left(\frac{u}{\alpha}\right)$ and $\varrho_{\varphi}, \Omega\left(\frac{u}{\alpha}\right)<\infty$, the proof is complete.
Lemma 2.2 If $\left(f_{n}\right)$ is a sequence in $L_{\varphi}(\Omega)$ such that for all $n \in \mathbb{N}, \quad f_{n} \geqslant 0$, then

$$
\left\|\sup _{n} f_{n}\right\|_{\varphi, \Omega} \leqslant\left\|\sum_{n} f_{n}\right\|_{\varphi}, \Omega \leqslant \sum_{n}\left\|f_{n}\right\|_{\varphi}, \Omega
$$

Proof. Since $0 \leqslant \sup _{n} f_{n} \leqslant \sum_{n} f_{n}$, thus $\left\|\sup _{n} f_{n}\right\|_{\varphi, \Omega} \leqslant\left\|\sum_{n} f_{n}\right\|_{\varphi}, \Omega$.
Let $g_{n}=\sum_{k=0}^{n} f_{k}$ and $f=\sum_{n} f_{n}$, we have

$$
\frac{g_{n}}{\sum_{n}\left\|f_{n}\right\|_{\varphi, \Omega}} \nearrow \frac{f}{\sum_{n}\left\|f_{n}\right\|_{\varphi, \Omega}} \text { almost everywhere. }
$$

By Lemma 1.1. we obtain

$$
\varrho_{\varphi}, \Omega\left(\frac{f}{\sum_{n}\left\|f_{n}\right\|_{\varphi}, \Omega}\right)=\lim _{n \rightarrow+\infty} \varrho_{\varphi}, \Omega\left(\frac{g_{n}}{\sum_{n}\left\|f_{n}\right\|_{\varphi}, \Omega}\right) \leqslant \lim _{n \rightarrow+\infty} \varrho_{\varphi}, \Omega\left(\frac{g_{n}}{\left\|g_{n}\right\|_{\varphi}, \Omega}\right) \leqslant 1 .
$$

Then

$$
\left\|\frac{f}{\sum_{n}\left\|f_{n}\right\|_{\varphi, \Omega}}\right\|_{\varphi, \Omega} \leqslant 1
$$

Therefore,

$$
\left\|\sum_{n} f_{n}\right\|_{\varphi, \Omega} \leqslant \sum_{n}\left\|f_{n}\right\|_{\varphi, \Omega}
$$

Lemma 2.3 Let $\varphi$ be a Musielak-Orlicz function, which satisfies the $\triangle_{2}$ condition, and such that

$$
\varphi(y, t)=\int_{0}^{t} a(y, \tau) d \tau, \quad \text { for all } y \in \Omega \text { and } t \geqslant 0
$$

Let $f \in L_{\varphi}(\Omega)$, such that $f \geqslant 0$, and $\|f\|_{\varphi, \Omega} \neq 0$.
We define a measurable function $g: \Omega \rightarrow \mathbb{R}$ such that for all $y \in \Omega ; g(y)=$ $a\left(y, \frac{f(y)}{\|f\|_{\varphi}, \Omega}\right)$. Then $\int f(y) g(y) d y=\|f\|_{\varphi, \Omega}\| \| g \|_{\psi, \Omega}$.

Proof. By Lemma 2.1. we have $g \in L_{\psi}(\Omega)$ and by the Hölder inequality we have

$$
\int_{\Omega} f(x) g(x) d x \leqslant\|f\|_{\varphi, \Omega}\| \| g \|_{\psi, \Omega}
$$

For the opposite inequality, let $h=\frac{f}{\|f\|_{\varphi, \Omega}}$, and $v \in L_{\varphi}(\Omega)$, such that $\|v\|_{\varphi, \Omega} \leqslant 1$.
For all $y \in \Omega$, we have

$$
g(y) h(y)=\varphi(y, h(y))+\psi(y, g(y))
$$

and

$$
g(y) v(y) \leqslant \varphi(y, v(y))+\psi(y, g(y)) .
$$

Hence for all $y \in \Omega$ :

$$
g(y) v(y) \leqslant g(y) h(y)-\varphi(y, h(y))+\varphi(y, v(y))
$$

Then

$$
\int_{\Omega} g(y) v(y) d y \leqslant \int_{\Omega} g(y) h(y) d y-\int_{\Omega} \varphi(y, h(y)) d y+\int_{\Omega} \varphi(y, v(y)) d y
$$

Thus,

$$
\int_{\Omega} g(y) v(y) d y \leqslant \int_{\Omega} g(y) h(y) d y-\varrho_{\varphi}, \Omega(h)+\varrho_{\varphi}, \Omega(v) .
$$

We have $\varrho_{\varphi}, \Omega(v) \leqslant 1$. On the other hand $\varphi$ satisfies the $\triangle_{2}$ condition, then, $\varrho_{\varphi}, \Omega$ is a continuous modular[see [8] Lemma 2.4.3]. We have $\|h\|_{\varphi, \Omega}=1$, then $\varrho_{\varphi}, \Omega(h)=1$ [see [8] Lemma 2.1.14].

Thus,

$$
\int g(y) v(y) d y \leqslant \int g(y) h(y) d y
$$

implies

$$
\sup _{\|v\|_{\varphi, \Omega} \leqslant 1} \int g(y) v(y) d y \leqslant \int g(y) h(y) d y .
$$

Then

$$
\|\mid g\|_{\psi, \Omega}\|f\|_{\varphi, \Omega} \leqslant \int f(y) g(y) d y
$$

Definition 2.1 Let $T$ be a class of Borel sets in $\mathbb{R}^{N}$, and a function $C: T \rightarrow[0,+\infty]$.

1) $C$ is called a capacity if the following axioms are satisfied:
i) $C(\emptyset)=0$.
ii) $X \subset Y \Rightarrow C(X) \leqslant C(Y)$, for all X and Y in T .
iii) For all sequences $\left(X_{n}\right) \subset T$ :

$$
C\left(\bigcup_{n} X_{n}\right) \leqslant \sum_{n} C\left(X_{n}\right) .
$$

2) C is called an outer capacity if for all $X \in T$ :

$$
C(X)=\inf \{C(O): O \supset X, \quad O \text { is open }\}
$$

3) C is called an interior capacity if for all $X \subset T$ :

$$
C(X)=\sup \{C(K): K \subset X, \quad K \text { is compact }\}
$$

4) A property, that holds true except perhaps on a set of zero capacity is said to be true C-quasi-everywhere, (C-q.e).
5) $f$ and $\left(f_{n}\right)$ are real-valued finite functions C-q.e. We say that $\left(f_{n}\right)$ converges to $f$ in C-capacity if:

$$
\forall \varepsilon>0, \quad \lim _{n \rightarrow+\infty} C\left(\left\{x:\left|f_{n}(x)-f(x)\right|>\varepsilon\right\}\right)=0
$$

6) $f$ and $\left(f_{n}\right)$ are real-valued function finite C-q.e. We say that $\left(f_{n}\right)$ converges to $f$ C-quasi- uniformly, (C-q.u) if

$$
(\forall \varepsilon>0),(\exists X \in T): C(X)<\varepsilon \text { and }\left(f_{n}\right) \text { converges to } f \text { uniformly on } X^{c} .
$$

Remark 2.1 In the following $\Omega=\mathbb{R}^{n}, \varphi$ is a Musielak-Orlicz function, and $L_{\varphi}^{+}=$ $\left\{f \in L_{\varphi} / f \geqslant 0\right\}$.

Theorem 2.1 Let $k$ be a positive integrable function on $\mathbb{R}^{N}$. For all $X \subset \mathbb{R}^{N}$, we put $C_{k}, \varphi(X)=\inf \left\{\|f\|_{\varphi}: f \in L_{\varphi} \quad\right.$ and $k * f \geqslant 1$ on $\left.X\right\}$, where $k * f$ is the convolution of $k$ and $f . C_{k, \varphi}$ is an outer capacity.

Remark 2.2 Let $B_{k, \varphi}(X)=\inf \left\{\|f\|_{\varphi}: f \in L_{\varphi}^{+} \quad\right.$ and $\quad k * f \geqslant 1 \quad$ on $\left.X\right\}$, then

$$
C_{k, \varphi}(X)=B_{k, \varphi}(X)
$$

Indeed, it is obvious that $C_{k, \varphi}(X) \leqslant B_{k, \varphi}(X)$. On the other hand, let $f \in L_{\varphi}$, then $|f| \in L_{\varphi}^{+}$and if $k * f \geqslant 1$ on $X$, then $k *|f| \geqslant 1$ on $X$. Thus $B_{k, \varphi}(X) \leqslant\|f\|_{\varphi}$; and therefore $B_{k, \varphi}(X) \leqslant C_{k, \varphi}(X)$.

Proof of Theorem 2.1. It is obvious that $C_{k, \varphi}(\emptyset)=0$ and $C_{k, \varphi}(X) \leqslant C_{k, \varphi}(Y)$ if $\quad X \subset Y$. Let $\left(X_{n}\right) \subset T$, so that $\sum_{i} C_{k}, \varphi\left(X_{i}\right)<+\infty$, then $(\forall i \in \mathbb{N}) C_{k}, \varphi\left(X_{i}\right)<+\infty$. Thus, $(\forall i \in \mathbb{N})(\forall \varepsilon>0),\left(\exists f_{i} \in L_{\varphi}^{+}\right)$so that $k * f_{i} \geqslant 1$ on $X_{i}$ and $\left\|f_{i}\right\|_{\varphi} \leqslant C_{k}, \varphi\left(X_{i}\right)+\frac{\varepsilon}{2^{i}}$.

Let $f=\sup _{i} f_{i}$. By Lemma 2.2, we have:

$$
\|f\|_{\varphi} \leqslant \sum_{i}\left\|f_{i}\right\|_{\varphi}
$$

We can write

$$
\|f\|_{\varphi} \leqslant \sum_{i} C_{k}, \varphi\left(X_{i}\right)+\varepsilon
$$

which implies that, $f \in L_{\varphi}$.
Since $k * f \geqslant 1$ on $\bigcup_{i} X_{i}$,

$$
C_{k, \varphi}\left(\bigcup_{i} X_{i}\right) \leqslant \sum_{i} C_{k}, \varphi\left(X_{i}\right)+\varepsilon, \quad \forall \varepsilon>0 .
$$

Hence,

$$
C_{k, \varphi}\left(\bigcup_{i} X_{i}\right) \leqslant \sum_{i} C_{k, \varphi}\left(X_{i}\right) .
$$

It remains to show that $C_{k}, \varphi$ is outer. Let $X \subset \mathbb{R}^{N}$, we have:

$$
C_{k, \varphi}(X) \leqslant \inf \left\{C_{k, \varphi}(O): O \supset X, \quad O \text { is open }\right\} .
$$

For the reverse inequality, if $C_{k, \varphi}(X)=+\infty$ there is nothing to show.
Assume that $C_{k, \varphi}(X)<+\infty$, and let $0<\varepsilon<1$, then $\exists g \in L_{\varphi}^{+}$so that $k * g \geqslant 1$ on $X$ and $\|g\|_{\varphi} \leqslant C_{k, \varphi}(X)+\varepsilon$.

Let $g_{\varepsilon}=\frac{g}{1-\varepsilon}$ and $O_{\varepsilon}=\left\{x:\left(k * g_{\varepsilon}\right)>1\right\}$, thus $O_{\varepsilon}$ is open and

$$
\forall x \in X ; \quad\left(k * g_{\varepsilon}\right) \geqslant \frac{1}{1-\varepsilon}>1
$$

Hence, $X \subset O_{\varepsilon}$. On the other hand, we have $C_{k, \varphi}\left(O_{\varepsilon}\right) \leqslant\left\|g_{\varepsilon}\right\|_{\varphi}$, and we deduce that

$$
C_{k, \varphi}\left(O_{\varepsilon}\right) \leqslant \frac{1}{1-\varepsilon}\|g\|_{\varphi} \leqslant \frac{1}{1-\varepsilon}\left[C_{k, \varphi}(X)+\varepsilon\right] .
$$

Therefore,

$$
\inf \{C(O): O \supset X, \quad O \text { isopen }\} \leqslant \frac{1}{1-\varepsilon}\left[C_{k}, \varphi(X)+\varepsilon\right], \quad \forall \varepsilon>0
$$

Thus,

$$
\inf \{C(O): O \supset X, \quad O \text { isopen }\} \leqslant C_{k, \varphi}(X) .
$$

Theorem 2.2 1) If there exists $f \in L_{\varphi}$ such that $|k * f|=+\infty$ on $X$, then $C_{k, \varphi}(X)=0$.
2) If $C_{k}, \varphi(X)=0$ then there exists $f \in L_{\varphi}^{+}$such that $k * f=+\infty$ on $X$.

Proof. 1) Let $f \in L_{\varphi}$ such that $|k * f|=+\infty$ on $X$, then $\forall \alpha>0,|k * f| \geqslant \alpha$ on $X$. Then $C_{k}, \varphi(X) \leqslant \frac{\|f\|_{\varphi}}{\alpha}, \quad \forall \alpha>0$; this means that $C_{k}, \varphi(X)=0$.
2) If $C_{k}, \varphi(X)=0$ then $\forall i \in \mathbb{N}, \exists f_{i} \in L_{\varphi}^{+}: \quad k * f_{i} \geqslant 1$ on $X$ and $\left\|f_{i}\right\|_{\varphi} \leqslant 2^{-i}$.

Let $f=\sum_{i} f_{i}$. By Lemma [2.2, $\quad\|f\|_{\varphi} \leqslant \sum_{i}\left\|f_{i}\right\|_{\varphi}$, then $\|f\|_{\varphi}<+\infty$.
We deduce that $f \in L_{\varphi}^{+}$and $k * f=+\infty$ on $X$.
Theorem 2.3 Consider the following propositions:
i) $f_{n} \longrightarrow f$ strongly in $L_{\varphi}$.
ii) $k * f_{n} \longrightarrow k * f, C_{k}, \varphi-$ capacity.
iii) There is a subsequence $\left(f_{n_{j}}\right)_{j}$ such that: $k * f_{n_{j}} \longrightarrow k * f C_{k}, \varphi-q . u$.
iv) $k * f_{n_{j}} \longrightarrow k * f$ in $C_{k}, \varphi-$ q.e.

We have

$$
i) \Rightarrow \quad i i) \Rightarrow \quad i i i) \Rightarrow i v)
$$

Proof. We show $i) \Rightarrow i i)$.
By Theorem 2.2. we have $k * f$ and $k * f_{n}$ are finite $C_{k, \varphi}-q . e, \quad \forall n$.
Let $\varepsilon>0$; then

$$
C_{k, \varphi}\left(\left\{x:\left|k * f_{n}-k * f\right|(x)>\varepsilon\right\}\right) \leqslant \frac{\left\|f_{n}-f\right\|_{\varphi}}{\varepsilon} .
$$

We show $i i) \Rightarrow i i i$.
Let $\varepsilon>0 \exists f_{n_{j}}$ such that

$$
C_{k, \varphi}\left(\left\{x:\left|k * f_{n_{j}}-k * f\right|(x)>2^{-j}\right\}\right)<\varepsilon .2^{-j}
$$

We put

$$
E_{j}=\left\{x:\left|k * f_{n_{j}}-k * f\right|(x)>2^{-j}\right\} \quad \text { and } \quad G_{m}=\bigcup_{j \geqslant m} E_{j} .
$$

We have $C_{k}, \varphi\left(G_{m}\right) \leqslant \sum_{j \geqslant m} \varepsilon .2^{-j}<\varepsilon$.
On the other hand :

$$
\forall x \in\left(G_{m}\right)^{c}, \forall j \geqslant m:\left|k * f_{n_{j}}-k * f\right|(x) \leqslant 2^{-j}
$$

Thus $k * f_{n_{j}} \longrightarrow k * f C_{k, \varphi}-q . u$.
We show iii) $\Rightarrow \quad i v$ ). We have $\forall j \in \mathbb{N}, \exists X_{j}: C_{k}, \varphi\left(X_{j}\right) \leqslant \frac{1}{j}$ and $k * f_{n_{j}} \longrightarrow$ $k * f$ on $\left(X_{j}\right)^{c}$. We put $X=\bigcap_{j} X_{j}$, then $C_{k, \varphi}(X)=0$ and $k * f_{n_{j}} \longrightarrow k * f$ on $X^{c}$.

Theorem 2.4 Let $\varphi$ be a Musielak-Orlicz function that satisfies the $\triangle_{2}$ condition, and $\left(f_{n}\right)$ be a sequence in $L_{\varphi}$ such that $\sum_{n}\left|f_{n}\right| \in L_{\varphi}$. Then,

$$
\sum_{n}\left(k * f_{n}\right)=k *\left(\sum_{n} f_{n}\right) \quad C_{k, \varphi}-q . e .
$$

Proof. First step: Assume that $f_{n} \geqslant 0 \forall n \in \mathbb{N}$, and let $g_{n}=\sum_{i=1}^{n} f_{i}$ and $f=\sum_{n} f_{n}$. We have $g_{n} \rightarrow f$ almost everywhere and $g_{n} \leqslant f$. On the other hand, $\varrho_{\varphi}(\lambda f)<$ $\infty \forall \lambda>0$ because $f \in L_{\varphi}$ and $\varphi$ satisfies the $\triangle_{2}$ condition [see [8] paragraph 2.5].

By (c) of Lemma 1.1 we have

$$
g_{n} \rightarrow f \text { strongly in } L_{\varphi}
$$

Theorem 2.3 implies that there is a subsequence $\left(g_{n_{i}}\right)$ such that $k * g_{n_{i}} \rightarrow k * f, C_{k}, \varphi_{\varphi}$-q.e. Since $f_{n} \geqslant 0, \quad \forall n \in \mathbb{N} \quad k * g_{n} \rightarrow k * f, C_{k}, \varphi$-q.e.

Second step: If $f_{n}$ has any sign, then $\sum_{n} f_{n}^{+}$and $\sum_{n} f_{n}^{-}$are in $L_{\varphi}$ because $\left|\sum_{n} f_{n}^{+}\right| \leqslant \sum_{n}\left|f_{n}\right|,\left|\sum_{n} f_{n}^{-}\right| \leqslant \sum_{n}\left|f_{n}\right|$ and $\sum_{n}\left|f_{n}\right| \in L_{\varphi}$. By the first step the result follows.

Theorem 2.5 Let $\left(K_{n}\right)$ be a decreasing sequence of compact and $K=\bigcap_{n} K_{n}$. Then $\lim _{n \rightarrow+\infty} C_{k}, \varphi\left(K_{n}\right)=C_{k}, \varphi(K)$.

Proof. First, we observe that $C_{k, \varphi}(K) \leqslant \lim _{n \rightarrow+\infty} C_{k, \varphi}\left(K_{n}\right)$. On the other hand, let $O$ be an open set containing $K$. By the compactness of $K, K_{i} \subset O$ for all sufficiently large $i$. Therefore $\lim _{n \rightarrow+\infty} C_{k, \varphi}\left(K_{n}\right) \leqslant C_{k, \varphi}(O)$, and since $C_{k, \varphi}$ is an outer capacity, we obtain the claim by taking infimum over open set $O$ containing $K$.

Theorem 2.6 Let $\varphi$ be a Musielak-Orlicz function, uniformly convex that satisfies the $\triangle_{2}$ condition. If $f_{n}, f \in L_{\varphi}$ such that $f_{n} \rightharpoonup f$ weakly in $L_{\varphi}$, then:

$$
\liminf \left(k * f_{n}\right) \leqslant(k * f) \leqslant \limsup \left(k * f_{n}\right) \quad C_{k, \varphi}-q . e .
$$

Proof. $\left(L_{\varphi},\|\|.\right)$ is uniformly convex therefore reflexive. By the Banach-Saks theorem, there is a subsequence denoted again by $\left(f_{n}\right)$ such that the sequence $g_{n}=\frac{1}{n} \sum_{i=1}^{n} f_{i}$ converges to f strongly in $L_{\varphi}$. By Theorem 2.3, there is a subsequence of $\left(g_{n}\right)$ denoted again by $\left(g_{n}\right)$ such that

$$
\lim _{n \rightarrow+\infty}\left(k * g_{n}\right)=(k * f) \quad C_{k, \varphi}-q . e .
$$

On the other hand,

$$
\liminf \left(k * f_{n}\right) \leqslant \lim _{n \rightarrow+\infty}\left(k * g_{n}\right)
$$

Therefore,

$$
\lim _{n \rightarrow+\infty}\left(k * f_{n}\right) \leqslant(k * f) \quad C_{k, \varphi}-q . e .
$$

For the second inequality, it suffices to replace $f_{n}$ by $\left(-f_{n}\right)$ in the first inequality.
Theorem 2.7 Let $\varphi$ be a Musielak-Orlicz function, uniformly convex that satisfies the $\triangle_{2}$ condition, $\left(X_{n}\right)$ be an increasing sequence of sets and $X=\bigcup_{n} X_{n}$. Then

$$
\lim _{n \rightarrow+\infty} C_{k, \varphi}\left(X_{n}\right)=C_{k, \varphi}(X)
$$

Proof. We have $\lim _{n \rightarrow+\infty} C_{k}, \varphi\left(X_{n}\right) \leqslant C_{k, \varphi}(X)$. For the reverse inequality, if $C_{k, \varphi}(X)=+\infty$, there is nothing to show.

Assuming that $C_{k}, \varphi(X)<+\infty$, we have

$$
\forall n \in \mathbb{N}, \quad \exists f_{n} \in L_{\varphi}^{+}: k * f_{n} \geqslant 1 \text { on } X_{n} \text { and }\left\|f_{n}\right\|_{\varphi} \leqslant C_{k, \varphi}\left(X_{n}\right)+\frac{1}{n}
$$

Thus, $\left(f_{n}\right)$ is a bounded sequence in $L_{\varphi}$.
On the other hand, $L_{\varphi}$ is uniformly convex, then it is reflexive because $\varphi$ is uniformly convex and satisfies the $\triangle_{2}$ condition, [see 8 Remark 2.4.15]. Hence there exists a subsequence which is denoted again by $\left(f_{n}\right)$, and converges weakly to a function $f \in L_{\varphi}$. Then by Theorem 2.6.

$$
\forall n \in \mathbb{N}: k * f \geqslant 1 \text { on } X_{n}, C_{k, \varphi}-q . e .
$$

Therefore,

$$
k * f \geqslant 1 \text { on } X, \quad C_{k, \varphi}-q . e .
$$

Let $Y$ be a subset of X where $k * f \geqslant 1$, then $C_{k, \varphi}(X)=C_{k, \varphi}(Y)$. On the other hand we know that

$$
\varphi(y, t)=\int_{0}^{t} a(y, \tau) d \tau, \quad \text { for all } y \in R^{N} \quad \text { and } t \geqslant 0
$$

Let the function $g: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be defined by $g(y)=a\left(y, \frac{|f(y)|}{\|f\|_{\varphi}}\right)$ for all $y \in \mathbb{R}^{N}$.
By Lemma 2.1, $g \in L_{\psi}$, and since $\varphi$ satisfies the $\triangle_{2}$ condition, we have $L_{\psi}=\left(L_{\varphi}\right)^{*}$. Thus,

$$
\int f_{n}(y) g(y) d y \rightarrow \int f(y) g(y) d y
$$

By Lemma 2.3, we have

$$
\int f(y) g(y) d y=\|f\|_{\varphi}\|g g\|_{\psi}
$$

By the Hölder inequality we have:

$$
\int f_{n}(y) g(y) d y \leq\left\|f_{n}\right\|_{\varphi} \mid\|g\|_{\psi}
$$

Therefore,

$$
\|f\|_{\varphi} \leqslant \lim _{n \rightarrow+\infty}\left\|f_{n}\right\|_{\varphi} \leqslant \lim _{n \rightarrow+\infty}\left(C_{k}, \varphi\left(X_{n}\right)+\frac{1}{n}\right)
$$

Thus,

$$
C_{k, \varphi}(X) \leqslant \lim _{n \rightarrow+\infty} C_{k}, \varphi\left(X_{n}\right)
$$

Corollary 2.1 Let $\varphi$ be a Musielak-Orlicz function, uniformly convex, that satisfies the $\triangle_{2}$ condition. Let $E_{n} \subset \mathbb{R}^{N}$, then $C_{k}, \varphi\left(\liminf E_{n}\right) \leqslant \liminf C_{k, \varphi}\left(E_{n}\right)$.

Proof. Let $E=\liminf E_{n}$, we have $E=\bigcup_{n}\left(\bigcap_{i \geqslant n} E_{i}\right)$.
We put $G_{n}=\bigcap_{i \geqslant n} E_{i}$. Thus a sequence $\left(G_{n}\right)$ is increasing and by Theorem2.7, $C_{k}, \varphi(E)=$ $\lim _{n} C_{k, \varphi}\left(G_{n}\right)$. On the other hand, $C_{k, \varphi}$ is increasing, then $C_{k, \varphi}\left(G_{n}\right) \leqslant C_{k}, \varphi\left(E_{n}\right)$; therefore

$$
C_{k}, \varphi(E) \leqslant \liminf C_{k, \varphi}\left(E_{n}\right)
$$

Theorem 2.8 Let $\varphi$ be a Musielak-Orlicz function which satisfies the assumptions of Theorem 1.2. If $\varphi$ satisfies the $\triangle_{2}$ condition, then for each $f \in L_{\varphi}$, there is a $C_{k}, \varphi^{-}$ quasicontinuous function $g \in L_{\varphi}$ such that $k * f=g \quad C_{k, \varphi}-$ q.e.

Proof. Let $f \in L_{\varphi}$, by Theorem [1.2, there exists a sequence $\left(f_{n}\right)$ in $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $f_{n} \longrightarrow f$ in $L_{\varphi}$. By Theorem 2.3, there exists a subsequence of $\left(f_{n}\right)$ denoted again by $\left(f_{n}\right)$ such that

$$
k * f_{n} \longrightarrow k * f C_{\varphi}-q . u .
$$

Since $k$ is integrable function and $f_{n}$ is continuous $\forall n$, then $k * f_{n}$ is continuous. Thus, the proof is complete.

Definition 2.2 In the terminology of Choquet, C is called a capacity if it satisfies the following four properties:
i) $C(\emptyset)=0$.
ii) C is increasing.
iii) If $\left(E_{n}\right)$ is an increasing sequence of sets, then $\sup _{n} C\left(X_{n}\right)=C\left(\bigcup_{n} X_{n}\right)$.
iv) If $\left(K_{n}\right)$ is a decreasing sequence of compacts, then $\inf _{n} C\left(K_{n}\right)=C\left(\bigcap_{n} K_{n}\right)$.

Remark 2.3 Let $\varphi$ be a Musielak-Orlicz function, uniformly convex, that satisfies the $\triangle_{2}$ condition. By Theorems [2.1, 2.5 and [2.7 $C_{k}, \varphi$ is a capacity, in the sense of Choquet.

Definition 2.3 Let $C$ be a capacity in the sense of Choquet, and $X \subset \mathbb{R}^{N}$. $X$ is called capacitable if

$$
C(X)=\sup \{C(K): K \subset X, \quad K \text { iscompact }\}
$$

Theorem 2.9 Let $\varphi$ be a Musielak-Orlicz function, uniformly convex that satisfies the $\triangle_{2}$ condition. Then all analytic sets are $C_{k, \varphi^{-}}$capacitable .

Proof. It is an immediate consequence of Choquet theorem [7].

### 2.2 Capacity in terms of measure

Theorem 2.10 Let $\varphi$ be a Musielak-Orlicz function, $k$ be a positive integrable function on $\mathbb{R}$, and $X$ be a $\mu$-measurable set, for all positive measures $\mu$. We put $D_{k, \varphi}(X)=\sup \left\{\|\mu\|: \mu \in M_{1}^{+}, \mu\right.$ is concentrated on $X$ and $\left.\|k * \mu\|_{\psi} \leqslant 1\right\}$ where $(k * \mu)(x)=\int k(x-y) d \mu(y)$. Then, $D_{k, \varphi}$ is an interior capacity.

Proof. It is clear that $D_{k, \varphi}(\emptyset)=0$ and $D_{k, \varphi}(X) \leqslant D_{k, \varphi}(Y) \quad$ if $\quad X \subset Y$.
Let $\mu \in M_{1}^{+},\left(X_{n}\right)$ be a sequence of $\mu$-measurable sets and $\mu_{n}=\left.\mu\right|_{X_{n}}$ be defined by

$$
\mu_{n}(Y)=\mu\left(X_{n} \cap Y\right), \text { for all } \mu \text {-measurable set } Y
$$

First we assume that the $X_{n}$ are pairwise disjoint, then

$$
\mu\left(\bigcup_{n} X_{n}\right)=\sum_{n} \mu\left(X_{n}\right) .
$$

If $\mu$ is concentrated on $\bigcup X_{n}$ and $\|k * \mu\|_{\psi} \leqslant 1$, then $\forall n ; \mu_{n} \in M_{1}^{+} ; \mu_{n}$ is concentrated on $X_{n}$ and $\left\|k * \mu_{n}\right\|_{\psi} \leqslant 1$.

On the other hand, we have

$$
\|\mu\|=\sum_{n}\left\|\mu_{n}\right\| \leqslant \sum_{n} D_{k, \varphi}\left(X_{n}\right) .
$$

Thus,

$$
D_{k, \varphi}\left(\bigcup_{n} X_{n}\right) \leqslant \sum_{n} D_{k, \varphi}\left(X_{n}\right) .
$$

If the $X_{n}$ are not pairwise disjoint, then by the first case and the fact that $D_{k, \varphi}$ is increasing, we have

$$
D_{k, \varphi}\left(\bigcup_{n} X_{n}\right) \leqslant \sum_{n} D_{k, \varphi}\left(X_{n}\right) .
$$

It remains to show that $D_{k, \varphi}$ is interior.
By monotonicity we have

$$
\sup \left\{D_{k, \varphi}(K): K \subset X, K \text { compact }\right\} \leqslant D_{k, \varphi}(X)
$$

Let $\mu \in M_{1}^{+}$and $X$ be a $\mu$-measurable set such that $\mu$ is concentrated on X and $\|k * \mu\|_{\psi} \leqslant$ 1.

Let a compact $K$ be such that $K \subset X$, then $\left.\mu\right|_{K} \in M_{1}^{+},\left.\mu\right|_{K}$ is concentrated on K and $\left\|\left.k * \mu\right|_{K}\right\|_{\psi} \leqslant 1$. Therefore,

$$
\left\|\left.\mu\right|_{K}\right\|_{\psi} \leqslant D_{k, \varphi}(K)
$$

On the other hand,

$$
\sup \left\{\left\|\mu \backslash_{K}\right\|: K \subset X, K \text { is compact }\right\}=\|\mu\| .
$$

Thus,

$$
D_{k, \varphi}(X) \leqslant \sup \left\{D_{k, \varphi}(K): K \subset X, K i s c o m p a c t\right\}
$$

Theorem 2.11 1) $D_{k, \varphi}^{*}$ is the outer capacity associated with $D_{k, \varphi}$, defined by:

$$
D_{k, \varphi}^{*}(X)=\inf \left\{D_{k, \varphi}(O): O \text { isopen and } X \subset O\right\} .
$$

Then,

$$
D_{k}^{*}, \varphi(X)=C_{k, \varphi}(X)
$$

2) If $\varphi$ is a Musielak-Orlicz function, uniformly convex that satisfies the $\triangle_{2}$ condition, then for all analytic set $X$ we have:

$$
D_{k, \varphi}(X)=C_{k, \varphi}(X) .
$$

Proof. It is the same as that given in [2], Theorem 11.
Theorem 2.12 Let $\varphi$ be a Musielak-Orlicz function.
Let $K$ be a compact of $\mathbb{R}^{N}$. The following assertions are equivalents.

1) $C_{k}, \varphi(K)=\infty$.
2) $D_{k, \varphi}^{*}(K)=\infty$.
3) $D_{k, \varphi}(K)=\infty$.
4) There exists $x_{0} \in K$ such that $k\left(x_{0}-y\right)=0$ almost everywhere.

Proof. It is the same as that given in [3], Theorem 5.

## 3 Non-linear Potential in Musielak-Orlicz Space

Let $\varphi$ be a Musielak-Orlicz function. In this section, we propose to study the following variational problem: let $X$ be a subset of $\mathbb{R}^{N}$ such that $C_{k, \varphi}(X)<\infty$. There exists $f_{0} \in L_{\varphi}^{+}$such that $k * f_{0} \geqslant 1 C_{k, \varphi}-q . e$ on X , and

$$
\left\|f_{0}\right\|_{\varphi}=\inf \left\{\|f\|_{\varphi}: f \in L_{\varphi}^{+} \text {and } k * f \geqslant 1 C_{k}, \varphi-q . e \text { on } X\right\} .
$$

If $f_{0}$ exists, it will be called a distribution function of X , and $k * f_{0}$ is called a potential of X for the $C_{k}, \varphi$ capacity.

Theorem 3.1 Let $\varphi$ be a Musielak-Orlicz function and $X$ be a subset of $\mathbb{R}^{N}$ such that $C_{k}, \varphi(X)<\infty . \Omega_{X}=\left\{f \in L_{\varphi}^{+}: k * f \geqslant 1 C_{k}, \varphi-q\right.$.e on $\left.X\right\}$, and $C l^{*}\left(\Omega_{X}\right)$ is the closure of $\Omega_{X}$ for the topology $\sigma\left(L_{\varphi} ; E_{\psi}\right)$. Then:

1) There exists a unique $f_{0} \in L_{\varphi}^{+}$such that:

$$
\left\|f_{0}\right\|_{\varphi}=\inf \left\{\|f\|_{\varphi}: f \in C l^{*}\left(\Omega_{X}\right)\right\}
$$

2) If $\varphi$ and $\psi$ satisfy the $\Delta_{2}$ condition, then there exits a unique $f \in L_{\varphi}^{+}$such that:
i) $k * f \geqslant 1$ on $X$ and $\|f\|_{\varphi}=C_{k, \varphi}(X)$.
ii) If $C_{k, \varphi}(X)>0$, then for all $g \in L_{\varphi}$ such that $k * g \geqslant 0$ on $X$ :

$$
\int a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) g(x) d x \geqslant 0
$$

where the function $a(x,$.$) is the derivative of the function \varphi(x,$.$) .$
Proof. 1) Let the function $\left.\left.\theta: L_{\varphi} \longrightarrow\right]-\infty ;+\infty\right]$ be defined by $\theta(f)=\|f\|_{\varphi} ; \forall f \in L_{\varphi}$. $\theta$ is lower semi continuous on $L_{\varphi}$, for topology $\sigma\left(L_{\varphi} ; E_{\psi}\right)$ and coercive. Then, there exists a unique $f_{0} \in L_{\varphi}^{+}$such that

$$
\left\|f_{0}\right\|_{\varphi}=\inf \left\{\|f\|_{\varphi}: f \in C l^{*}\left(\Omega_{X}\right)\right\}
$$

2) i) Since $\varphi$ and $\psi$ satisfy the $\triangle_{2}$ condition, then the space $L_{\varphi}$ is reflexive. By Theorem 2.3, $\Omega_{X}$ is strongly closed in $L_{\varphi}$. On the other hand, $\Omega_{X}$ is convex, then there exists a unique $f \in L_{\varphi}$ such that:

$$
\|f\|_{\varphi}=\inf \left\{\|g\|_{\varphi}: g \in \Omega_{X}\right\}
$$

Let Y be a subset of X where $k * f<1$. Then, $C_{k, \varphi}(X)=C_{k, \varphi}(X-Y)$. Since $k * f \geqslant 1$ on X-Y, $C_{k}, \varphi(X-Y) \leqslant\|f\|_{\varphi}$.

On the other hand, we have $\left\{g \in L_{\varphi}^{+}: k * g \geqslant 1\right.$ on $\left.X\right\} \subset \Omega_{X}$; then $\|f\|_{\varphi} \leqslant C_{k, \varphi}(X)$. ii) Let $g \in L_{\varphi}$ such that $k * g \geqslant 0$ on X . Then for all $t \geqslant 0$ :

$$
k *(f+t g) \geqslant 1 \quad C_{k}, \varphi-q . e \text { on } X \text { and }(f+t g) \in L_{\varphi} .
$$

Then,

$$
\|f+t g\|_{\varphi} \geqslant\|f\|_{\varphi}
$$

Therefore,

$$
\left\|\frac{1}{\|f\|_{\varphi}}(f+t g)\right\|_{\varphi} \geqslant 1 .
$$

Thus,

$$
\varrho_{\varphi}\left(\frac{1}{\|f\|_{\varphi}}(f+t g)\right) \geqslant 1 .
$$

On the other hand,

$$
\varrho_{\varphi}\left(\frac{1}{\|f\|_{\varphi}} f\right) \leqslant 1
$$

Then, for all $t>0$

$$
\int \frac{1}{t}\left[\varphi\left(x, \frac{|f+t g|(x)}{\|f\|_{\varphi}}\right)-\varphi\left(x, \frac{|f(x)|}{\|f\|_{\varphi}}\right)\right] d x \geqslant 0
$$

Let $c(x, t)=\varphi\left(x, \frac{|f+t g|(x)}{\|f\|_{\varphi}}\right)$. Then, the function $x \longmapsto c(x, t)$ is in $L^{1}$ for all $t \in \mathbb{R}$.
On the other hand,

$$
\frac{\partial c}{\partial t}(x, t)=a\left(x, \frac{|f+t g|(x)}{\|f\|_{\varphi}}\right) \cdot\left(\frac{g(x)}{\|f\|_{\varphi}}\right) \cdot \operatorname{sng}(f+t g)(x) .
$$

For $0<t<1$ we have:

$$
\left|\frac{\partial c}{\partial t}(x, t)\right| \leqslant a\left(x, \frac{|f+g|(x)}{\|f\|_{\varphi}}\right) \cdot\left(\frac{g(x)}{\|f\|_{\varphi}}\right) .
$$

By Lemma [2.1, the function: $x \longrightarrow a\left(x, \frac{|f+g|(x)}{\|f\|_{\varphi}}\right)$ is in $L_{\psi}$.
Then the function: $x \mapsto a\left(x, \frac{|f+g|(x)}{\|f\|_{\varphi}}\right) \cdot\left(\frac{g(x)}{\|f\|_{\varphi}}\right)$ is in $L^{1}$.
By Lebesgue's theorem

$$
\lim _{t \rightarrow 0^{+}} \int \frac{1}{t}\left[\varphi\left(x, \frac{|f+t g|(x)}{\|f\|_{\varphi}}\right)-\varphi\left(x, \frac{|f(x)|}{\|f\|_{\varphi}}\right)\right] d x=\frac{1}{\|f\|_{\varphi}} \int a\left(x, \frac{|f(x)|}{\|f\|_{\varphi}}\right) d x \geqslant 0 .
$$

Remark 3.1 Under the assumptions of Theorem3.1 2) ii), if $C_{k, \varphi}(X)>0$, then for all $g \in L_{\varphi}$ such that $k * g=0$ on X:

$$
\int a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) g(x) d x=0 .
$$

Theorem 3.2 Let $\varphi$ be a Musielak-Orlicz function such that $\varphi$ and $\psi$ satisfy the $\Delta_{2}$ condition. Let $X \subset \mathbb{R}^{N}$ such that $0<C_{k}, \varphi(X)<\infty$ and $f$ be the distribution function of $X$ for the $C_{k}, \varphi$ capacity. For all $g \in L_{\varphi}$

$$
\left|\int a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) g(x) d x\right| \leqslant K_{\varphi} \sup _{x \in X}|(k * g)(x)| \cdot| | f \|_{\varphi}
$$

where $K_{\varphi}$ is a constant that depends only on $\varphi$.
Proof. The inequality is obvious if $\sup _{x \in X}|(k * g)(x)|=+\infty$.
On the other hand, if $\sup _{x \in X}|(k * g)(x)|=0$, then by Remark 3.1 we have

$$
\int a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) \cdot g(x) d x=0
$$

If $0<\alpha=\sup _{x \in X}|(k * g)(x)|<+\infty$, then $k *\left(f-\frac{g}{\alpha}\right)(x) \geqslant 0$ for all $x \in X$.
By Theorem 3.1 we have:

$$
\int a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) \cdot\left(f-\frac{g}{\alpha}\right)(x) d x \geqslant 0 .
$$

Thus,

$$
\int a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) \cdot g(x) d x \leqslant \alpha \int a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) \cdot f(x) d x
$$

On the other hand, we have for all $x \in \mathbb{R}^{N}$ and $t \geqslant 0$ :

$$
\varphi(x, t)=\int_{0}^{t} a(x, t) d t \geqslant \int_{\frac{t}{2}}^{t} a(x, t) d t \geqslant\left(\frac{t}{2}\right) a\left(x, \frac{t}{2}\right) .
$$

Then,

$$
a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) \cdot \frac{f(x)}{\|f\|_{\varphi}} \leqslant \varphi\left(x, 2 \frac{f(x)}{\|f\|_{\varphi}}\right) \leqslant K_{\varphi}^{\prime} \varphi\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right)
$$

because $\varphi$ satisfies the $\Delta_{2}$ condition.
Therefore,

$$
\int a\left(x, \frac{f(x)}{\|f\|_{\varphi}}\right) \cdot g(x) d x \leqslant \alpha \cdot K_{\varphi}^{\prime} \cdot \varrho_{\varphi}\left(\frac{f}{\|f\|_{\varphi}}\right) .
$$

Since $\varrho_{\varphi}\left(\frac{f}{\|f\|_{\varphi}}\right) \leqslant 1$, the proof is complete.
Theorem 3.3 Let $\varphi$ be a Musielak-Orlicz function, uniformly convex which satisfies the $\triangle_{2}$ condition. Let $\left(X_{i}\right)_{i} \subset \mathbb{R}^{N}$. For each $i, f_{i}$ is the distribution function of $X_{i}$ for the $C_{k}, \varphi$ capacity. Let $X \subset \mathbb{R}^{N}$ and $f$ be its distribution function for the $C_{k}, \varphi$ capacity. If $X \subset \lim \inf X_{i}$ and $\lim C_{k}, \varphi\left(X_{i}\right)=C_{k}, \varphi(X)$ then, $f_{i} \longrightarrow f$ in $L_{\varphi}$.
We have the same result, particularly if $\left(X_{i}\right)_{i}$ is increasing and $X=\bigcup_{i} X_{i}$ or $\left(X_{i}\right)_{i}$ is a decreasing sequence of compacts and $X=\bigcap_{i} X_{i}$.
$\operatorname{Proof.}\left(f_{i}\right)_{i}$ is bounded in $L_{\varphi}$. Since the space $L_{\varphi}$ is reflexive, there exists a subsequence denoted again by $\left(f_{i}\right)_{i}$ which converges weakly in $L_{\varphi}^{+}$to a function g in $L_{\varphi}$. By Theorem [2.6, $k * g \geqslant 1$ on $\mathrm{X} C_{k}, \varphi-q$.e. Therefore,

$$
C_{k, \varphi}(X) \leqslant\|g\|_{\varphi} .
$$

On the other hand for all $h \in L_{\psi}$

$$
\int f_{i}(x) h(x) d x \longrightarrow \int g(x) h(x) d x
$$

ByHölder inequality, we have:

$$
\int f_{i}(x) h(x) d x \leqslant\left\|f_{i}\right\|_{\varphi}\| \| h \|_{\psi}
$$

Thus, $\int g(x) h(x) d x \leqslant \liminf \left\|f_{i}\right\|_{\varphi}\||h|\|_{\psi} \leqslant\|f\|_{\varphi}\||h|\|_{\psi}$.
Let the function $h: x \longrightarrow a\left(x, \frac{g(x)}{\|g\|_{\varphi}}\right)$ for all $x \in \mathbb{R}^{N}$.
By Lemma 2.1, $h \in L_{\psi}$, and by Lemma 2.3

$$
\|g\|_{\varphi}\|h\|_{\psi}=\int g(x) h(x) d x \leqslant\|f\|_{\varphi}\|h\|_{\psi} .
$$

Then,

$$
\|g\|_{\varphi} \leqslant C_{k}, \varphi(X)
$$

Thus,

$$
\|g\|_{\varphi}=C_{k}, \varphi(X) \text { and therefore } f=g
$$

On the other hand, $f$ is the unique adhesion value of the sequence $\left(f_{i}\right)_{i}$ for the topology $\sigma\left(L_{\varphi}, L_{\psi}\right)$. Then, $f_{i} \longrightarrow f$ weakly in $L_{\varphi}$. Since $L_{\varphi}$ is uniformly convex, we have $f_{i} \longrightarrow f$ strongly in $L_{\varphi}$.

Theorem 3.4 Let $\varphi$ be a Musielak-Orlicz function. Let $F$ be a closed subset of $\mathbb{R}^{N}$ such that $D_{k, \varphi}(F)<\infty$. For all $r \in \mathbb{R}_{+}^{*}: F_{r}=F \cap\left\{x \in \mathbb{R}^{N}:|x|>r\right\}$. If $\lim _{r \rightarrow+\infty} D_{k, \varphi}\left(F_{r}\right)=0$ then there exists a measure $\mu \in M_{1}^{+}$such that $\mu$ is concentrated on $F ;\|k * \mu\|_{\psi} \leqslant 1$ and $D_{k}, \varphi(F)=\|\mu\|$, where $\mu$ is called a distribution measure of $F$ for $D_{k, \varphi}$. Particularly, if $K$ is a compact such that $D_{k, \varphi}(K)<\infty$ then $K$ possesses a distribution measure for $D_{k, \varphi}$.

Proof. It is the same as that given in [3], Theorem 4.
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#### Abstract

We introduce a notion of a cubic stochastic operator corresponding to graph. We prove that each such operator has a unique fixed point. Besides, it is shown that any trajectory of such cubic stochastic operator exponentially rapidly converges to this fixed point.
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## 1 Introduction

The history of quadratic stochastic operator (QSO) can be traced to Bernshtein's work [1. Since then the theory of QSOs has been further developed motivated by their frequent occurrence in several problems of physical, economical and biological systems, where QSOs serve as a tool for the study of dynamical properties and modeling, see [2, 4, 12, 15, [19| 23 . While they were originally introduced as "evolutionary operators" to describe the dynamics of gene frequencies for given laws of heredity in mathematical population genetics, QSOs and the dynamical systems they describe have become interesting objects of study in their own right from a purely mathematical point of view. For a recent review on the theory of quadratic operators see [7].

In modern scientific investigations non-linear operators of higher order arise. Nowadays another class of nonlinear operators which are different from QSOs arises. In particular, cubic stochastic operator (CSO) can be obtained in gene engineering and free population with ternary production. In paper [17] the concept of cubic stochastic operator was introduced.

[^5]One such subclass that arises naturally in the biological context is given by the additional restriction

$$
\begin{equation*}
p_{i j k, l}=0, \quad \text { if } l \notin\{i, j, k\} \text { for all } i, j, k, l . \tag{1}
\end{equation*}
$$

These CSOs describe a reproductory behaviour where the offspring is a genetic copy of one of its parents and are called Volterra operators. The asymptotic behaviour of trajectories of this kind of CSOs for some particular cases were analysed in [13, 14, 17, 18 .

However, in the non-Volterra case (i.e. when condition (1) is violated), many questions remain open and there seems to be no general theory available.

In all of the above-mentioned references the authors investigated trajectories of a CSO on finite dimensional unit simplex. However, it seems natural to consider the problem for an infinite dimensional CSO. This can be done, e.g., by using a method of infinite dimensional Volterra quadratic stochastic operator considered in 16.

The paper is organised as follows. In Section 2 we recall definitions and well known results from the theory of Volterra and non-Volterra CSOs. In Section 3 we define a new class of non-Volterra CSOs and show that a CSO from this class has a unique fixed point. Moreover, we prove that the trajectory of such operators has the regularity property and consequently the ergodic hypothesis is verified.

## 2 Preliminaries and Known Results

Let $[m]=\{1,2, \ldots, m\}$. By the $(m-1)-$ simplex we mean the set

$$
S^{m-1}=\left\{\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in R^{m}: x_{i} \geq 0, \quad \sum_{i=1}^{m} x_{i}=1\right\}
$$

Each element $\mathbf{x} \in S^{m-1}$ is a probability measure on $[m]$ and so it may be looked upon as the state of a biological (physical and so on) system of $m$ elements.

A cubic stochastic operator (CSO) $V: S^{m-1} \mapsto S^{m-1}$ has the form

$$
\begin{equation*}
V: x_{l}^{\prime}=\sum_{i, j, k=1}^{m} p_{i j k, l} x_{i} x_{j} x_{k}, \quad(l=1, \ldots, m) \tag{2}
\end{equation*}
$$

where $p_{i j k, l}$ is a coefficient of heredity and

$$
\begin{equation*}
p_{i j k, l} \geq 0, \quad \sum_{l=1}^{m} p_{i j k, l}=1, \quad(i, j, k, l=1, \ldots, m) \tag{3}
\end{equation*}
$$

More precisely $p_{i j k, l}$ is the conditional probability $P(l \mid i, j, k)$ with which the $i$ th, $j$ th and $k$ th species interbreed successfully, when they produce an individual $l$. We assume that there is no difference whatever the "next" is, and in any generation the "parents" $i, j, k$ are independent, that is $P(i, j, k)=P(i) P(j) P(k)=x_{i} x_{j} x_{k}$, i.e. we consider models of free population.

For a given $\mathbf{x}^{(0)} \in S^{m-1}$, the trajectory $\left\{\mathbf{x}^{(n)}\right\}, \quad n=0,1,2, \ldots$ of an initial point $\mathbf{x}^{(0)}$ under the action of CSO (22) with (3) is defined by $\mathbf{x}^{(n+1)}=V\left(\mathbf{x}^{(n)}\right)$, where $n=0,1,2, \ldots$

A point $\mathbf{x} \in S^{m-1}$ is called a fixed point of $V$ if $V(\mathbf{x})=\mathbf{x}$. A CSO $V$ on $S^{m-1}$ is called regular if for any initial point $\mathbf{x} \in S^{m-1}$ the limit $\lim _{n \rightarrow \infty} V^{n}(\mathbf{x})$ exists. The biological
interpretation of the regularity of a CSO is rather clear: in the long run the distribution of species in the next generation coincides with the distribution of species in the previous one, i.e., it is stable.

For a nonlinear dynamical system, Ulam 21 suggested an analogue of a measuretheoretic ergodicity in the form of the following ergodic hypothesis: a QSO $V$ is said to be ergodic if the limit $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} V^{k}(\mathbf{x})$ exists for any $\mathbf{x} \in S^{m-1}$.

On the basis of numerical calculations, Ulam 21 conjectured that for any QSO the ergodic hypothesis holds. In [22, Zakharevich proved that this conjecture is false in general. In [17, the authors proved that a class of Volterra CSOs has the ergodic property. The biological interpretation of non-ergodicity of a CSO is the following: in the long run the behavior of the distributions of species is unpredictable.

Evidently, any regular CSO and, more generally, any CSO for which every trajectory converges to a (not necessarily strict) periodic orbit is ergodic, but the converse is not true.

In [18 a construction of a cubic stochastic operator is given. This construction depends on a probability measure $\mu$ which is initially given on a fixed graph $G$. Using the construction of CSO for $\mu$ defined as product of measures given on components of $G$ a wide class of non-Volterra CSOs is described. It is proved that the non-Volterra CSOs can be reduced to $N$ number of Volterra CSOs defined on the components, where $N$ is the number of components.

In [3] a class of non-Volterra cubic operators is given and the dynamical systems generated by these CSOs are studied.

## 3 Asymptotic Behaviour of CSOCGs

Recall the notion of infinite dimensional simplex following [16. Denote by $S$ the following set:

$$
S=\left\{\mathbf{x}=\left(x_{i}\right): x_{i} \geq 0, i \in \mathbb{N}, \quad \sum_{i=1}^{\infty} x_{i}=1\right\}
$$

Clearly, $S$ is the closed convex hull of vectors of the form $\mathbf{e}_{k}=(0,0, \ldots, 1,0,0, \ldots)$, where the unite is the $k$-th position, and precisely these vectors are the extreme elements of $S$.

We define an operator $V: S \mapsto S$ as follows

$$
\begin{equation*}
(V(\mathbf{x}))_{l}=\sum_{i, j, k=1}^{\infty} p_{i j k, l} x_{i} x_{j} x_{k}, \quad l \in \mathbb{N}, \quad \mathbf{x}=\left(x_{i}\right) \in S \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{i j k, l} \geq 0, \quad \sum_{l=1}^{\infty} p_{i j k, l}=1, \quad i, j, k, l \in \mathbb{N} \tag{5}
\end{equation*}
$$

and the values $p_{i j k, l}$ do not change for any permutation of $i, j$, and $k$.
Definition 3.1 An operator defined by conditions (4) and (5) is called an infinite dimensional cubic stochastic operator.

Let $G=(\Lambda, L)$ be a graph without multiple edges, where $\Lambda$ is the set of vertices which is at most a countable set, $L$ is the set of edges of the graph $G$. Enumerate the vertices of the graph $G$ by elements of $[m]_{0}=\{0\} \cup \mathbb{N}$. For the vertices $i, j \in \Lambda$ define

$$
\delta_{i j}:= \begin{cases}1, & \text { if }\{i, j\} \subset L \\ 0, & \text { otherwise }\end{cases}
$$

and we denote $\langle i, j, k\rangle$ if $\delta_{i j}+\delta_{j k}+\delta_{k i}>1$ and by $\rangle i, j, k\langle$ we denote the case $\delta_{i j}+\delta_{j k}+\delta_{k i} \leq 1$.

We define the coefficients of heredity as follows:

$$
p_{i j k, l}:=\left\{\begin{array}{l}
1, \quad \text { if } l=0, \quad\rangle i, j, k\left\langle, \quad i, j, k \in[m]_{0} \quad \text { or }\langle i, j, k\rangle, \quad 0 \in\{i, j, k\}\right.  \tag{6}\\
0, \quad \text { if } l \neq 0, \quad\rangle i, j, k\left\langle, \quad i, j, k \in[m]_{0} \text { or }\langle i, j, k\rangle, \quad 0 \in\{i, j, k\}\right. \\
\geq 0, \quad \text { if }\langle i, j, k\rangle, \quad i, j, k \in \mathbb{N}
\end{array}\right.
$$

The biological interpretation of the coefficients (6) is obvious: the individuals $i, j$ and $k$ might produce the offspring $l \neq 0$ if they are neighboring points of a graph.

Definition 3.2 For any fixed graph $G$, CSO satisfying conditions (4), (5) and (6) is called the cubic stochastic operator corresponding to the graph (CSOCG).

Remark 3.1 Any CSOCG is non-Volterra, because $p_{i j k, 0} \neq 0$ if $\rangle i, j, k\langle$ and $i j k \neq 0$.

Arbitrary CSOCG has the form
$V:\left\{\begin{array}{l}x_{0}^{\prime}=\sum_{i \in[m]_{0}} x_{i}^{3}+3 x_{0}^{2} \sum_{i \in \mathbb{N}} x_{i}+6 x_{0} \sum_{i, j \in \mathbb{N}} x_{i} x_{j}+6 \sum_{\substack{i, j, k \in \mathbb{N}: \\ i, j, k<}} x_{i} x_{j} x_{k}+6 \sum_{\substack{i, j, k \in \mathbb{N}: \\ i, j, k\rangle}} p_{i j k, 0} x_{i} x_{j} x_{k} \\ x_{l}^{\prime}=6 \sum_{\substack{i, j, k \in \mathbb{N}: \\\langle i, j, k\rangle}} p_{i j k, l} x_{i} x_{j} x_{k}, \quad l \in \mathbb{N} .\end{array}\right.$
Denote $\operatorname{int} S=\left\{\mathbf{x} \in S: x_{i}>0, \quad i \in \mathbb{N}\right\}$. Let $\omega\left(\mathbf{x}^{0}\right)$ be the set of limit points of a trajectory $\left\{V^{k}\left(\mathbf{x}^{0}\right) \in S: k=0,1,2, \ldots\right\}$. Using Lyapunov functions, one can handle the set of limit points. Recall the definition of a Lyapunov function.

Definition 3.3 A continuous function $\varphi: \operatorname{int} S \rightarrow \mathbb{R}$ is called a Lyapunov function for the operator (4) if $\varphi(V(\mathbf{x})) \geq \varphi(\mathbf{x})$ for all $\mathbf{x}($ or $\varphi(V(\mathbf{x})) \leq \varphi(\mathbf{x})$ for all $\mathbf{x})$.

Theorem 3.1 Any CSOCG (7) has a unique fixed point (1,0,0,...). Moreover for an initial $\mathbf{x}^{(0)} \in S$, the trajectory of operator (7) tends to this fixed point exponentially rapidly.

Proof. It is easy to verify that $\mathbf{e}_{0}=(1,0,0, \ldots)$ is a fixed point. We consider the function

$$
\begin{equation*}
\varphi(\mathbf{x})=\sum_{k \in \mathbb{N}} x_{k} \tag{8}
\end{equation*}
$$

The function (8) will be a Lyapunov function for the operator (77). Indeed,

$$
\begin{align*}
\varphi(V(\mathbf{x})) & =\sum_{l \in \mathbb{N}} x_{l}^{\prime}=\sum_{l \in \mathbb{N}} \sum_{\substack{i, j, k \in \mathbb{N}: \\
\langle i, j, k\rangle}} p_{i j k, l} x_{i} x_{j} x_{k}=\sum_{\substack{i, j, k \in \mathbb{N} \\
\langle i, j, k\rangle}} \sum_{l \in \mathbb{N}} p_{i j k, l} x_{i} x_{j} x_{k} \\
& \leq \sum_{\substack{i, j, k \in \mathbb{N}: \\
\langle i, j, k\rangle}} x_{i} x_{j} x_{k} \leq\left(\sum_{l \in \mathbb{N}} x_{l}\right)^{3} \leq \sum_{l \in \mathbb{N}} x_{l}=\varphi(\mathbf{x}) \tag{9}
\end{align*}
$$

It is evident, that $\varphi\left(\mathbf{x}^{(n+1)}\right) \leq \varphi\left(\mathbf{x}^{(n)}\right), n=0,1, \ldots$ implies that $\varphi(\mathbf{x})$ is a Lyapunov function, that is $\left\{\varphi\left(\mathbf{x}^{(n)}\right)\right\}_{n=0}^{\infty}$ is a decreasing sequence and converges to some limit $\xi$. We claim that $\xi=0$. Indeed, from (9) one has

$$
\begin{equation*}
\varphi\left(\mathbf{x}^{(n+1)}\right) \leq\left(\varphi\left(\mathbf{x}^{(n)}\right)\right)^{3} \leq\left(\varphi\left(\mathbf{x}^{(0)}\right)\right)^{3^{n}} \tag{10}
\end{equation*}
$$

If $x_{0}^{(0)} \neq 0$, then from (10) using $\varphi\left(\mathbf{x}^{(0)}\right)=\sum_{k \in \mathbb{N}} x_{k}^{(0)}=1-x_{0}^{(0)}$ we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \varphi\left(\mathbf{x}^{(n)}\right)=0 \tag{11}
\end{equation*}
$$

If for an initial point it holds that $x_{0}^{(0)}=0$, then from (7) it is easy to see that

$$
\begin{equation*}
V\left(\mathbf{x}^{(0)}\right) \in \operatorname{int} S=\left\{\mathbf{x} \in S: x_{i}>0, \sum_{k \in \mathbb{N}} x_{k}=1\right\} \tag{12}
\end{equation*}
$$

that is $x_{0}^{\prime} \neq 0$.
Thus from (11) and (12) it should be

$$
\lim _{n \rightarrow \infty} x_{k}^{(n)}=0, \quad \text { for } \quad \text { any } \quad k \in \mathbb{N}
$$

consequently

$$
\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\mathbf{e}_{0}, \quad \text { for } \quad \text { any } \quad \mathbf{x}^{(0)} \in S
$$

Since the limit is obtained for any $\mathbf{x}^{(0)} \in S$, we conclude that $(1,0,0, \ldots)$ is unique fixed point. This completes the proof.

If an operator has the regularity property then it satisfies the ergodic hypothesis. By Theorem 3.1 a CSOCG is a regular transformation, so as a corollary we have the following theorem.

Theorem 3.2 Any CSOCG (17) is an ergodic transformation.
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#### Abstract

This paper is concerned with the existence and uniqueness of extremal mild solutions for nonlocal semilinear differential equations with finite delay in an ordered Banach space with the help of the monotone iterative technique based on lower and upper solutions. We use the theory of semigroup and measures of noncompactness to obtain the main results. The existence results are proved by assuming compact or non compact semigroup. An example is provided to illustrate the applicability of the main results.
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## 1 Introduction

In this paper, we consider the following nonlocal semilinear differential equations with finite delay in an ordered Banach space:

$$
\left\{\begin{align*}
\frac{d}{d t} x(t) & =A x(t)+f\left(t, x_{t}, B x(t)\right), \quad t \in J=[0, b],  \tag{1}\\
x(t) & =\phi(t)+g(x)(t), \quad t \in[-a, 0],
\end{align*}\right.
$$

where the state $x(\cdot)$ takes values in the Banach space $X$ endowed with norm $\|\cdot\|$; $A: D(A) \subset X \rightarrow X$ is a closed linear densely defined operator and an infinitesimal generator of strongly continuous semigroup $\{T(t)\}_{t \geq 0}$ of bounded linear operator in $X$;

[^6]the nonlinear function $f:[0, b] \times \mathcal{D} \times X \rightarrow X$ is continuous, here $\mathcal{D}=C([-a, 0], X)$; the term $B x(t)$ is given by $B x(t)=\int_{0}^{t} K(t, s) x(s) d s$, here $K \in C\left(\Sigma, \mathbb{R}^{+}\right)$is the set of all positive functions which are continuous on $\Sigma=\{(t, s) \mid 0 \leq s \leq t \leq T\} ; \phi(\cdot) \in \mathcal{D}$ and $g: C([-a, b], X) \rightarrow \mathcal{D}$ is a continuous operator. If $x:[-a, b] \rightarrow X$ is a continuous function, then $x_{t}$ denotes the function in $\mathcal{D}$ defined as $x_{t}(\nu)=x(t+\nu)$ for $\nu \in[-a, 0]$, here $x_{t}(\cdot)$ represents the time history of the state from the time $t-a$ up to the present time $t$.

It is well known that time delays are frequently encountered in various industrial and practical systems, such as chemical processing, bio engineering, fuzzy systems, automatic control, neural networks, circuits, vehicle suspension systems and so on. Hence, in recent years, the researchers have paid more attention to delay differential equations (see [1-7]). Some authors have studied differential equations with nonlocal initial conditions, see for instance, [7] 13. Nonlocal initial condition, in many cases, is more suitable and produces better results in applications of physical problems than the classical initial value of the type $x(0)=x_{0}$.

The monotone iterative technique based on lower and upper solutions provides an effective way to investigate the existence of solutions for the nonlinear differential equations (fractional or non-fractional ordered), see for instance, [6, 14-18. It constructs monotone sequences of lower and upper solutions that converge uniformly to the extremal mild solutions between the lower and upper solutions.

This paper is motivated by recent works [6, 7, 16. We extend a monotone iterative technique for nonlocal semilinear differential equations with finite delay (1) to study the existence and uniqueness of extremal mild solutions in an ordered Banach space. We use the semigroup theory and measures of noncompactness to obtain the results. The existence results are discussed by assuming compact or non compact semigroup. To the best of our knowledge, up to now, no work has been reported on nonlocal semilinear differential equations with finite delay by using the monotone iterative technique.

The rest of the paper is organized as follows: In the next section, we introduce some basic definitions, notations and preliminary results. In Section 3, we prove the existence and uniqueness of extremal mild solutions of the delay system (1) by using monotone iterative technique. Finally, in Section 4, we present an example to show the application of the main result.

## 2 Preliminaries

Throughout this paper, we assume that $X$ is a Banach space with the norm $\|\cdot\|$ and $P=\{y \in X: y \geq \theta\}$ ( $\theta$ is a zero element of $X$ ) is a positive cone in $X$ which defines a partial ordering in $X$ by $x \leq y$ if and only if $y-x \in P$. If $x \leq y$ and $x \neq y$, we write $x<y$. The cone $P$ is said to be normal if there exists a positive constant $N$ such that $\theta \leq x \leq y$ implies $\|x\| \leq N\|y\|$. We also assume that $A: D(A) \subset X \rightarrow X$ is a closed linear densely defined operator that generates a strongly continuous semigroup $\{T(t), t \geq 0\}$. By Pazy [19, there exists a constant $M \geq 1$ such that $\sup _{t \in J}\|T(t)\| \leq M$. For the sake of convenience, we write $B^{*}=\sup _{t \in J} \int_{0}^{t} K(t, s) d s$.
$C([-a, b], X)$ is the Banach space of all continuous $X$-valued functions on interval $[-a, b]$ with norm $\|\cdot\|_{C}=\sup _{t \in[-a, b]}\|x(t)\|$. Then $C([-a, b], X)$ is an ordered Banach space whose partial ordering $\leq$ is induced by positive cone $P_{C}=\{x \in$ $C([-a, b], X) \mid x(t) \geq \theta, t \in[-a, b]\}$. Similarly $D$ is also an ordered Banach space with norm $\|\cdot\|_{D}=\sup _{t \in[-a, 0]}\|x(t)\|$ and partial ordering $\leq$ induced by $P_{D}=\{x \in$
$C([-a, 0], X) \mid x(t) \geq \theta, t \in[-a, 0]\}$. If the cone $P$ is normal with a normal constant $N$, then $P_{C}$ and $P_{D}$ are also normal cones with the same normal constant $N$. For $x, y \in$ $C([-a, b], X)$ with $x \leq y$, denote the ordered interval $[x, y]=\{z \in C([-a, b], X), x \leq$ $z \leq y\}$ in $C([-a, b], X)$, and $[x(t), y(t)]=\{u \in X: x(t) \leq u \leq y(t)\}(t \in[-a, b])$ in $X$.

Let us recall some basic definitions and lemmas which are used to prove our main results.

Definition 2.1 A $C_{0}$-semigroup $\{T(t)\}_{t \geq 0}$ is called a positive semigroup, if $T(t) x$ $\geq \theta$ for all $x \geq \theta$ and $t \geq 0$.

Lemma 2.1 (see [19]) If $h \in C^{1}(J, X)$, then for every $x_{0} \in D(A)$ the following initial value problem

$$
\left\{\begin{array}{l}
\frac{d}{d t} x(t)=A x(t)+h(t), \quad t \in J  \tag{2}\\
x(0)=x_{0}
\end{array}\right.
$$

has a unique solution $x$ on $J$ given by

$$
\left.x(t)=T(t) x_{0}+\int_{0}^{t} T(t-s) h(s)\right) d s, \quad t \in J
$$

Definition 2.2 (see [19) A continuous function $x:[-a, b] \rightarrow X$ is said to be a mild solution of the system (11) if $x(t)=\phi(t)+g(x)(t)$ on $[-a, 0]$ and the following integral equation is satisfied:

$$
x(t)=T(t)(\phi(0)+g(x)(0))+\int_{0}^{t} T(t-s) f\left(s, x_{s}, B x(s)\right) d s, \quad t \in J .
$$

Lemma 2.2 (see [19]) If $h \in L^{1}((0, b), X)$, then for every $x_{0} \in X$ the initial value problem (2) has a unique mild solution.

Let $C_{1}([-a, b], X)=\left\{u \in C([-a, b], X): u^{\prime}\right.$ exists on $J,\left.u^{\prime}\right|_{J} \in C(J, X)$ and $u(t) \in$ $D(A)$ for $t \geq 0\}$. An abstract function $u \in C_{1}([-a, b], X)$ is called a solution of (1) if $u(t)$ satisfies the equation (11).

Definition 2.3 (see [16) The function $x \in C_{1}([-a, b], X)$ is called a lower solution of the system (11) if it satisfies the following inequalities

$$
\left\{\begin{array}{l}
\frac{d}{d t} x(t) \leq A x(t)+f\left(t, x_{t}, B x(t)\right), \quad t \in J,  \tag{3}\\
x(\nu) \leq \phi(\nu)+g(x)(\nu), \quad \nu \in[-a, 0]
\end{array}\right.
$$

If all inequalities of (3) are reversed, we call $x$ an upper solution of the system (11).
Now we recall the definition of Kuratowski's measure of noncompactness and its properties.

Definition 2.4 (see [20, 21) Let $X$ be a Banach space and $\mathcal{B}(X)$ be a family of bounded subset of $X$. Then $\mu: \mathcal{B}(X) \rightarrow \mathbb{R}^{+}$, defined by

$$
\mu(S)=\inf \{\delta>0: S \text { admits a finite cover by sets of diameter } \leq \delta\}
$$

where $S \in \mathcal{B}(X)$, is called the Kuratowski measure of noncompactness. Clearly $0 \leq$ $\mu(S)<\infty$.

Lemma 2.3 (see [20, 21]) Let $S, S_{1}$ and $S_{2}$ be bounded sets of a Banach space $X$. Then
(i) $\mu(S)=0$ if and only if $S$ is a relatively compact set in $X$.
(ii) $\mu\left(S_{1}\right) \leq \mu\left(S_{2}\right)$ if $S_{1} \subset S_{2}$.
(iii) $\mu\left(S_{1}+S_{2}\right) \leq \mu\left(S_{1}\right)+\mu\left(S_{2}\right)$.
(iv) $\mu(\lambda S) \leq|\lambda| \mu(S)$ for any $\lambda \in \mathbb{R}$.

Lemma 2.4 (see [20,21]) If $S \subset C([c, d], X)$ is bounded and equicontinuous on $[c, d]$, then $\mu(S(t))$ is continuous for $t \in[c, d]$ and

$$
\mu(S)=\sup \{\mu(S(t)), t \in[c, d]\}, \quad \text { where } S(t)=\{x(t): x \in S\} \subseteq X
$$

Remark 2.1 (see 2021]) If $S$ is a bounded set in $C([c, d], X)$, then $S(t)$ is bounded in $X$, and $\mu(S(t)) \leq \mu(S)$.

Lemma 2.5 (see $[20,21])$ Let $S=\left\{u_{n}\right\} \subset C([c, d], X)(n=1,2, \ldots)$ be a bounded and countable set. Then $\mu(S(t))$ is Lebesgue integrable on $[c, d]$, and

$$
\begin{equation*}
\mu\left(\left\{\int_{c}^{d} u_{n}(t) d t \mid n=1,2, \ldots\right\}\right) \leq 2 \int_{c}^{d} \mu(S(t)) d t \tag{4}
\end{equation*}
$$

## 3 Main Result

In this section, we prove the existence and the uniqueness of extremal mild solutions of the system (1).

Theorem 3.1 Let $X$ be an ordered Banach space, whose positive cone $P$ is normal with a normal constant $N$. Also assume that $A$ is the infinitesimal generator of a positive and compact $C_{0}$-semigroup $\{T(t)\}_{t \geq 0}$ on $X$. If the system (1) has a lower solution $x^{(0)} \in C([-a, b], X)$ and an upper solution $y^{(0)} \in C([-a, b], X)$ with $x^{(0)} \leq y^{(0)}$ and satisfies the following assumptions:
(H1) The function $f: J \times \mathcal{D} \times X \rightarrow X$ satisfies that $f(t, \cdot, \cdot): \mathcal{D} \times X \rightarrow X$ is continuous for $t \in J$, and $f(\cdot, \varphi, x)$ is strongly measurable for all $(\varphi, x) \in \mathcal{D} \times X$.
(H2) For any $t \in J$, the function $f(t, \cdot \cdot \cdot): \mathcal{D} \times X \rightarrow X$ satisfies the following

$$
f\left(t, \varphi_{1}, u_{1}\right) \leq f\left(t, \varphi_{2}, u_{2}\right)
$$

where $u_{1}, u_{2} \in X$ with $B x^{(0)}(t) \leq u_{1} \leq u_{2} \leq B y^{(0)}(t)$ and $\varphi_{1}, \varphi_{2} \in \mathcal{D}$ with $x_{t}^{(0)} \leq \varphi_{1} \leq \varphi_{2} \leq y_{t}^{(0)}$.
(H3) The function $g: C([-a, b], X) \rightarrow \mathcal{D}$ is increasing, continuous and compact.
Then the delay system (1) has minimal and maximal mild solutions between $x^{(0)}$ and $y^{(0)}$.

Proof. Let $B=\left[x^{(0)}, y^{(0)}\right]=\left\{x \in C([-a, b], X) \mid x^{(0)} \leq x \leq y^{(0)}\right\}$. Define $Q: B \rightarrow$ $C([-a, b], X)$ by

$$
Q x(t)=\left\{\begin{array}{l}
T(t)(\phi(0)+g(x)(0))+\int_{0}^{t} T(t-s) f\left(s, x_{s}, B x(s)\right) d s, \quad t \in[0, b],  \tag{5}\\
\phi(t)+g(x)(t), \quad t \in[-a, 0]
\end{array}\right.
$$

For any $x \in B$ and in view of (H2), we have

$$
\begin{aligned}
f\left(t, x_{t}^{(0)}, B x^{(0)}(t)\right) & \leq f\left(t, x_{t}, B x(t)\right) \\
& \leq f\left(t, y_{t}^{(0)}, B y^{(0)}(t)\right) .
\end{aligned}
$$

By the normality of the positive cone $P$, there exists a constant $k>0$ such that

$$
\begin{equation*}
\left\|f\left(t, x_{t}, B x(t)\right)\right\| \leq k, \quad x \in B \tag{6}
\end{equation*}
$$

Firstly we prove that $Q$ is a continuous and monotonically increasing operator from $B$ to $B$. Let $x, y \in B$ with $x \leq y$, then $x(t) \leq y(t), t \in[-a, b]$. Therefore $x_{t} \leq y_{t}$ in $\mathcal{D}$ for all $t \in[0, b]$. By the positivity of the semigroup $T(t)$ and the assumptions (H2) and (H3), we get

$$
\begin{equation*}
Q x \leq Q y . \tag{7}
\end{equation*}
$$

Let $\frac{d}{d t} x^{(0)}(t)=A x^{(0)}(t)+h(t), t \in J$. In view of Lemma 2.2 and Definition 2.3, we get

$$
\begin{aligned}
x^{(0)}(t) & =T(t) x^{(0)}(0)+\int_{0}^{t} T(t-s) h(s) d s \\
& \leq T(t)\left(\phi(0)+g\left(x^{(0)}\right)(0)\right)+\int_{0}^{t} T(t-s) f\left(s, x_{s}^{(0)}, B x^{(0)}(s)\right) d s \\
& =Q x^{(0)}(t), \quad t \in J .
\end{aligned}
$$

Also $x^{(0)}(t) \leq \phi(t)+g\left(x^{(0)}\right)(t)=Q x^{(0)}(t), t \in[-a, 0]$. Thus $x^{(0)}(t) \leq Q x^{(0)}(t), t \in$ $[-a, b]$. Similarly we can show that $Q y^{(0)}(t) \leq y^{(0)}(t), t \in[-a, b]$. Now let $\left\{x^{(n)}\right\} \subset B$ with $x^{(n)} \rightarrow x \in B$ as $n \rightarrow \infty$. By (6), (H1) and (H3) for any $t \in J$, we have
(i) $f\left(t, x_{t}^{(n)}, B x^{(n)}(t)\right) \rightarrow f\left(t, x_{t}, B x(t)\right)$.
(ii) $g\left(x^{(n)}\right) \rightarrow g(x)$.
(iii) $\left\|f\left(t, x_{t}^{(n)}, B x^{(n)}(t)\right)-f\left(t, x_{t}, B x(t)\right)\right\| \leq 2 k$.

These, together with Lebesgue's dominated convergence theorem, imply that

$$
\begin{aligned}
\left\|Q x^{(n)}(t)-Q x(t)\right\| \leq & M\left\|g\left(x^{(n)}\right)(0)-g(x)(0)\right\|+M \int_{0}^{t} \| f\left(s, x_{s}^{(n)}, B x(s)\right) \\
& -f\left(s, x_{s}, B x(s)\right) \| d s \\
& \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

In view of (H3), for any $t \in[-a, 0]$, we have $\left\|Q x^{(n)}(t)-Q x(t)\right\|=\left\|g\left(x^{(n)}\right)(t)-g(x)(t)\right\| \rightarrow$ 0 as $n \rightarrow 0$. Therefore $Q: B \rightarrow B$ is a monotonically increasing and continuous operator.

Next we show that $Q(B)$ is equicontinuous on $[-a, b]$. Since semigroup $T(t)$ is compact for $t>0, T(t)$ is continuous in uniform operator topology for $t>0$. For any $x \in B$ and $t_{1}, t_{2} \in J$ with $t_{1}<t_{2}$, we have that

$$
\begin{aligned}
&\left\|Q x\left(t_{2}\right)-Q x\left(t_{1}\right)\right\| \leq\left\|T\left(t_{2}\right)(\phi(0)+g(x)(0))-T\left(t_{1}\right)(\phi(0)+g(x)(0))\right\| \\
&+\left\|\int_{0}^{t_{1}}\left[T\left(t_{2}-s\right)-T\left(t_{1}-s\right)\right] f\left(s, x_{s}, B x(s)\right) d s\right\| \\
&+\left\|\int_{t_{1}}^{t_{2}} T\left(t_{2}-s\right) f\left(s, x_{s}, B x(s)\right) d s\right\| \\
& \leq\left\|T\left(t_{2}\right)(\phi(0)+g(x)(0))-T\left(t_{1}\right)(\phi(0)+g(x)(0))\right\| \\
&+k \int_{0}^{t_{1}-\epsilon}\left\|T\left(t_{2}-s\right)-T\left(t_{1}-s\right)\right\| d s \\
&+k \int_{t_{1}-\epsilon}^{t_{1}}\left\|T\left(t_{2}-s\right)-T\left(t_{1}-s\right)\right\| d s+M k\left(t_{2}-t_{1}\right) \\
& \leq\left\|T\left(t_{2}\right)(\phi(0)+g(x)(0))-T\left(t_{1}\right)(\phi(0)+g(x)(0))\right\| \\
&+k\left(t_{1}-\epsilon\right) \sup _{s \in\left[0, t_{1}-\epsilon\right]}\left\|T\left(t_{2}-s\right)-T\left(t_{1}-s\right)\right\| \\
&+2 M k \epsilon+M k\left(t_{2}-t_{1}\right),
\end{aligned}
$$

where $\epsilon \in\left(0, t_{1}\right)$ is arbitrary. Therefore $\left\|Q x\left(t_{2}\right)-Q x\left(t_{1}\right)\right\| \rightarrow 0$ as $t_{1} \rightarrow t_{2}$ and $\epsilon \rightarrow 0$ independently of $x \in B$. Thus $Q(B)$ is equicontinuous on $J$. Since $g: C([-a, b], X) \rightarrow \mathcal{D}$ is continuously compact operator and $\phi \in \mathcal{D}, Q(B)$ is equicontinuous on $[-a, 0]$. Hence $Q(B)$ is equicontinuous on $[-a, b]$.

Further we show that for each $t \in[-a, b]$, the set $G(t)=\{Q x(t): x \in B\}$ is relatively compact in $X$. Let $t \in(0, b]$ be a fixed real number and $\kappa$ be a given real number satisfying $0<\kappa<t$. For $x \in B$, we define

$$
\begin{aligned}
Q^{\kappa} x(t) & =T(t)(\phi(0)+g(x)(0))+\int_{0}^{t-\kappa} T\left((t-s) f\left(s, x_{s}, B x(s)\right) d s\right. \\
& =T(\kappa)\left[T(t-\kappa)(\phi(0)+g(x)(0))+\int_{0}^{t-\kappa} T(t-\kappa-s) f\left(s, x_{s}, B x(s)\right) d s\right]
\end{aligned}
$$

By (6), (H3) and the compactness of $T(\kappa)$, the set $\left\{Q^{\kappa} x(t): x \in B\right\}$ is relatively compact in $X$ for each $t \in(0, b]$. Also

$$
\begin{aligned}
\left\|Q x(t)-Q^{\kappa} x(t)\right\| & \leq\left\|\int_{t-\kappa}^{t} T(t-s) f\left(s, x_{s}, B x(s)\right) d s\right\| \\
& \leq M k \kappa \rightarrow 0 \text { as } \kappa \rightarrow 0^{+}
\end{aligned}
$$

Thus there are relatively compact sets $\left\{\left(Q^{\kappa} x\right)(t): x \in B\right\}$ arbitrary close to the set $G(t)$ for each $t \in(0, b]$. Also $G(t), t \in[-a, 0]$, is relatively compact in $X$ as $g: C([-a, b], X) \rightarrow$ $\mathcal{D}$ is a continuously compact operator and $\phi(\cdot) \in \mathcal{D}$. Hence the set $G(t)$ is relatively compact in $X$ for all $t \in[-a, b]$.

In view of Ascoli-Arzela theorem, we conclude that $Q(B)$ is relatively compact. Now we define the sequences as

$$
\begin{equation*}
x^{(n)}=Q x^{(n-1)} \text { and } y^{(n)}=Q y^{(n-1)}, \quad n=1,2, \ldots \tag{8}
\end{equation*}
$$

and from (7), we have

$$
\begin{equation*}
x^{(0)} \leq x^{(1)} \leq \ldots x^{(n)} \leq \ldots \leq y^{(n)} \leq \ldots \leq y^{(1)} \leq y^{(0)} \tag{9}
\end{equation*}
$$

Since $Q(B)$ is relatively compact, the sequence $\left\{x^{(n)}\right\}$ has a convergent subsequence $\left\{x^{\left(n_{j}\right)}\right\}$. Let $x^{*}$ be its limit. Then for each $\varepsilon>0$ there exists an $n_{j}$ (depending upon $\varepsilon$ ) such that

$$
\left\|x^{\left(n_{j}\right)}-x^{*}\right\|_{C}<\frac{\varepsilon}{1+N}
$$

To show that the sequence $\left\{x^{(n)}\right\}$ converges to $x^{*}$, take any $n \geq n_{j}$ and in view of (19), we have

$$
x^{\left(n_{j}\right)} \leq x^{(n)} \leq x^{*}
$$

that is

$$
0 \leq x^{(n)}-x^{\left(n_{j}\right)} \leq x^{*}-x^{\left(n_{j}\right)}
$$

By normality of cone $P$ of $X$, we have

$$
\left\|x^{(n)}-x^{\left(n_{j}\right)}\right\|_{C} \leq N\left\|x^{*}-x^{\left(n_{j}\right)}\right\|_{C}
$$

This implies

$$
\begin{aligned}
\left\|x^{(n)}-x^{*}\right\|_{C} & \leq\left\|x^{(n)}-x^{\left(n_{j}\right)}\right\|_{C}+N\left\|x^{\left(n_{j}\right)}-x^{*}\right\|_{C} \\
& \leq(N+1)\left\|x^{\left(n_{j}\right)}-x^{*}\right\|_{C} \\
& \leq \varepsilon
\end{aligned}
$$

Hence the sequence $\left\{x^{(n)}\right\}$ converges to $x^{*}$. By (5) and (8), we have that

$$
x^{(n)}(t)=\left\{\begin{array}{l}
T(t)\left(\phi(0)+g\left(x^{(n-1)}\right)(0)\right) \\
\quad+\int_{0}^{t} T(t-s) f\left(s, x_{s}^{(n-1)}, B x^{(n-1)}(s)\right) d s, \quad t \in[0, b] \\
\phi(t)+g\left(x^{(n-1)}\right)(t), \quad t \in[-a, 0]
\end{array}\right.
$$

In view of Lebesgue's dominated convergence theorem and taking $n \rightarrow \infty$, we get

$$
x^{*}(t)=\left\{\begin{array}{l}
T(t)\left(\phi(0)+g\left(x^{*}\right)(0)\right)+\int_{0}^{t} T(t-s) f\left(s, x_{s}^{*}, B x^{*}(s)\right) d s, \quad t \in[0, b] \\
\phi(t)+g\left(x^{*}\right)(t), \quad t \in[-a, 0]
\end{array}\right.
$$

Thus $x^{*} \in C([-a, b], X)$ and $x^{*}=Q x^{*}$. It means that $x^{*}$ is a mild solution of (11). Similarly we can prove that there exists $y^{*} \in C([-a, b], X)$ such that $y^{(n)} \rightarrow y^{*}$ as $n \rightarrow \infty$ and $y^{*}=Q y^{*}$. Let $x \in B$ be any fixed point of $Q$, then by (7), $x^{(1)}=Q x^{(0)} \leq Q x=x \leq$ $Q y^{(0)}=y^{(1)}$. By induction, $x^{(n)} \leq x \leq y^{(n)}$. Using (9) and taking the limit as $n \rightarrow \infty$, we conclude that $x^{(0)} \leq x^{*} \leq x \leq y^{*} \leq y^{(0)}$. Hence $x^{*}, y^{*}$ are the minimal and maximal mild solutions of the nonlocal semilinear differential equations with finite delay (1) on $\left[x^{(0)}, y^{(0)}\right]$ respectively.

In the next theorem, we again discuss the existence of extremal mild solution of (1) with the help of the measure of noncompactness and the monotone iterative procedure. In this result, semigroup $\{T(t)\}_{t \geq 0}$ does not have to be compact.

Theorem 3.2 Let $X$ be an ordered Banach space whose positive cone $P$ is normal with a normal constant $N$ and $A$ be the infinitesimal generator of a positive $C_{0}$ semigroup $\{T(t)\}_{t \geq 0}$ on $X$. Also suppose that the delay system (1) has a lower solution $x^{(0)} \in C([-a, b], X)$ and an upper solution $y^{(0)} \in C([-a, b], X)$ with $x^{(0)} \leq y^{(0)}$ and the assumptions (H1)-(H3) hold. If the following hypotheses are satisfied
(H4) The operator $T(t)$ is continuous in the sense of uniform operator topology for $t>0$.
(H5) There exists a constant $L \geq 0$ such that

$$
\mu(f(t, E, S)) \leq L\left[\sup _{-a \leq \nu \leq 0} \mu(E(\nu))+\mu(S)\right]
$$

for $t \in J$ and $E \subset \mathcal{D}, S \subset X$, where $E(\nu)=\{\varphi(\nu): \varphi \in E\}$,
and $2 M \operatorname{Lb}\left(1+2 B^{*}\right)<1$, then the delay system (1) has minimal and maximal mild solutions between $x^{(0)}$ and $y^{(0)}$.

Proof. Let $B=\left[x^{(0)}, y^{(0)}\right]=\left\{x \in C([-a, b], X) \mid x^{(0)} \leq x \leq y^{(0)}\right\}$. We define a map $Q: B \rightarrow C([-a, b], X)$ as defined in Theorem 3.1. Proceeding as in the proof of Theorem 3.1 and in view of (H4), we get that the operator $Q: B \rightarrow B$ is monotonically increasing and continuous, and $Q(B)$ is equicontinuous on $[-a, b]$. Also we define the sequences $x^{(n)}$ and $y^{(n)}$ as defined by (8) in Theorem[3.1. Since $x^{(0)} \leq Q x^{(0)}, Q y^{(0)} \leq y^{(0)}$ and the map $Q$ is increasing, the equation (9) holds.

Let $S=\left\{x^{(n)}\right\}_{n=1}^{\infty}$. By (9) and the normality of positive cone $P_{C}$, the set $S$ is bounded. As $g$ is a continuously compact operator, we get

$$
\begin{aligned}
\mu(\{S(t)\}) & =\mu\left(\left\{\phi(t)+g\left(x^{(n-1)}\right)(t)\right\}_{n=1}^{\infty}\right) \\
& \leq \mu(\{\phi(t)\})+\mu\left(\left\{g\left(x^{(n-1)}\right)(t)\right\}_{n=1}^{\infty}\right)=0 \text { for } t \in[-a, 0]
\end{aligned}
$$

Since $S(t)=\left\{x^{(1)}(t)\right\} \cup\{Q(S)(t)\}$ for any $t \in J, \mu(S(t))=\mu(Q(S)(t)), t \in J$. From (H3), (H5), (5) and (8), we get for $t \in J$ that

$$
\begin{aligned}
\mu(S(t)) & =\mu\left(\left\{T(t)\left[\phi(0)+g\left(x^{(n)}\right)(0)\right]+\int_{0}^{t} T(t-s) f\left(s, x_{s}^{(n)}, B x^{(n)}(s)\right) d s\right\}\right) \\
& \leq 2 M \int_{0}^{t} \mu\left(\left\{f\left(s, x_{s}^{(n)}, B x^{(n)}(s)\right) d s\right\}\right) \\
& \leq 2 M L \int_{0}^{t}\left[\sup _{-a \leq \nu \leq 0} \mu\left(\left\{x^{(n)}(s+\nu)\right\}\right)+\mu\left(\left\{\int_{0}^{s} K(s, r) x^{(n)}(r) d r\right\}\right)\right] d s \\
& \leq 2 M L \int_{0}^{t}\left[\sup _{0 \leq r \leq s} \mu\left(\left\{x^{(n)}(r)\right\}\right)+2 \int_{0}^{s} K(s, r) \mu\left(\left\{x^{(n)}(r)\right\}\right) d r\right] d s \\
& \leq 2 M L\left(1+2 B^{*}\right) \int_{0}^{t} \sup _{0 \leq r \leq s} \mu\left(\left\{x^{(n)}(r)\right\}\right) d s \\
& \leq 2 M L b\left(1+2 B^{*}\right) \sup _{-a \leq r \leq b} \mu(\{S(r)\}) .
\end{aligned}
$$

Since $\left\{Q x^{(n)}\right\}_{n=0}^{\infty}$, i.e. $\left\{x^{(n)}\right\}_{n=1}^{\infty}$, is equicontinuous on $[-a, b]$ and by Lemma 2.4] we get

$$
\mu(S) \leq 2 M L b\left(1+2 B^{*}\right) \mu(S)
$$

Since $2 \operatorname{MLb}\left(1+2 B^{*}\right)<1$, this implies that $\mu(S)=0$, i.e. $\mu\left(\left\{x^{(n)}\right\}_{n=1}^{\infty}\right)=0$. Therefore the set $\left\{x^{(n)}: n \geq 1\right\}$ is relatively compact in $B$. So the sequence $\left\{x^{(n)}\right\}$ has a convergent subsequence in $B$. By the proof of Theorem 3.1 the sequence $\left\{x^{(n)}\right\}$ is itself convergent sequence. So there exists $x^{*} \in B$ such that $x^{(n)} \rightarrow x^{*}$ as $n \rightarrow \infty$. Similarly there exists $y^{*} \in B$ such that $y^{(n)} \rightarrow y^{*}$ as $n \rightarrow \infty$. Again by Theorem 3.1, $x^{*}$ and $y^{*}$ become the minimal and maximal mild solutions of the nonlocal semilinear differential equations with finite delay (1) in $B$ respectively.

In the next theorem, we shall prove the uniqueness of the solution of the system (11) by using monotone iterative procedure. For this purpose, we make the following assumptions:
(H6) The function $f: J \times \mathcal{D} \times X \rightarrow X$ is continuous and there exists a constant $\eta \geq 0$ such that for some $\nu \in[-a, 0]$,

$$
f\left(t, \varphi_{2}, u_{2}\right)-f\left(t, \varphi_{1}, u_{1}\right) \leq \eta\left[\left(\varphi_{2}(\nu)-\varphi_{1}(\nu)\right)+\left(u_{2}-u_{1}\right)\right],
$$

for any $t \in J, u_{1}, u_{2} \in X$ with $B x^{(0)}(t) \leq u_{1} \leq u_{2} \leq B y^{(0)}(t)$ and $\varphi_{1}, \varphi_{2} \in \mathcal{D}$ with $x_{t}^{(0)} \leq \varphi_{1} \leq \varphi_{2} \leq y_{t}^{(0)}$.
(H7) For any $t \in[-a, 0]$ and $x, y \in B$ with $x \leq y$, there exists a constant $\gamma\left(0 \leq \gamma<\frac{1}{N}\right)$ such that

$$
g(y)(t)-g(x)(t) \leq \gamma(y(t)-x(t))
$$

Theorem 3.3 Let $X$ be an ordered Banach space whose positive cone $P$ is normal with a normal constant $N$ and $A$ be the infinitesimal generator of a positive $C_{0}$ semigroup $\{T(t)\}_{t>0}$ on $X$. Also suppose that the system (11) has a lower solution $x^{(0)} \in C([-a, b], \bar{X})$ and an upper solution $y^{(0)} \in C([-a, b], X)$ with $x^{(0)} \leq y^{(0)}$. If the assumptions (H2), (H3), (H4), (H6) and (H7) hold, and $2 M L b\left(1+2 B^{*}\right)<1$, where $L=N \eta$, then the delay system (1) has a unique mild solution between $x^{(0)}$ and $y^{(0)}$.

Proof. Let $\left\{\varphi_{n}\right\} \subset \mathcal{D}$ and $\left\{u_{n}\right\} \subset X$ be two monotone increasing sequences. Take any $m, n=1,2, \ldots$, with $m>n$. By (H2), (H3) and (H6), we get for some $\nu \in[-a, 0]$ that

$$
\theta \leq f\left(t, \varphi_{m}, u_{m}\right)-f\left(t, \varphi_{n}, u_{n}\right) \leq \eta\left[\left(\varphi_{m}(\nu)-\varphi_{n}(\nu)\right)+\left(u_{m}-u_{n}\right)\right] .
$$

Using the normality of the positive cone $P$, we get

$$
\begin{equation*}
\left\|f\left(t, \varphi_{m}, u_{m}\right)-f\left(t, \varphi_{n}, u_{n}\right)\right\| \leq N \eta\left[\left\|\varphi_{m}(\nu)-\varphi_{n}(\nu)\right\|+\left\|u_{m}-u_{n}\right\|\right] \tag{10}
\end{equation*}
$$

By the definition of measure of noncompactness, we get

$$
\begin{aligned}
\mu\left(\left\{f\left(s, \varphi_{n}\right)\right\}\right) & \leq L\left[\mu\left(\left\{\varphi_{n}(\nu)\right\}\right)+\mu\left(\left\{u_{n}\right\}\right)\right] \\
& \leq L\left[\sup _{-a \leq \nu \leq 0} \mu\left(\left\{\varphi_{n}(\nu)\right\}\right)+\mu\left(\left\{u_{n}\right\}\right)\right]
\end{aligned}
$$

where $L=N \eta$. Clearly the assumption (H5) is satisfied. The assumption (H1) is satisfied by the inequality (10). Thus the assumptions (H1)-(H5) hold and $2 M L b\left(1+2 B^{*}\right)<1$. So
by Theorem 3.2, the delay system (11) has minimal and maximal mild solutions between $x^{(0)}$ and $y^{(0)}$.

Let $x^{*}(t)$ and $y^{*}(t)$ be the minimal and maximal solutions of the delay system (1) respectively on the ordered interval $B=\left[x^{(0)}, y^{(0)}\right]$. By (5) and $\mathrm{H}(7)$ for any $t \in[-a, 0]$, we have

$$
\begin{aligned}
\theta & \leq y^{*}(t)-x^{*}(t)=Q y^{*}(t)-Q x^{*}(t) \\
& =g\left(y^{*}\right)(t)-g\left(x^{*}\right)(t) \\
& \leq \gamma\left(y^{*}(t)-x^{*}(t)\right)
\end{aligned}
$$

By using the normality of positive cone $P$, we get $\left\|y^{*}(t)-x^{*}(t)\right\| \leq N \gamma\left\|y^{*}(t)-x^{*}(t)\right\|$ for all $t \in[-a, 0]$. This implies that $y^{*}(t)=x^{*}(t)$ for all $t \in[-a, 0]$ as $N \gamma<1$. Let $t \in[0, b]$. In view of (5) and (H6), we have

$$
\begin{aligned}
\theta & \leq y^{*}(t)-x^{*}(t)=Q y^{*}(t)-Q x^{*}(t) \\
& =\int_{0}^{t} T(t-s)\left[f\left(s, y_{s}^{*}, B y^{*}(s)\right)-f\left(s, x_{s}^{*}, B x^{*}(s)\right)\right] d s \\
& \leq \eta \int_{0}^{t} T(t-s)\left[\left(y_{s}^{*}(\nu)-x_{s}^{*}(\nu)\right)+\int_{0}^{s} K(s, r)\left(y^{*}(r)-x^{*}(r)\right) d r\right] d s
\end{aligned}
$$

where $\nu \in[-a, 0]$. By applying the normality of the positive cone $P$, we get

$$
\begin{align*}
\left\|y^{*}(t)-x^{*}(t)\right\| & \leq N \eta \| \int_{0}^{t} T(t-s)\left[\left(y_{s}^{*}(\nu)-x_{s}^{*}(\nu)\right)\right. \\
& \left.+\int_{0}^{s} K(s, r)\left(y^{*}(r)-x^{*}(r)\right) d r\right] d s \| \\
& \leq M N \eta \int_{0}^{t}\left[\left\|y^{*}(s+\nu)-x^{*}(s+\nu)\right\|\right.  \tag{11}\\
& \left.+\int_{0}^{s} K(s, r)\left\|y^{*}(r)-x^{*}(r)\right\| d r\right] d s \\
& \leq M N \eta b\left(1+B^{*}\right)\left\|y^{*}-x^{*}\right\|_{C} .
\end{align*}
$$

Since $y^{*}(t)=x^{*}(t)$ for $t \in[-a, 0]$ and due to the inequality (11), we get that $\| y^{*}-$ $x^{*}\left\|_{C} \leq M N \eta b\left(1+B^{*}\right)\right\| y^{*}-x^{*} \|_{C}$. But $\operatorname{MLb}\left(1+2 B^{*}\right)<\frac{1}{2}$, so $\left\|y^{*}-x^{*}\right\|_{C}=0$, i.e., $y^{*}(t)=x^{*}(t), t \in[-a, b]$. Hence $y^{*}=x^{*}$ is the unique mild solution of the delay system (11) between $x^{(0)}$ and $y^{(0)}$.

## 4 Example

Consider the following nonlocal semilinear partial differential equations with finite delay of the form:

$$
\left\{\begin{align*}
\frac{\partial z(t, \xi)}{\partial t}= & \frac{\partial^{2}}{\partial \xi^{2}} z(t, \xi)+\int_{-a}^{0}(a+\nu)^{\frac{-1}{2}}(-\nu)^{\frac{-1}{2}} z(t+\nu, \xi) d \nu  \tag{12}\\
& \quad+\int_{0}^{t} z(s, \xi) d s, \quad \xi \in[0, \pi], t \in[0, b] \\
z(t, 0)= & z(t, \pi)=0, \quad t \in[0, b] \\
z(\nu, \xi)= & \phi(\nu, \xi)+\int_{0}^{b} \rho(s, \nu) \log (1+|z(s, \xi)|) d s, \quad-a \leq \nu \leq 0
\end{align*}\right.
$$

where $\phi \in \mathcal{D}=C\left([-a, 0] \times[0, \pi]: \mathbb{R}^{+}\right)$, the operator $\rho(s, \nu):[0, b] \times[-a, 0] \rightarrow \mathbb{R}^{+}$is continuous.

Let $X=L^{2}([0, \pi], \mathbb{R})$ and $P=\{v \in X: v(\xi) \geq 0, \xi \in[0, \pi]\}$. Then $P$ is a normal cone in Banach space $X$. We define an operator $A: X \rightarrow X$ by $A v=v^{\prime \prime}$ with domain

$$
D(A)=\left\{v \in X: v, v^{\prime} \text { is absolutely continuous } v^{\prime \prime} \in X, v(0)=v(\pi)=0\right\}
$$

It is well known that $A$ is an infinitesimal generator of a strongly continuous semigroup $\{T(t), t \geq 0\}$ of uniformly bounded linear operators in $X$. Now we define $z(t)(\xi)=$ $z(t, \xi), z_{t}(\nu, \xi)=z(t+\nu, \xi), \phi(\nu)(\xi)=\phi(\nu, \xi), B z(t)(\xi)=\int_{0}^{t} z(s, \xi) d s, f(t, \varphi, u)(\xi)=$ $\int_{-a}^{0}(a+\nu)^{\frac{-1}{2}}(-\nu)^{\frac{-1}{2}} \varphi(\nu, \xi) d \nu+u(\xi)$ and $g(z)(\nu)(\xi)=g(z(\nu, \xi))=\int_{0}^{b} \rho(s, \nu) \log (1+$ $|z(s, \xi)|) d s$. Therefore, the above nonlocal semilinear partial differential equations with finite delay (12) can be written as the abstract form (1).

Since $T(t)$ is continuous in the sense of uniform operator topology for $t>0$, the assumption (H4) is satisfied. We can also easily see that function $f$ satisfies the assumptions (H1) and (H2). For $t \in[0, b], \varphi_{1}, \varphi_{2} \in C([-a, 0], X)$ with $0 \leq \varphi_{1} \leq \varphi_{2}$ and $u_{1}, u_{2} \in X$ with $0 \leq u_{1} \leq u_{2}$, then

$$
\begin{aligned}
0 & \leq f\left(t, \varphi_{2}, u_{2}\right)(\xi)-f\left(t, \varphi_{1}, u_{1}\right)(\xi) \\
& \leq \int_{-a}^{0}(a+\nu)^{\frac{-1}{2}}(-\nu)^{\frac{-1}{2}}\left[\varphi_{2}(\nu)(\xi)-\varphi_{1}(\nu)(\xi)\right] d \nu+\left[u_{2}(\xi)-u_{1}(\xi)\right]
\end{aligned}
$$

By normality of cone $P$, we have

$$
\left\|f\left(t, \varphi_{2}, u_{2}\right)-f\left(t, \varphi_{1}, u_{1}\right)\right\| \leq \int_{-a}^{0}(a+\nu)^{\frac{-1}{2}}(-\nu)^{\frac{-1}{2}}\left\|\varphi_{2}(\nu)-\varphi_{1}(\nu)\right\| d \nu+\left\|u_{2}-u_{1}\right\|
$$

Hence, for any bounded set $E \subset C([-a, 0], X)$ and $S \subset X$, we have

$$
\mu(f(t, E, S)) \leq\left[\pi \sup _{-a \leq \nu \leq 0} \mu(E(\nu))+\mu(S)\right] .
$$

Thus $f$ satisfies the assumption $\mathrm{H}(5)$. Clearly the function $g: P C([0, b], X) \rightarrow X$ is increasing, continuous and compact. Thus $g$ satisfies the assumption (H3).

Let $v(t, \xi)=0,(t, \xi) \in[-a, b] \times[0, \pi]$. Then $f\left(t, v_{t}, B v(t)\right)=0$ for $t \in[0, b]$ and $v(\nu, \xi) \leq \phi(\nu, \xi)+g(v(\nu, \xi))$ for $\nu \in[-a, 0]$. Now we assume that there is a function $w(t, \xi) \geq 0$ such that $w(t, 0)=w(t, \pi)=0$,

$$
\frac{\partial w(t, \xi)}{\partial t} \geq \frac{\partial^{2}}{\partial y^{2}} w(t, \xi)+f\left(t, w_{t}, B w(t)\right)
$$

and $w(\nu, \xi) \geq \phi(\nu, \xi)+g(w(\nu, \xi))$ for $\nu \in[-a, 0]$. Thus $v, w$ become lower and upper solutions of the system (12) respectively and $v \leq w$. If $2 M b(\pi+2 b)<1$, then all the conditions of Theorem 3.2 are satisfied. Hence, by Theorem 3.2 the system (12) has the minimal and maximal mild solutions lying between the lower solution 0 and the upper solution $w$.
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#### Abstract

In this paper, we propose a new type of hybrid synchronization combining projective synchronization (PS), full state hybrid projective synchronization (FSHPS) and generalized synchronization (GS). We present, based on nonlinear controllers, a new control scheme to study the co-existence of (PS), (FSHPS) and (GS) between general 3D hyperchaotic maps. The capability of the proposed approach is illustrated by numerical example.
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## 1 Introduction

Historically, hyperchaos in discrete-time systems was firstly reported by Rössler [1]. A hyperchaotic system is usually defined as a chaotic system with more than one positive Lyapunov exponent. The occurrence of hyperchaotic behavior has been found in an electronic circuit [2], NMR laser [3, in a semi-conductor system [4] and in a chemical reaction system [5]. Some interesting hyperchaotic systems in discrete-time were presented in the past two decades such as Baier-Klain system [6], Hitzl-Zele map [7, Stefanski map [8, Wang map [9, Rössler discrete-time system [10 and Grassi-Miller map [11] etc. Since hyperchaotic maps are more complex than chaotic maps, their dynamics have been investigated extensively owing to their useful potential applications in

[^7]secure communications [12 17. Thus it is a more important subject to study hyperchaos synchronization.

Recently, more and more attention has been paid to the synchronization of chaos (hyperchaos) in discrete-time dynamical systems [18-22]. Different synchronization types have been proposed for discrete-time chaotic and hyperchaotic maps such as projective synchronization [23], adaptive function projective synchronization [24, 25], function cascade synchronization [26], generalized synchronization [27, 28, lag synchronization [29], impulsive synchronization [30, hybrid synchronization 31, Q-S synchronization 32] and full state hybrid projective synchronization [33, 34]. Among all synchronization types, projective synchronization (PS), full-state hybrid projective synchronization (FSHPS) and generalized synchronization (GS) are effective approaches for achieving the synchronization of chaotic and hyperchaotic discrete-time systems. (PS) means that the drive chaotic system and the response chaotic system synchronize up to scaling constant, FSHPS means that each drive system state synchronizes with a linear combination of response system states and (GS) appears when there exists functional relationship between the states of the drive and the response chaotic systems.

In this paper, a new general scheme of synchronization which includes (PS), (FSHPS) and (GS) between coupled 3D hyperchaotic maps is constructed. Based on stability theory of linear discrete-time systems, Lyapunov stability theory and using nonlinear controllers, a new criterion of co-existence of (PS), (FSHPS) and (GS) is derived. The derived synchronization results can have an important effect in the application due to complexity of the proposed scheme and the difficulty of the prediction of the scaling factors. To validate the proposed approach numerically, we apply it to two hyperchaotic maps: the hyperchoatic Wang map and the hyperchoatic Stefanski map.

This paper is organized as follows. In Section 2, the problem of co-existence of synchronization types is introduced. Our approach of synchronization is described in Section 3. In Section 4, numerical example is used to show the effectiveness of the proposed synchronization method. In Section 5, conclusion is made.

## 2 Problem Statement

We consider the following drive and response chaotic systems

$$
\begin{align*}
& x_{i}(k+1)=f_{i}(X(k)), \quad 1 \leq i \leq 3  \tag{1}\\
& y_{i}(k+1)=g_{i}(Y(k))+u_{i}, \quad 1 \leq i \leq 3, \tag{2}
\end{align*}
$$

where $\left(x_{1}(k), x_{2}(k), x_{3}(k)\right)^{T},\left(y_{1}(k), y_{2}(k), y_{3}(k)\right)^{T}$ are the states of the drive and the response systems, respectively, $f_{i}, g_{i}: \mathbf{R}^{3} \rightarrow \mathbf{R}, 1 \leq i \leq 3$, and $u_{i}, 1 \leq i \leq 3$, are controllers to be determined.

The error system between the drive system (1) and the response system (2) is defined as

$$
\begin{align*}
& e_{1}(k)=y_{1}(k)-\theta x_{1}(k),  \tag{3}\\
& e_{2}(k)=y_{2}(k)-\sum_{j=1}^{3} \lambda_{j} x_{j}(k), \\
& e_{3}(k)=y_{3}(k)-\phi\left(x_{1}, x_{2}, x_{3}\right)(k),
\end{align*}
$$

where $\theta \in \mathbf{R}^{*}, \lambda_{j} \in \mathbf{R}^{*} j=1,2,3$, and $\phi: \mathbf{R}^{3} \rightarrow \mathbf{R}$ is a continuously bounded function.

We said that projective synchronization (PS), full-state hybrid projective synchronization (FSHPS ) and generalized synchronization (GS) co-exist in the synchronization of the systems (11) and (2), if there exist controllers $u_{i}, 1 \leq i \leq 3$, such that the synchronization errors (3) satisfy

$$
\begin{equation*}
\lim _{k \longrightarrow+\infty} e_{i}(k)=0, \quad i=1,2,3 \tag{4}
\end{equation*}
$$

## 3 Synchronization Approach

As the drive system, we consider the following hyperchaotic map

$$
\begin{equation*}
x_{i}(k+1)=f_{i}(X(k)), \quad 1 \leq i \leq 3 \tag{5}
\end{equation*}
$$

where $X(k)=\left(x_{1}(k), x_{2}(k), x_{3}(k)\right)^{T}$ is the state vector of the drive system, $f_{i}: \mathbf{R}^{3} \longrightarrow \mathbf{R}, 1 \leq i \leq 3$. As the response, we consider the following chaotic system

$$
\begin{equation*}
y_{i}(k+1)=\sum_{j=1}^{3} b_{i j} y_{j}(k)+g_{i}(Y(k))+u_{i}, \quad 1 \leq i \leq 3 \tag{6}
\end{equation*}
$$

where $Y(k)=\left(y_{1}(k), y_{2}(k), y_{3}(k)\right)^{T}$ is the state vector of the response systems, $\left(b_{i j}\right) \in$ $\mathbf{R}^{3 \times 3}$ is the linear part of the response system, $g_{i}: \mathbf{R}^{3} \longrightarrow \mathbf{R}, 1 \leq i \leq 3$, are nonlinear functions and $u_{i}, 1 \leq i \leq 3$, are controllers to be designed.

The error system, according to (3), between the drive system (5) and the response system (6) can be derived as

$$
\begin{align*}
e_{1}(k+1) & =y_{1}(k+1)-\theta x_{1}(k+1),  \tag{7}\\
e_{2}(k+1) & =y_{2}(k+1)-\sum_{j=1}^{3} \lambda_{j} x_{j}(k+1), \\
e_{3}(k+1) & =y_{3}(k+1)-\phi(X(k+1)) .
\end{align*}
$$

Then, the error system (7) can be written as

$$
\begin{align*}
& e_{1}(k+1)=\sum_{j=1}^{3} b_{1 j} y_{j}(k)+g_{1}(Y(k))+u_{1}-\theta f_{1}(X(k)),  \tag{8}\\
& e_{2}(k+1)=\sum_{j=1}^{3} b_{2 j} y_{j}(k)+g_{2}(Y(k))+u_{2}-\sum_{j=1}^{3} \lambda_{j} f_{j}(X(k)), \\
& e_{3}(k+1)=\sum_{j=1}^{3} b_{3 j} y_{j}(k)+g_{3}(Y(k))+u_{2}-\phi\left(f_{1}(X(k)), f_{2}(X(k)), f_{3}(X(k))\right) .
\end{align*}
$$

To achieve synchronization between the drive system (5) and the response system
(6), we propose the following synchronization controllers

$$
\begin{align*}
& u_{1}=N_{1}-b_{11} \theta x_{1}(k)-b_{12}\left(\sum_{j=1}^{3} \lambda_{j} x_{j}(k)\right)-\sum_{j=1}^{3} l_{1 j} e_{j}(k),  \tag{9}\\
& u_{2}=N_{2}-b_{21} \theta x_{1}(k)-b_{22}\left(\sum_{j=1}^{3} \lambda_{j} x_{j}(k)\right)-\sum_{j=1}^{3} l_{2 j} e_{j}(k), \\
& u_{3}=N_{3}-b_{31} \theta x_{1}(k)-b_{32}\left(\sum_{j=1}^{3} \lambda_{j} x_{j}(k)\right)-\sum_{j=1}^{3} l_{3 j} e_{j}(k),
\end{align*}
$$

where

$$
\begin{align*}
& N_{1}=\theta f_{1}(X(k))-b_{13} \phi(X(k))-g_{1}(Y(k))  \tag{10}\\
& N_{2}=\sum_{j=1}^{3} \lambda_{j} f_{j}(X(k))-b_{23} \phi(X(k))-g_{2}(Y(k)), \\
& N_{3}=\phi\left(f_{1}(X(k)), f_{2}(X(k)), f_{3}(X(k))\right)-b_{33} \phi(X(k))-g_{3}(Y(k))
\end{align*}
$$

and $\left(l_{i j}\right) \in \mathbf{R}^{3 \times 3}$ are control constants to be determined later.
By substituting the control law (9) into (8), the error system can be described as

$$
\begin{align*}
& e_{1}(k+1)=\sum_{j=1}^{3}\left(b_{1 j}-l_{1 j}\right) e_{j}(k)  \tag{11}\\
& e_{2}(k+1)=\sum_{j=1}^{3}\left(b_{2 j}-l_{2 j}\right) e_{j}(k) \\
& e_{3}(k+1)=\sum_{j=1}^{3}\left(b_{3 j}-l_{3 j}\right) e_{j}(k)
\end{align*}
$$

Now, rewrite the error system described in (11) in the compact form

$$
\begin{equation*}
e(k+1)=(B-L) e(k) \tag{12}
\end{equation*}
$$

where $e(k)=\left(e_{1}(k), e_{2}(k), e_{3}(k)\right)^{T}, B=\left(b_{i j}\right)_{3 \times 3}$ and $L=\left(l_{i j}\right)_{3 \times 3}$.
Hence, we have the following result.
Theorem 3.1 If the control matrix $L$ is chosen such that one of the following conditions is satisfied:
(i) All eigenvalues of $B-L$ are strictly inside the unit disk.
(ii) $(B-L)^{T}(B-L)-I$ is negative definite matrix.
(iii) $\left(l_{i j}\right)_{1 \leq i, j \leq 3}$ are chosen such that

$$
\begin{align*}
& \sum_{i=1}^{3}\left(b_{i p}-l_{i p}\right)\left(b_{i q}-l_{i q}\right)=0, \quad p, q=1,2,3, \quad p \neq q,  \tag{13}\\
& \sum_{i=1}^{3}\left(b_{i j}-l_{i j}\right)^{2}<1, \quad j=1,2,3 .
\end{align*}
$$

Then, (PS), (FSHPS) and (GS) co-exist between the drive system (5) and the response system (6).

Proof. Firstly, according to stability theory of linear discrete-time systems, we can conclude that if condition (i) is satisfied it is immediate that $\lim _{k \rightarrow+\infty} e_{i}(k)=0, i=1,2,3$. Therefore, systems (5) and (6) are globally synchronized.

Secondly, we construct the Lyapunov function in the form $V(e(k))=e^{T}(k) e(k)$, we obtain

$$
\begin{aligned}
\Delta V(e(k)) & =e^{T}(k+1) e(k+1)-e^{T}(k) e(k) \\
& =e^{T}(k)(B-L)^{T}(B-L) e(k)-e^{T}(k) e(k) \\
& =e^{T}(k)\left[(B-L)^{T}(B-L)-I\right] e(k),
\end{aligned}
$$

and by using condition (ii) we get $\Delta V(e(k))<0$. Thus, from the Lyapunov stability theory, it is immediate that $\lim _{k \rightarrow+\infty} e_{i}(k)=0 \quad(i=1,2,3)$ then the synchronization is achieved between systems (5) and (6).

Finally, consider the candidate Lyapunov function: $V(e(k))=\sum_{i=1}^{3} e_{i}^{2}(k)$, we get

$$
\begin{aligned}
\Delta V(e(k)) & =\sum_{i=1}^{3} e_{i}^{2}(k+1)-\sum_{i=1}^{3} e_{i}^{2}(k) \\
& =\sum_{j=1}^{3}\left(\sum_{i=1}^{3}\left(b_{i j}-l_{i j}\right)^{2}-1\right) e_{j}^{2}(k) \\
& +\sum_{\substack{p, q=1 \\
p \neq q}}^{3}\left(\sum_{i=1}^{3}\left(b_{i p}-l_{i p}\right)\left(b_{i q}-l_{i q}\right)\right) e_{p}(k) e_{q}(k)
\end{aligned}
$$

and by using conditions (iii), we obtain $\Delta V(e(k))<0$. Then, it is immediate that $\lim _{k \longrightarrow+\infty} e_{i}(k)=0(i=1,2,3)$, and we conclude that the systems (4) and (5) are globally synchronized.

## 4 Numerical Example

We consider hyperchaotic Stefanski map as the drive system and the controlled hyperchaotic Wang map as the response system. The drive system is described as

$$
\begin{align*}
& x_{1}(k+1)=1+x_{3}(k)-\alpha x_{2}^{2}(k)  \tag{14}\\
& x_{2}(k+1)=1+\beta x_{2}(k)-\alpha x_{1}^{2}(k), \\
& x_{3}(k+1)=\beta x_{1}(k)
\end{align*}
$$

which has a chaotic attractor, when $(\alpha, \beta)=(1.4,0.2)$ [36]. The hyperchaotic attractor of Stefanski map is shown in Figure 1. The response system can be defined as

$$
\begin{align*}
& y_{1}(k+1)=a_{3} \delta y_{2}(k)+\left(a_{4} \delta+1\right) y_{1}(k)+u_{1}  \tag{15}\\
& y_{2}(k+1)=a_{1} \delta y_{1}(k)+y_{2}(k)+a_{2} \delta y_{3}(k)+u_{2}, \\
& y_{3}(k+1)=\left(a_{7} \delta+1\right) y_{3}(k)+a_{6} \delta y_{2}(k) y_{3}(k)+a_{5} \delta+u_{3}
\end{align*}
$$



Figure 1: Hyperchaotic attractor of Stefanski map.
where $U=\left(u_{1}, u_{2}, u_{3}\right)^{T}$ is the vector controller. The hyperchaotic Wang map has a chaotic attractor, when $\left(a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}, \delta\right)=$ $(-1.9,0.2,0.5,-2.3,2,-0.6,-1.9,1)$ [35]. The hyperchaotic attractor of Wang map is shown in Figure 2. According to our control scheme proposed in the previous section


Figure 2: Hyperchaotic attractor of Wang map.
are defined as follows

$$
\begin{align*}
& e_{1}(k+1)=y_{1}(k+1)-\theta x_{1}(k+1)  \tag{16}\\
& e_{2}(k+1)=y_{2}(k+1)-\sum_{j=1}^{3} \lambda_{j} x_{j}(k+1), \\
& e_{3}(k+1)=y_{3}(k+1)-\phi\left(x_{1}(k+1), x_{2}(k+1), x_{3}(k+1)\right) .
\end{align*}
$$

In this example, the scaling constants $\theta, \lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ are chosen as

$$
\left\{\begin{array}{c}
\theta=2  \tag{17}\\
\lambda_{1}=1 \\
\lambda_{2}=2 \\
\lambda_{3}=3
\end{array}\right.
$$

and the map $\phi: \mathbf{R}^{3} \rightarrow \mathbf{R}$ is selected as

$$
\begin{equation*}
\phi\left(x_{1}(k), x_{2}(k), x_{3}(k)\right)=x_{1}(k)-x_{2}(k) x_{3}(k) . \tag{18}
\end{equation*}
$$

Then, the errors system (16) can be described as

$$
\begin{align*}
& e_{1}(k+1)=\left(a_{4} \delta+1\right) e_{1}(k)+R_{1}+u_{1},  \tag{19}\\
& e_{2}(k+1)=e_{2}(k)+R_{2}+u_{2} \\
& e_{3}(k+1)=\left(a_{7} \delta+1\right) e_{3}(k)+u_{3}
\end{align*}
$$

where

$$
\begin{align*}
R_{1} & =a_{3} \delta y_{2}(k)+\sum_{j=1}^{3} \mu_{1 j} x_{j}(k)+2 \alpha x_{2}^{2}(k)-2,  \tag{20}\\
R_{2} & =a_{1} \delta y_{1}(k)+a_{2} \delta y_{3}(k)+\sum_{j=1}^{3} \mu_{2 j} x_{j}(k)+\alpha x_{2}^{2}(k)+2 \alpha x_{1}^{2}(k)-3 \\
R_{3} & =a_{6} \delta y_{2}(k) y_{3}(k)+\sum_{j=1}^{3} \mu_{3 j} x_{j}(k)-\left(a_{7} \delta+1\right) x_{2}(k) x_{3}(k)+\beta x_{1}(k) x_{2}(k) \\
& -\alpha \beta x_{1}^{3}(k)+\alpha x_{2}^{2}(k)+a_{5} \delta-1
\end{align*}
$$

where $\mu_{11}=2\left(a_{4} \delta+1\right), \mu_{12}=0, \mu_{13}=-2, \mu_{21}=-3 \beta+1, \mu_{22}=2(1-\beta), \mu_{23}=2$, $\mu_{31}=a_{7} \delta+1-\beta, \mu_{31}=a_{7} \delta+1+\beta, \mu_{32}=0$, and $\mu_{33}=-1$.

To achieve synchronization between systems (14) and (15), we choose the synchronization controllers $u_{i}(i=1,2,3)$, as

$$
\begin{equation*}
u_{i}=-R_{i}-l_{i} e_{i}, \quad i=1,2,3 \tag{21}
\end{equation*}
$$

where the control constants $\left(l_{i}\right)_{1 \leq i \leq 3}$ are selected as follows

$$
\begin{array}{r}
l_{1}=a_{4} \delta,  \tag{22}\\
\left|l_{2}\right|<1, \\
l_{3}=a_{7} \delta .
\end{array}
$$

Theorem 4.1 The hyperchaotic Stefanski map (14) and the controlled hyperchaotic Wang map (15) are globally synchronized under the controllers (21).

Proof. By substituting (21) into (19), the synchronization errors can be written as

$$
\begin{align*}
e_{1}(k+1) & =e_{1}(k)  \tag{23}\\
e_{2}(k+1) & =\left(1-l_{2}\right) e_{2}(k) \\
e_{3}(k+1) & =e_{3}(k)
\end{align*}
$$

To prove the zero-stability of synchronization errors (23), we consider the quadratic Lyapunov function $V(e(k))=\sum_{i=1}^{3} e_{i}^{2}(k)$, then we obtain

$$
\begin{aligned}
\Delta V(e(k)) & =\sum_{i=1}^{3} e_{i}^{2}(k+1)-\sum_{i=1}^{3} e_{i}^{2}(k) \\
& =e_{1}^{2}(k)+\left(1-l_{2}\right)^{2} e_{2}^{2}(k)+e_{3}^{2}(k)-e_{1}^{2}(k)-e_{2}^{2}(k)-e_{3}^{2}(k) \\
& =\left(1-l_{2}\right)^{2} e_{2}^{2}(k)<0
\end{aligned}
$$

Thus, by Lyapunov stability it is immediate that $\lim _{k \rightarrow \infty} e_{i}(k)=0 \quad(i=1,2,3)$. Finally, we get the numeric results that are shown in Figure 3 .


Figure 3: Time evolution of errors between systems (14) and (15).

## 5 Conclusion

In this paper, the co-existence of some synchronization types in general 3D coupled hyperchaotic maps has been investigated. Sufficient conditions have been derived for
achieving a new synchronization scheme of co-existence of (PS), (FSHPS) and (GS) between hyperchaotic maps. The new synchronization criterion has been demonstrated using nonlinear controllers, stability theory of linear discrete-time systems and Lyapunov stability theory. An example of application and numerical simulations have been used to show the effectiveness of the derived result.
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#### Abstract

In the present paper, the following damped vibration problems $$
\left\{\begin{array}{l} \ddot{u}(t)+q(t) \dot{u}(t)-L(t) u(t)+\nabla W(t, u(t))=0, \\ u(0)-u(T)=\dot{u}(0)-\dot{u}(T)=0, \end{array}\right.
$$ are studied, where $T>0, q \in C(\mathcal{R}, \mathcal{R})$ is $T$-periodic with $\int_{0}^{T} q(t) d t=0, L(t)$ is a continuous $T$-periodic and symmetric $N \times N$ matrix-valued function and $W \in C^{1}\left(\mathcal{R} \times \mathcal{R}^{N}, \mathcal{R}\right)$ is $T$-periodic in the first variable. We use a new kind of superquadratic condition instead of the global Ambrosetti-Rabinowitz superquadratic condidition and we obtain a nontrivial $T$-periodic solution for the above system. The main idea here lies in the application of a variant of generalized weak linking theorem for strongly indefinite problem developed by Schechter and Zou.
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## 1 Introduction

Consider the following damped vibration problems

$$
\left\{\begin{array}{l}
\ddot{u}(t)+q(t) \dot{u}(t)-L(t) u(t)+\nabla W(t, u(t))=0,  \tag{DV}\\
u(0)-u(T)=\dot{u}(0)-\dot{u}(T)=0,
\end{array}\right.
$$

where $T>0, q: \mathcal{R} \longrightarrow \mathcal{R}$ is a continuous $T$-periodic function with $\int_{0}^{T} q(t) d t=0$, $Q(t)=\int_{0}^{t} q(s) d s, L(t)$ is a continuous $T$-periodic and symmetric $N \times N$ matrix-valued

[^8]function and $W: \mathcal{R} \times \mathcal{R}^{N} \longrightarrow \mathcal{R}$ is a continuous function, $T$-periodic in the first variable and differentiable in the second variable with continuous derivative $\nabla W(t, x)=\frac{\partial W}{\partial x}(t, x)$. Equation $(\mathcal{D V})$ is a basic mathematical model for the representation of damped nonlinear oscillatory phenomena.

When $q(t)=0$ for all $t \in \mathcal{R},(\mathcal{D V})$ is just the following second-order Hamiltonian system

$$
\begin{equation*}
\ddot{u}(t)-L(t) u(t)+\nabla W(t, u(t))=0, \tag{HS}
\end{equation*}
$$

which is a classical equation describing many mechanical systems, such as a pendulum. The system $(\mathcal{H S})$ has been thoroughly studied and a lot of existence results have been obtained, for example see [1-6] and references therein.

As far as the case $q(t) \neq 0$ is concerned, to our best knowledge, there are few research about the existence of periodic solutions for ( $\mathcal{D V}$ ), see [7-9]. Recently, the existence of periodic solutions for $(\mathcal{D V})$ has been studied in [9] when $W$ has a superquadratic growth at infinity satisfying the global Ambrosetti-Rabinowitz superquadratic condition: there exist constants $\mu>2$ and $R>0$ such that

$$
\begin{equation*}
0<\mu W(t, x) \leq \nabla W(t, x) \cdot x \tag{AR}
\end{equation*}
$$

for all $t \in \mathcal{R}$ and $|x| \geq R$, where $x . y$ denotes the Euclidean inner product of $x, y \in \mathcal{R}^{N}$ and |.| denotes the corresponding Euclidean norm. Our paper is motivated by the following reason: when dealing with superlinear differential equations, one often meets functionals which do not satisfy $(\mathcal{A R})$-condition. Without $(\mathcal{A R})$-condition, we do not know whether a Palais-Smale sequence is bounded. In the present paper, we shall study the existence of periodic solutions for $(\mathcal{D V})$ under a new kind of superquadratic condition given in [10] by Ding and Luan for Schrödinger's equation. Our approach is based on an application of a variant of generalized weak linking theorem for strongly indefinite problem developed by Schechter and Zou [11], where the authors developed the idea of monotonicity tric for strongly indefinite problems; the original idea is due to Struwe [12].

Our main result reads as follows:
Theorem 1.1 Assume the following assumptions hold:
$(\mathcal{L})$ Zero is not an eigenvalue of $\mathcal{L}=-\frac{d^{2}}{d t^{2}}+L(t)$;
$\left(W_{1}\right) \nabla W(t, x)=o(|x|)$ as $|x| \longrightarrow 0$, uniformly on $t \in[0, T]$;
$\left(W_{2}\right) \frac{W(t, x)}{|x|^{2}} \longrightarrow+\infty$, as $|x| \longrightarrow \infty, \forall t \in[0, T]$;
$\left(W_{3}\right) W(t, x) \geq 0$ and $\tilde{W}(t, x)=\frac{1}{2} \nabla W(t, x) \cdot x-W(t, x)>0, \forall t \in[0, T], x \in \mathcal{R}^{N}-\{0\} ;$ $\left(W_{4}\right)$ There exist constants $c, r>0$ and $\sigma>1$ such that

$$
\left(\frac{|\nabla W(t, x)|}{|x|}\right)^{\sigma} \leq c \tilde{W}(t, x), \forall|x| \geq r, \forall t \in[0, T]
$$

Then ( $\mathcal{D V}$ ) has at least one nontrivial $T-$ periodic solution.

Example 1.1 [10] Let $W(t, x)=a(t)\left(|x|^{\mu}+(\mu-2)|x|^{\mu-\epsilon} \sin ^{2}\left(\frac{|x|^{\epsilon}}{\epsilon}\right)\right)$, where $a: \mathcal{R} \longrightarrow$ $\mathcal{R}_{+}^{*}$ is a continuous $T$ - periodic function, $\mu>2$ and $0<\epsilon<\mu-2$. A straigborhood calculation shows that $W$ satisfies the conditions of Theorem 1.1, but does not satisfy the $(\mathcal{A R})$ condition.

## 2 Abstract Critical Point Theorem [11]

For the existence of periodic solutions for $(\mathcal{D V})$, we appeal to the following abstract critical point theorem. Let $E$ be a Hilbert space with norm $\|$.$\| and have an orthogonal$ decomposition $E=N \oplus N^{\perp}, N \subset E$ is a closed and separable subspace. Since $N$ is separable, there exists a norm $|\cdot|_{\omega}$ that satisfies $|v|_{\omega} \leq\|v\|$ for all $v \in N$ and induces a topology equivalent to the weak topology of $N$ on bounded subset of $N$. For $u=v+z \in$ $N \oplus N^{\perp}$ with $v \in N, z \in N^{\perp}$, we define $|u|_{\omega}^{2}=|v|_{\omega}^{2}+|z|_{\omega}^{2}$, then $|u|_{\omega} \leq\|u\|, \forall u \in E$. Particularly, if $\left(u_{n}=v_{n}+z_{n}\right)$ is $\|$.$\| -bounded and u_{n} \longrightarrow^{\mid \cdot \|_{\omega} u \text {, then } v_{n} \rightharpoonup v \text { weakly in }}$ $N, z_{n} \longrightarrow z$ strongly in $N^{\perp}, u_{n} \rightharpoonup v+z$ weakly in $E$. Next, let us recall some definitions: (i) A functional $f: E \longrightarrow \mathcal{R}$ is said to be $|\cdot|_{\omega}$-upper semi-continuous, i.e., $\left.u_{n} \longrightarrow\right|^{\mid \cdot \|_{\omega}} u$ in $E$ implies $\lim _{\sup _{n} \longrightarrow \infty} f\left(u_{n}\right) \leq f(u)$.
(ii) Let $f \in C^{1}(E, \mathcal{R})$. $f^{\prime}$ is said to be weakly sequentially continuously, i.e., $u_{n} \longrightarrow u$ in $E$ implies $\lim _{n \longrightarrow \infty} f^{\prime}\left(u_{n}\right) w=f^{\prime}(u) w$ for all $w \in E$.
Let $E=E^{+} \oplus E^{-}, z_{0} \in E^{+}$with $\left\|z_{0}\right\|=1$. Let $N=E^{-} \oplus \mathcal{R} z_{0}$ and $E_{1}^{+}=N^{\perp}=$ $\left(E^{-} \oplus \mathcal{R} z_{0}\right)^{\perp}$. For $R>0$, let

$$
M=\left\{u=u^{-}+s z_{0} / s \in \mathcal{R}^{+}, u^{-} \in E^{-},\|u\|<R\right\}
$$

with $P_{0}=s_{0} z_{0} \in M, s_{0}>0$. We define

$$
D=\left\{u=s z_{0}+z^{+} / s \in \mathcal{R}, z^{+} \in E_{1}^{+},\left\|s z_{0}+z^{+}\right\|=s_{0}\right\} .
$$

For $f \in C^{1}(E, \mathcal{R})$, let $\Gamma$ be the set of $\gamma:[0,1] \times \bar{M} \longrightarrow E$ satisfying

$$
\left\{\begin{array}{l}
\gamma \text { is }|\cdot|_{\omega}-\text { continuous, } \\
\gamma(0, u)=u \text { and } f(\gamma(s, u)) \leq f(u) \text { for all } u \in \bar{M} \\
\text { for any }\left(s_{0}, u_{0}\right) \in[0,1] \times \bar{M}, \text { there is a }|\cdot|_{\omega}-\text { neighborhood } \\
U_{\left(s_{0}, u_{0}\right)} \text { s.t. }\left\{U-\gamma(s, u) /(t, u) \in U_{\left(s_{0}, u_{0}\right)} \cap([0,1] \cap \bar{M})\right\} \subset E_{\text {fin }},
\end{array}\right.
$$

where $E_{\text {fin }}$ denotes various finite dimensional subspaces of $E, \Gamma$ is not empty since $i d \in \Gamma$.

Theorem 2.1 Let $\left(f_{\lambda}\right)$ be a family of $C^{1}$-functionals having the form

$$
f_{\lambda}(u)=g(u)-\lambda h(u), u \in E, \lambda \in[1,2] .
$$

a)

$$
h(u) \geq 0, \forall u \in E, f_{1}=f
$$

b)

$$
g(u) \longrightarrow+\infty \text { or } h(u) \longrightarrow+\infty \text { as }\|u\| \longrightarrow \infty ;
$$

c) $f_{\lambda}$ is $|\cdot|_{\omega}$ - upper semi-continuous, $f_{\lambda}^{\prime}$ is weakly sequentially continuous on $E$.

Moreover, $f_{\lambda}$ maps bounded sets into bounded sets;

$$
\sup _{\partial M} f_{\lambda}<\inf _{D} f_{\lambda}, \forall \lambda \in[1,2] .
$$

Then for almost all $\lambda \in[1,2]$, there exists a sequence $\left(u_{n}\right)$ such that

$$
\sup _{n}\left\|u_{n}\right\|<\infty, f_{\lambda}\left(u_{n}\right) \longrightarrow c_{\lambda}, f_{\lambda}^{\prime}\left(u_{n}\right) \longrightarrow 0 \text { as } n \longrightarrow \infty
$$

where

$$
c_{\lambda}=\inf _{\gamma \in \Gamma} \sup _{u \in M} f_{\lambda}(\gamma(1, u)) \in\left[\inf _{D} f_{\lambda}, \sup _{\bar{M}} f\right] .
$$

As usual, we say $f \in C^{1}(E, \mathcal{R})$ satisfies the Palais-Smale condition $((P S)$ in short) if any sequence $\left(u_{n}\right) \subset E$ for which $\left(f\left(u_{n}\right)\right)$ is bounded and $f^{\prime}\left(u_{n}\right) \longrightarrow 0$ as $n \longrightarrow \infty$, possesses a convergent subsequence.

## 3 Proof of Theorem 1.1

For $1 \leq s<\infty$, let $L_{Q}^{s}\left(0, T ; \mathcal{R}^{N}\right)$ be the Banach space of measurable functions $u$ defined on $[0, T]$ with values in $\mathcal{R}^{N}$ satisfying $\int_{0}^{T} e^{Q(t)}|u(t)|^{s} d t<\infty$, with the norm

$$
\|u\|_{L_{Q}^{s}}=\left(\int_{0}^{T} e^{Q(t)}|u(t)|^{s} d t\right)^{\frac{1}{s}}
$$

and $L_{Q}^{\infty}\left(0, T ; \mathcal{R}^{N}\right)$ denote the Banach space of measurable functions $u$ defined on $[0, T]$ with values in $\mathcal{R}^{N}$ under the norm

$$
\|u\|_{L_{Q}^{\infty}}=\operatorname{esssup}_{t \in[0, T]} e^{\frac{Q(t)}{2}}|u(t)| .
$$

The space $L_{Q}^{2}\left(0, T ; \mathcal{R}^{N}\right)$ provided with the inner product

$$
<u, v>_{L_{Q}^{2}}=\int_{0}^{T} e^{Q(t)} u(t) \cdot v(t) d t, u, v \in L_{Q}^{2}\left(0, T ; \mathcal{R}^{N}\right)
$$

is a Hilbert space. Let $E$ be the space defined by

$$
E=\left\{u \in L_{Q}^{2}\left(0, T ; \mathcal{R}^{N}\right): \dot{u} \in L_{Q}^{2}\left(0, T ; \mathcal{R}^{N}\right), u(0)=u(T)\right\}
$$

The space $E$ provided with the inner product

$$
<u, v>_{0}=\int_{0}^{T} e^{Q(t)}[u(t) \cdot v(t)+\dot{u}(t) \cdot \dot{v}(t)] d t, u, v \in E
$$

and the associated norm

$$
\|u\|_{0}=\left(\int_{0}^{T} e^{Q(t)}\left[|u(t)|^{2}+|\dot{u}(t)|^{2}\right] d t\right)^{\frac{1}{2}}, u \in E
$$

is a Hilbert space. Define an operator $K: E \longrightarrow E$ by

$$
<K u, v>_{0}=\int_{0}^{T} e^{Q(t)}\left(I_{N \times N}-L(t)\right) u(t) \cdot v(t) d t
$$

for all $u, v \in E$, where $I_{N \times N}$ is the $N \times N$ identity matrix. Then it is easy to check that $K$ is a bounded self-adjoint linear operator. By the assumption $(\mathcal{L})$ and the classical spectral theory, we can decompose $E$ into the orthogonal sum of invariant subspaces for $I-K: E=E^{-} \oplus E^{+}$, where $E^{-}$(respectively $E^{+}$) is the subspace of $E$ on which $I-K$ is negative (respectively positive) definite. Here, $I$ denotes the identity operator. Besides, $E^{-}$is finite dimensional since $K$ is compact. Furthermore, we introduce on $E$ the equivalent new inner product

$$
<u, v>=<(I-K) u^{+}, v^{+}>_{0}-<(I-K) u^{-}, v^{-}>_{0}
$$

for $u=u^{-}+u^{+}$and $v=v^{-}+v^{+} \in E$ and the equivalent norm $\|\cdot\|=<, .>^{\frac{1}{2}}$. It is well known that $E$ is compactly embedded in $L_{Q}^{s}\left(0, T ; \mathcal{R}^{N}\right)$ for all $s \in[1, \infty]$ and as a consequence for all $s \in[1, \infty]$, there exists a constant $\mu_{s}>0$ such that

$$
\begin{equation*}
\|u\|_{L_{Q}^{s}} \leq \mu_{s}\|u\|, \quad \forall u \in E . \tag{3.1}
\end{equation*}
$$

By definition of $<,, .>, E^{-}$and $E^{+}$we have

$$
<(I-K) u, u>_{0}= \pm\|u\|^{2}, \forall u \in E^{ \pm}
$$

For $(\mathcal{D V})$, we consider the functional $f(u)=\chi(u)-g(u)$ defined on the space $E$, where $\chi$ is the quadratic form

$$
\chi(u)=\frac{1}{2} \int_{0}^{T} e^{Q(t)}\left[|\dot{u}(t)|^{2}+L(t) u(t) \cdot u(t)\right] d t
$$

and

$$
g(u)=\int_{0}^{T} e^{Q(t)} W(t, u) d t
$$

By the definition of $K$, the functional $f$ can be rewritten as

$$
f(u)=\frac{1}{2}<(I-K) u, u>_{0}-g(u)=\frac{1}{2}\left(\left\|u^{+}\right\|^{2}-\left\|u^{-}\right\|^{2}\right)-g(u), u \in E .
$$

By $\left(W_{4}\right)$, for $|x| \geq r$ and $t \in[0, T]$, we have

$$
|\nabla W(t, x)|^{\sigma} \leq c \tilde{W}(t, x)|x|^{\sigma} \leq \frac{c}{2}|\nabla W(t, x)||x|^{\sigma+1}
$$

thus

$$
|\nabla W(t, x)| \leq\left(\frac{c}{2}\right)^{\frac{1}{\sigma-1}}|x|^{p-1},
$$

where $p=\frac{2 \sigma}{\sigma-1}$. Let $c_{1}=\max _{t \in[0, T],|x| \leq r}|\nabla W(t, x)|$, then

$$
\begin{equation*}
|\nabla W(t, x)| \leq c_{1}+\left(\frac{c}{2}\right)^{\frac{1}{\sigma-1}}|x|^{p-1}, \forall t \in[0, T], x \in \mathcal{R}^{N} \tag{3.2}
\end{equation*}
$$

By $\left(W_{1}\right)$, for all $\epsilon>0$, there exists $r_{\epsilon}>0$ such that

$$
\begin{equation*}
|\nabla W(t, x)| \leq 2 \epsilon|x|, \forall t \in[0, T],|x| \leq r_{\epsilon} \tag{3.3}
\end{equation*}
$$

For $|x| \geq r_{\epsilon}$, we have by (3.2), $|\nabla W(t, x)| \leq p C_{\epsilon}|x|^{p-1}$, where $C_{\epsilon}=\frac{1}{p}\left(\frac{c_{1}}{r_{\epsilon}^{p-1}}+\left(\frac{c}{2}\right)^{\frac{1}{\sigma-1}}\right)$. So

$$
\begin{equation*}
|\nabla W(t, x)| \leq 2 \epsilon|x|+p C_{\epsilon}|x|^{p-1}, \forall t \in[0, T], x \in \mathcal{R}^{N} \tag{3.4}
\end{equation*}
$$

Hence, for all $t \in[0, T]$ and $x \in \mathcal{R}^{N}$

$$
\begin{equation*}
W(t, x)=\int_{0}^{1} \nabla W(t, s x) \cdot x d s \leq \epsilon|x|^{2}+C_{\epsilon}|x|^{p}, \forall t \in[0, T], x \in \mathcal{R}^{N} \tag{3.5}
\end{equation*}
$$

By Proposition B. 37 in [13], the inequality (3.4) implies that the functional $g$ is continuously differentiable on $E$ and for all $u, v \in E$

$$
g^{\prime}(u) v=\int_{0}^{T} e^{Q(t)} \nabla W(t, u) \cdot v d t
$$

It is easy to see that the quadratic form $\chi$ is continuously differentiable and for all $u, v \in E$, we have

$$
\chi^{\prime}(u) v=\int_{0}^{T} e^{Q(t)}[\dot{u} \cdot \dot{v}+L(t) u \cdot v] d t
$$

Therefore the functional $f$ is continuously differentiable on $E$ and for all $u, v \in E$

$$
\begin{gathered}
f^{\prime}(u) v=\int_{0}^{T} e^{Q(t)}[\dot{u} \cdot \dot{v}+L(t) u \cdot v-\nabla W(t, u) \cdot v] d t \\
=<u^{+}, v^{+}>-<u^{-}, v^{-}>-\int_{0}^{T} e^{Q(t)} \nabla W(t, u) \cdot v d t .
\end{gathered}
$$

Lemma 3.1 If $u$ is a $T$-periodic solution of the Euler equation $f^{\prime}(u)=0$, then $u$ is a solution of problem ( $\mathcal{D V}$ ).

Proof. Since $f^{\prime}(u)=0$, then for all $v \in E$

$$
0=f^{\prime}(u) v=\int_{0}^{T} e^{Q(t)} \dot{u} . \dot{v} d t+\int_{0}^{T} e^{Q(t)}[L(t) u-\nabla W(t, u)] . v d t .
$$

By the fundamental lemma and remarks in ([14], pages 6,9 ), we know that $e^{Q} \dot{u}$ has a weak derivative and

$$
\begin{align*}
& \frac{d}{d t}\left(e^{Q} \dot{u}\right)=e^{Q}(L(t) u-\nabla W(t, u)) \text { a.e. } t \in[0, T]  \tag{3.6}\\
& e^{Q(t)} \dot{u}(t)= \int_{0}^{t} e^{Q^{(s)}}[L(s) u(s)-\nabla W(s, u(s))] d s+c \text { a.e. } t \in[0, T]  \tag{3.7}\\
& \int_{0}^{T} e^{Q(s)}[L(s) u(s)-\nabla W(s, u(s))] d s=0 \tag{3.8}
\end{align*}
$$

where $c$ is a constant. We identify the equivalence class $e^{Q(t)} \dot{u}(t)$ and its continuous representation $\int_{0}^{t} e^{Q(s)}[L(s) u(s)-\nabla W(s, u(s))] d s+c$. Thus by (3.7), (3.8) and the existence of $\dot{u}$, one has

$$
\dot{u}(0)-\dot{u}(T)=u(0)-u(T)=0
$$

In order to apply Theorem 2.1, we consider the family of functionals

$$
f_{\lambda}(u)=\frac{1}{2}\left\|u^{+}\right\|^{2}-\lambda\left(\frac{1}{2}\left\|u^{+}\right\|^{2}+\int_{0}^{T} e^{Q(t)} W(t, u) d t\right)
$$

$\lambda \in[1,2]$. It is easy to see that $f_{\lambda}$ satisfies conditions $\left.\left.a\right), b\right)$ in Theorem 2.1. To verify condition $c$ ), let $u_{n} \longrightarrow \mid \cdot \|_{\omega} u$, then $u_{n}^{+} \longrightarrow u^{+}$and $u_{n}^{-} \rightharpoonup u^{-}$in $E$. Taking a subsequence if necessary, we have $u_{n} \longrightarrow u$ a.e. on $[0, T]$. By $\left(W_{3}\right)$, Fatou's lemma and the weak lower semi-continuity of the norm, we have

$$
\limsup _{n \longrightarrow \infty} f_{\lambda}\left(u_{n}\right) \leq f_{\lambda}(u),
$$

which means that $f_{\lambda}$ is $|\cdot|_{\omega}$-upper semi-continuous. $f_{\lambda}^{\prime}$ is weakly sequentially continuous on $E$ is due to [15].

To continue the discussion, it remains to verify condition d) in Theorem 2.1.

Lemma 3.2 Under assumptions $(\mathcal{L}),\left(W_{1}\right)-\left(W_{4}\right)$, we have
(i) There exists $\rho>0$ independent of $\lambda \in[1,2]$ such that $m=\inf f_{\lambda}\left(S_{\rho}^{+}\right)>0$, where

$$
S_{\rho}^{+}=\left\{u \in E^{+} /\|u\|=\rho\right\} .
$$

(ii) For fixed $z_{0} \in E^{+}$with $\left\|z_{0}\right\|=1$ and any $\lambda \in[1,2]$, there is $R>\rho>0$ such that $\sup f_{\lambda}(\partial M) \leq 0$, where

$$
M=\left\{u=u^{-}+s z_{0} / s \in \mathcal{R}^{+}, u^{-} \in E^{-},\|u\|<R\right\} .
$$

Proof. (i) By (3.5) and (2.1), for any $u \in E^{+}$, we have

$$
\begin{aligned}
& f_{\lambda}(u) \geq \frac{1}{2}\|u\|^{2}-\lambda \epsilon\|u\|_{L_{Q}^{2}}^{2}-\lambda C_{\epsilon}\|u\|_{L_{Q}^{p}}^{p} \\
& \quad \geq \frac{1}{2}\|u\|^{2}-2 \epsilon \mu_{2}^{2}\|u\|^{2}-2 C_{\epsilon} \mu_{p}^{p}\|u\|^{p} .
\end{aligned}
$$

Taking $\epsilon=\frac{1}{8 \mu_{2}^{2}}$, we get

$$
f_{\lambda}(u) \geq \frac{1}{4}\|u\|^{2}-2 C_{\epsilon} \mu_{p}^{p}\|u\|^{p}
$$

Since $p>2$, there exists a constant $\rho>0$ independent of $\lambda \in[1,2]$ satisfying $\inf f_{\lambda}\left(S_{\rho}^{+}\right)>$ 0.
(ii) Assume by contradiction that there exists $u_{n} \in E^{-} \oplus \mathcal{R}^{+} z_{0}$ such that $f_{\lambda}\left(u_{n}\right)>0$ for all $n$ and $\left\|u_{n}\right\| \longrightarrow \infty$ as $n \longrightarrow \infty$. Let $v_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}=s_{n} z_{0}+v_{n}^{-}$, then

$$
\begin{equation*}
0<\frac{f_{\lambda}\left(u_{n}\right)}{\left\|u_{n}\right\|}=\frac{1}{2}\left(s_{n}^{2}-\lambda\left\|v_{n}^{-}\right\|^{2}\right)-\lambda \int_{0}^{T} e^{Q(t)} \frac{W\left(t, u_{n}\right)}{\left|u_{n}\right|^{2}}\left|v_{n}\right|^{2} d t \tag{3.9}
\end{equation*}
$$

It follows from $\left(W_{3}\right)$ that

$$
\left\|v_{n}^{-}\right\|^{2} \leq \lambda\left\|v_{n}^{-}\right\|^{2}<s_{n}^{2}=1-\left\|v_{n}^{-}\right\|^{2}
$$

therefore $\left\|v_{n}^{-}\right\|^{2} \leq \frac{1}{\sqrt{2}}$ and $1-\frac{1}{\sqrt{2}} \leq s_{n} \leq 1$. Taking a subsequence if necessary, we can assume that $s_{n} \longrightarrow s \neq 0, v_{n} \rightharpoonup v$ and $v_{n} \longrightarrow v$ almost everywhere on $[0, T]$. Hence $v=s z_{0}+v^{-} \neq 0$, and since $\left|u_{n}\right| \longrightarrow \infty$ almost everywhere on $[0, T]$, it follows from $\left(W_{2}\right)$ and Fatou's lemma that

$$
\int_{0}^{T} e^{Q(t)} \frac{W\left(t, u_{n}\right)}{\left|u_{n}\right|^{2}}\left|v_{n}\right|^{2} d t \longrightarrow \infty \text { as } n \longrightarrow \infty
$$

which contradicts (3.9). The proof is finished.
Under assumptions $(\mathcal{L})$ and $\left(W_{1}\right)-\left(W_{4}\right)$, we obtain by applying Theorem 2.1, that for all $\lambda \in[1,2]$, there exists a sequence $\left(u_{n}\right)$ such that

$$
\begin{equation*}
\sup _{n}\left\|u_{n}\right\|<\infty, f_{\lambda}^{\prime}\left(u_{n}\right)=0, f_{\lambda}\left(u_{n}\right) \longrightarrow c_{\lambda} \in\left[m, \sup _{\bar{M}} f\right] . \tag{3.10}
\end{equation*}
$$

Lemma 3.3 Under assumptions $(\mathcal{L})$ and $\left(W_{1}\right)-\left(W_{4}\right)$, for all $\lambda \in[1,2]$, there exists $u_{\lambda} \in E-\{0\}$ such that

$$
\begin{equation*}
f_{\lambda}^{\prime}\left(u_{\lambda}\right)=0, f_{\lambda}\left(u_{\lambda}\right) \leq \sup _{\bar{M}} f . \tag{3.11}
\end{equation*}
$$

Proof. Let $\left(u_{n}\right)$ be the sequence obtained in (3.10), write $u_{n}=u_{n}^{-}+u_{n}^{+}$with $u_{n}^{ \pm} \in E^{ \pm}$. Since $\left(u_{n}\right)$ is bounded, then $\left(u_{n}^{+}\right)$is bounded, so $u_{n} \rightharpoonup u_{\lambda}$ and $u_{n}^{+} \rightharpoonup u_{\lambda}^{+}$in $E$, after going to a subsequence.
We claim that $u_{\lambda}^{+} \neq 0$. If not, then after going to a subsequence, we can assume that $u_{n}^{+} \longrightarrow 0$ in $L^{s}\left(\mathcal{R}, \mathcal{R}^{N}\right)$ for all $s \in[1, \infty]$ since $E$ is compactly embedded in $L^{s}\left(\mathcal{R}, \mathcal{R}^{N}\right)$. It follows from inequality (3.4) and Hölder's inequality that

$$
\begin{gathered}
0 \leq \int_{0}^{T} e^{Q(t)}\left|\nabla W(t, u) \cdot u_{n}^{+}\right| d t \leq 2 \epsilon \int_{0}^{T}\left|u_{n}\right|\left|u_{n}^{+}\right| d t+\rho C_{\epsilon} \int_{0}^{T} e^{Q(t)}\left|u_{n}\right|^{p-1}\left|u_{n}^{+}\right| d t \\
\leq 2 \epsilon\left\|u_{n}\right\|_{L_{Q}^{2}}\left\|u_{n}^{+}\right\|_{L_{Q}^{2}}+\left\|u_{n}\right\|_{L_{Q}^{p}}^{p-1}\left\|u_{n}^{+}\right\|_{L_{Q}^{p}} \longrightarrow 0
\end{gathered}
$$

as $n \longrightarrow \infty$. Hence by (3.10), we get

$$
f_{\lambda}\left(u_{n}\right) \leq\left\|u_{n}^{+}\right\|^{2}=f_{\lambda}^{\prime}\left(u_{n}\right) u_{n}^{+}+\lambda \int_{0}^{T} e^{Q(t)} \nabla W(t, u) \cdot u_{n}^{+} d t \longrightarrow 0
$$

as $n \longrightarrow \infty$, which contradicts the fact that $f_{\lambda}\left(u_{n}\right) \geq m>0$. Therefore $u_{\lambda}^{+} \neq 0$ and thus $u_{\lambda} \neq 0$. Note that $f_{\lambda}$ is weakly sequentially continuous on $E$, thus

$$
f_{\lambda}^{\prime}\left(u_{\lambda}\right) w=\lim _{n \longrightarrow \infty} f_{\lambda}^{\prime}\left(u_{n}\right) w=0, \quad \forall w \in E,
$$

which implies that $f_{\lambda}^{\prime}\left(u_{\lambda}\right)=0$. By (3.10), $\left(W_{3}\right)$ and Fatou's lemma, we have

$$
\begin{gathered}
\sup _{\bar{M}} f \geq c_{\lambda}=\lim _{n \longrightarrow \infty}\left(f_{\lambda}\left(u_{n}\right)-\frac{1}{2} f_{\lambda}^{\prime}\left(u_{n}\right) u_{n}\right) \\
=\lim _{n \longrightarrow \infty} \lambda \int_{0}^{T} e^{Q(t)}\left(\frac{1}{2} \nabla W\left(t, u_{n}\right) \cdot u_{n}-W\left(t, u_{n}\right)\right) d t \\
\geq \lambda \int_{0}^{T} e^{Q(t)}\left(\frac{1}{2} \nabla W\left(t, u_{\lambda}\right) \cdot u_{\lambda}-W\left(t, u_{\lambda}\right)\right) d t=f_{\lambda}\left(u_{\lambda}\right) .
\end{gathered}
$$

Thus we get $f_{\lambda}\left(u_{\lambda}\right) \leq \sup _{\bar{M}} f$.

Lemma 3.4 Assume $(\mathcal{L})$ and $\left(W_{1}\right)-\left(W_{4}\right)$ hold, then there exist a sequence $\left(\lambda_{n}\right)$ of $[1,2]$ converging to 1 and a bounded sequence $\left(u_{\lambda_{n}}\right)$ on $E$ such that

$$
f_{\lambda_{n}}^{\prime}\left(u_{\lambda_{n}}\right)=0, f_{\lambda_{n}}\left(u_{\lambda_{n}}\right) \leq \sup _{\bar{M}} f
$$

Proof. Let $\left(\lambda_{n}\right) \subset[1,2]$ be a sequence such that $\lambda_{n} \longrightarrow 1$. By Lemma 3.3, there exists a sequence $\left(u_{\lambda_{n}}\right)$ such that

$$
f_{\lambda_{n}}^{\prime}\left(u_{\lambda_{n}}\right)=0, f_{\lambda_{n}}\left(u_{\lambda_{n}}\right) \leq \sup _{\bar{M}} f
$$

It remains to prove the boundedness of $\left(u_{\lambda_{n}}\right)$. Arguing by contradiction, suppose that $\left\|u_{\lambda_{n}}\right\| \longrightarrow \infty$ as $n \longrightarrow \infty$. Let $v_{\lambda_{n}}=\frac{u_{\lambda_{n}}}{\left\|u_{\lambda_{n}}\right\|}$, then $\left\|v_{\lambda_{n}}\right\|=1$. By going to a subsequence
if necessary, we can assume that $v_{\lambda_{n}} \rightharpoonup v$ in $E$ and $v_{\lambda_{n}} \longrightarrow v$ almost everywhere on $[0, T]$. Since $f_{\lambda_{n}}^{\prime}\left(u_{\lambda_{n}}\right)=0$, then for any $w \in E$, we have

$$
\begin{equation*}
<u_{\lambda_{n}}^{+}, w>-\lambda_{n}<u_{\lambda_{n}}^{-}, w>=\lambda_{n} \int_{0}^{T} e^{Q(t)} \nabla W\left(t, u_{\lambda_{n}}\right) \cdot w d t \tag{3.12}
\end{equation*}
$$

Consequently, $\left(v_{\lambda_{n}}\right)$ satisfies

$$
\begin{equation*}
<v_{\lambda_{n}}^{+}, w>-\lambda_{n}<v_{\lambda_{n}}^{-}, w>=\lambda_{n} \int_{0}^{T} e^{Q(t)} \frac{\nabla W\left(t, u_{\lambda_{n}}\right) \cdot w}{\left\|u_{\lambda_{n}}\right\|} d t . \tag{3.13}
\end{equation*}
$$

Let $w=v_{\lambda_{n}}^{ \pm}$in (3.13) respectively. Then we have

$$
\begin{aligned}
& \left\|v_{\lambda_{n}}^{+}\right\|^{2}=\lambda_{n} \int_{0}^{T} e^{Q(t)} \frac{\nabla W\left(t, u_{\lambda_{n}}\right) \cdot v_{\lambda_{n}}^{+}}{\left\|u_{\lambda_{n}}\right\|} d t \\
& \left\|v_{\lambda_{n}}^{-}\right\|^{2}=-\int_{0}^{T} e^{Q(t)} \frac{\nabla W\left(t, u_{\lambda_{n}}\right) \cdot v_{\lambda_{n}}^{-}}{\left\|u_{\lambda_{n}}\right\|} d t
\end{aligned}
$$

Since $1=\left\|v_{\lambda_{n}}\right\|^{2}=\left\|v_{\lambda_{n}}^{+}\right\|^{2}+\left\|v_{\lambda_{n}}^{-}\right\|^{2}$, we have

$$
\begin{equation*}
1=\int_{0}^{T} e^{Q(t)} \frac{\nabla W\left(t, u_{\lambda_{n}}\right) \cdot\left(\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right)}{\left\|u_{\lambda_{n}}\right\|} d t \tag{3.14}
\end{equation*}
$$

For $s \geq 0$, let

$$
\varphi(s)=\inf \left\{\tilde{W}(t, x) / t \in[0, T], x \in \mathcal{R}^{N},|x| \geq s\right\}
$$

By $\left(W_{3}\right)$, we have $\varphi(s)>0$ for all $s>0$. By $\left(W_{3}\right)$ and $\left(W_{4}\right)$, we have for $t \in[0, T]$ and $|x| \geq r$

$$
\tilde{W}(t, x) \geq \frac{1}{c}\left(\frac{|\nabla W(t, x)|}{|x|}\right)^{\sigma} \geq \frac{2^{\sigma}}{c}\left(\frac{|W(t, x)|}{|x|^{2}}\right)^{\sigma}
$$

so by $\left(W_{2}\right)$ we have $\varphi(s) \longrightarrow+\infty$ as $s \longrightarrow \infty$. For $0 \leq a<b$, let

$$
\begin{gathered}
A_{n}(a, b)=\left\{t \in[0, T] / a \leq\left|u_{\lambda_{n}}(t)\right| \leq b\right\} \\
k_{a, b}=\inf \left\{\frac{\tilde{W}(t, x)}{|x|^{2}} / t \in[0, T], x \in \mathcal{R}^{N}, a \leq|x| \leq b\right\} .
\end{gathered}
$$

Since $W(t, x)$ depends periodically on $t$, then by $\left(W_{3}\right)$, we have $k_{a, b}>0$ for $a>0$ and

$$
\tilde{W}\left(t, u_{\lambda_{n}}(t)\right) \geq k_{a, b}\left|u_{\lambda_{n}}(t)\right|^{2} \text { for all } t \in A_{n}(a, b) .
$$

Since $f_{\lambda_{n}}^{\prime}\left(u_{\lambda_{n}}\right)=0$ and $f_{\lambda_{n}}\left(u_{\lambda_{n}}\right) \leq \sup _{\bar{M}} f$, there exists a constant $c_{0}>0$ such that for all $n \in \mathcal{N}$

$$
\begin{gathered}
c_{0} \geq f_{\lambda_{n}}\left(u_{\lambda_{n}}\right)-\frac{1}{2} f_{\lambda_{n}}^{\prime}\left(u_{\lambda_{n}}\right) u_{\lambda_{n}}=\int_{0}^{T} e^{Q(t)} \tilde{W}\left(t, u_{\lambda_{n}}\right) d t \\
=\int_{A_{n}(0, a)} e^{Q(t)} \tilde{W}\left(t, u_{\lambda_{n}}\right) d t+\int_{A_{n}(a, b)} e^{Q(t)} \tilde{W}\left(t, u_{\lambda_{n}}\right) d t+\int_{A_{n}(b, \infty)} e^{Q(t)} \tilde{W}\left(t, u_{\lambda_{n}}\right) d t
\end{gathered}
$$

$$
\begin{equation*}
\geq \int_{A_{n}(0, a)} e^{Q(t)} \tilde{W}\left(t, u_{\lambda_{n}}\right) d t+k_{a, b} \int_{A_{n}(a, b)} e^{Q(t)}\left|u_{\lambda_{n}}\right|^{2} d t+\varphi(b) \int_{A_{n}(b, \infty)} e^{Q(t)} d t \tag{3.15}
\end{equation*}
$$

Combining (3.15) with the fact that $\varphi(s) \longrightarrow \infty$ as $s \longrightarrow \infty$, yields

$$
\begin{equation*}
\int_{A_{n}(b, \infty)} e^{Q(t)} d t \longrightarrow 0 \text { as } b \longrightarrow \infty, \text { uniformly in } n \tag{3.16}
\end{equation*}
$$

Let $\gamma \in] p, \infty[$. By Hölder's inequality and (2.1), we have

$$
\begin{align*}
& \int_{A_{n}(b, \infty)} e^{Q(t)}\left|v_{\lambda_{n}}\right|^{p} d t \leq\left(\int_{0}^{T} e^{Q(t)}\left|v_{\lambda_{n}}\right|^{\gamma} d t\right)^{\frac{p}{\gamma}}\left(\int_{A_{n}(b, \infty)} e^{Q(t)} d t\right)^{1-\frac{p}{\gamma}} \\
& \quad \leq \mu_{\gamma}^{p}\left(\int_{A_{n}(b, \infty)} e^{Q(t)} d t\right)^{1-\frac{p}{\gamma}} \longrightarrow 0 \text { as } b \longrightarrow \infty, \text { uniformly in } n . \tag{3.17}
\end{align*}
$$

By (3.15), we have

$$
\begin{equation*}
\int_{A_{n}(a, b)} e^{Q(t)}\left|v_{\lambda_{n}}\right|^{2} d t=\frac{1}{\left\|u_{\lambda_{n}}\right\|^{2}} \int_{A_{n}(a, b)} e^{Q(t)}\left|u_{\lambda_{n}}\right|^{2} d t \leq \frac{c_{0}}{k_{a, b}\left\|u_{\lambda_{n}}\right\|^{2}} \longrightarrow 0 \tag{3.18}
\end{equation*}
$$

as $n \longrightarrow \infty$.
Let $0<\epsilon<\frac{1}{3}$. By $\left(W_{1}\right)$ there exists $a_{\epsilon}>0$ such that $|\nabla W(t, x)| \leq \frac{\epsilon}{2 \mu_{2}^{2}}|x|$ for all $|x| \leq a_{\epsilon}$. Consequently, by Hölder's inequality and (2.1)

$$
\begin{gather*}
\int_{A_{n}\left(0, a_{\epsilon}\right)} e^{Q(t)} \frac{\nabla W\left(t, u_{\lambda_{n}}\right) \cdot\left(\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right)}{\left\|u_{\lambda_{n}}\right\|} d t \\
\leq \int_{A_{n}\left(0, a_{\epsilon}\right)} e^{Q(t)} \frac{\left|\nabla W\left(t, u_{\lambda_{n}}\right)\right|}{\left|u_{\lambda_{n}}\right|}\left|v_{\lambda_{n}}\right|\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right| d t \\
\leq \frac{\epsilon}{2 \mu_{2}^{2}} \int_{A_{n}\left(0, a_{\epsilon}\right)} e^{Q(t)}\left|v_{\lambda_{n}}\right|\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right| d t \\
\leq \frac{\epsilon}{2 \mu_{2}^{2}}\left(\int_{A_{n}\left(0, a_{\epsilon}\right)} e^{Q(t)}\left|v_{\lambda_{n}}\right|^{2} d t\right)^{\frac{1}{2}}\left(\int_{A_{n}\left(0, a_{\epsilon}\right)} e^{Q(t)}\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right|^{2} d t\right)^{\frac{1}{2}} \\
\leq \frac{\epsilon}{2 \mu_{2}^{2}} \lambda_{n}\left\|v_{\lambda_{n}}\right\|_{L_{Q}^{2}}^{2} \leq \epsilon, \forall n \in \mathcal{N} . \tag{3.19}
\end{gather*}
$$

Now, by Hölder's inequality, $\left(W_{4}\right)$ and (3.17), we can take $b_{\epsilon} \geq r$ large enough so that

$$
\begin{gathered}
\int_{A_{n}\left(b_{\epsilon}, \infty\right)} e^{Q(t)} \frac{\nabla W\left(t, u_{\lambda_{n}}\right) \cdot\left(\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right)}{\left\|u_{\lambda_{n}}\right\|} d t \\
\leq \int_{A_{n}\left(b_{\epsilon}, \infty\right)} e^{Q(t)} \frac{\left|\nabla W\left(t, u_{\lambda_{n}}\right)\right|}{\left|u_{\lambda_{n}}\right|}\left|v_{\lambda_{n}}\right|\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right| d t \\
\leq\left(\int_{A_{n}\left(b_{\epsilon}, \infty\right)} e^{Q(t)}\left(\frac{\left|\nabla W\left(t, u_{\lambda_{n}}\right)\right|}{\left|u_{\lambda_{n}}\right|}\right)^{\sigma} d t^{\frac{1}{\sigma}}\left(\int_{A_{n}\left(b_{\epsilon}, \infty\right)} e^{Q(t)}\left(\left|v_{\lambda_{n}}\right|\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right|\right)^{\sigma^{\prime}} d t\right)^{\frac{1}{\sigma^{\prime}}}\right. \\
\leq\left(\int_{A_{n}\left(b_{\epsilon}, \infty\right)} e^{Q(t)} c \tilde{W}\left(t, u_{\lambda_{n}}\right) d t\right)^{\frac{1}{\sigma}}\left(\int_{A_{n}\left(b_{\epsilon}, \infty\right)} e^{Q(t)}\left|v_{\lambda_{n}}\right|^{2 \sigma^{\prime}} d t\right)^{\frac{1}{2 \sigma^{\prime}}}
\end{gathered}
$$

$$
\begin{align*}
& \cdot\left(\int_{A_{n}\left(b_{\epsilon}, \infty\right)} e^{Q(t)}\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right|^{2 \sigma^{\prime}} d t\right)^{\frac{1}{2 \sigma^{\prime}}} \\
& \leq\left(c c_{0}\right)^{\frac{1}{\sigma}}\left(\int_{A_{n}\left(b_{\epsilon}, \infty\right)} e^{Q(t)}\left|v_{\lambda_{n}}\right|^{p} d t\right)^{\frac{2}{p}}<\epsilon \tag{3.20}
\end{align*}
$$

for all integer $n$, where $\frac{1}{\sigma}+\frac{1}{\sigma^{\prime}}=1$. Since $\nabla W$ is continuous, there exists $d=d(\epsilon)$ such that $|\nabla W(t, x)| \leq d|x|$ for all $t \in[0, T]$ and $x \in\left[a_{\epsilon}, b_{\epsilon}\right]$. So, for all $t \in A_{n}\left(a_{\epsilon}, b_{\epsilon}\right)$, we have $\left|\nabla W\left(t, u_{\lambda_{n}}\right)\right| \leq d\left|u_{\lambda_{n}}\right|$. Hence by Hölder's inequalitty and (3.18), there exists an integer $n_{0}$ such that

$$
\begin{gather*}
\int_{A_{n}\left(a_{\epsilon}, b_{\epsilon}\right)} e^{Q(t)} \frac{\nabla W\left(t, u_{\lambda_{n}}\right) \cdot\left(\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right)}{\left\|u_{\lambda_{n}}\right\|} d t \\
\leq \int_{A_{n}\left(a_{\epsilon}, b_{\epsilon}\right)} e^{Q(t)} \frac{\left|\nabla W\left(t, u_{\lambda_{n}}\right)\right|}{\left|u_{\lambda_{n}}\right|}\left|v_{\lambda_{n}}\right|\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right| d t \\
\leq d \int_{A_{n}\left(a_{\epsilon}, b_{\epsilon}\right)} e^{Q(t)}\left|v_{\lambda_{n}}\right|\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right| d t \\
\leq d\left(\int_{A_{n}\left(a_{\epsilon}, b_{\epsilon}\right)} e^{Q(t)}\left|v_{\lambda_{n}}\right|^{2} d t\right)^{\frac{1}{2}}\left(\int_{A_{n}\left(a_{\epsilon}, b_{\epsilon}\right)} e^{Q(t)}\left|\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right|^{2} d t\right)^{\frac{1}{2}} \\
\leq 2 d \int_{A_{n}\left(a_{\epsilon}, b_{\epsilon}\right)} e^{Q(t)}\left|v_{\lambda_{n}}\right|^{2} d t<\epsilon \tag{3.21}
\end{gather*}
$$

for all integer $n \geq n_{0}$. Therefore, combining (3.19) - (3.21) yields for $n \geq n_{0}$

$$
\int_{0}^{T} e^{Q(t)} \frac{\nabla W\left(t, u_{\lambda_{n}}\right) \cdot\left(\lambda_{n} v_{\lambda_{n}}^{+}-v_{\lambda_{n}}^{-}\right)}{\left\|u_{\lambda_{n}}\right\|} d t \leq 3 \epsilon<1
$$

which contradicts (3.14). Hence $\left(u_{\lambda_{n}}\right)$ is bounded.

Lemma 3.5 Let $\left(u_{\lambda_{n}}\right)$ be the sequence obtained in Lemma 3.4, then it is a (PS) sequence of $f$ satisfying

$$
\lim _{n \longrightarrow \infty} f^{\prime}\left(u_{\lambda_{n}}\right)=0, \lim _{n \longrightarrow \infty} f\left(u_{\lambda_{n}}\right) \leq \sup _{\bar{M}} f .
$$

Proof. We have

$$
\begin{equation*}
\lim _{n \longrightarrow \infty} f\left(u_{\lambda_{n}}\right)=\lim _{n \longrightarrow \infty}\left[f_{\lambda_{n}}\left(u_{\lambda_{n}}\right)+\left(\lambda_{n}-1\right)\left(\frac{1}{2}\left\|u_{\lambda_{n}}^{-}\right\|^{2}+\int_{0}^{T} e^{Q(t)} W\left(t, u_{\lambda_{n}}\right) d t\right)\right] \tag{3.22}
\end{equation*}
$$

By (3.5) and (2.1), we have

$$
\begin{equation*}
\int_{0}^{T} e^{Q(t)} W\left(t, u_{\lambda_{n}}\right) d t \leq \epsilon \mu_{2}^{2}\left\|u_{\lambda_{n}}\right\|^{2}+C_{\epsilon} \mu_{p}^{p}\left\|u_{\lambda_{n}}\right\|^{p} \tag{3.23}
\end{equation*}
$$

It follows from (3.22), (3.23) and the boundedness of $\left(u_{\lambda_{n}}\right)$ that

$$
\lim _{n \longrightarrow \infty} f\left(u_{\lambda_{n}}\right)=\lim _{n \longrightarrow \infty} f_{\lambda_{n}}\left(u_{\lambda_{n}}\right) \leq \sup _{\bar{M}} f .
$$

Similarly, for all $w \in E$, we have

$$
\begin{gathered}
\lim _{n \rightarrow \infty} f^{\prime}\left(u_{\lambda_{n}}\right) w=\lim _{n \longrightarrow \infty}\left[f_{\lambda_{n}}^{\prime}\left(u_{\lambda_{n}}\right) w+\left(\lambda_{n}-1\right)\left(\frac{1}{2}<u_{\lambda_{n}}^{-}, w>+\int_{0}^{T} e^{Q(t)} \nabla W\left(t, u_{\lambda_{n}}\right) \cdot w d t\right)\right] \\
=\lim _{n \longrightarrow \infty} f_{\lambda_{n}}^{\prime}\left(u_{\lambda_{n}}\right) w=0
\end{gathered}
$$

for all $w \in E$. The proof is complete.
Now, let $\left(u_{\lambda_{n}}\right)$ be the bounded sequence obtained in Lemma 3.4. Taking a subsequence if necessary, we can assume that $u_{\lambda_{n}} \rightharpoonup u$ in $E$ and $u_{\lambda_{n}} \longrightarrow u$ in $L_{Q}^{s}(0, T)$ for all $s \in[1, \infty]$ since $E$ is compactly embedded in $L_{Q}^{s}(0, T)$. By $f_{\lambda_{n}}^{\prime}\left(u_{\lambda_{n}}\right)=0$, (3.4), Hölder's inequality and (2.1), we obtain

$$
\begin{gather*}
\left\|u_{\lambda_{n}}^{+}\right\|^{2}=\lambda_{n} \int_{0}^{T} e^{Q(t)} \nabla W\left(t, u_{\lambda_{n}}\right) \cdot u_{\lambda_{n}}^{+} d t \\
\leq 4 \epsilon \int_{0}^{T} e^{Q(t)}\left|u_{\lambda_{n}}\right|\left|u_{\lambda_{n}}^{+}\right| d t+2 p C_{\epsilon} \int_{0}^{T} e^{Q(t)}\left|u_{\lambda_{n}}\right|^{p-1}\left|u_{\lambda_{n}}^{+}\right| d t \\
\leq 4 \epsilon\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{2}}\left\|u_{\lambda_{n}}^{+}\right\|_{L_{Q}^{2}}+2 p C_{\epsilon}\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{p}}^{p-1}\left\|u_{\lambda_{n}}^{+}\right\|_{L_{Q}^{p}} \\
\leq 4 \epsilon\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{2}}\left\|u_{\lambda_{n}}^{+}\right\|_{L_{Q}^{2}}+2 p C_{\epsilon}\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{p}}^{p-1}\left\|u_{\lambda_{n}}^{+}\right\|_{L_{Q}^{p}} \\
\leq 4 \epsilon \mu_{2}^{2}\left\|u_{\lambda_{n}}\right\|^{2}+2 p C_{\epsilon} \mu_{p}^{2}\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{p}}^{p-2}\left\|u_{\lambda_{n}}\right\|^{2} . \tag{2.24}
\end{gather*}
$$

Similarly, we have

$$
\begin{equation*}
\left\|u_{\lambda_{n}}^{-}\right\|^{2} \leq 4 \epsilon \mu_{2}^{2}\left\|u_{\lambda_{n}}\right\|^{2}+2 p C_{\epsilon} \mu_{p}^{2}\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{p}}^{p-2}\left\|u_{\lambda_{n}}\right\|^{2} . \tag{2.25}
\end{equation*}
$$

Combining (3.24) and (3.25) yields

$$
\begin{equation*}
\left\|u_{\lambda_{n}}\right\|^{2} \leq 8 \epsilon \mu_{2}^{2}\left\|u_{\lambda_{n}}\right\|^{2}+4 p C_{\epsilon} \mu_{p}^{2}\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{p}}^{p-2}\left\|u_{\lambda_{n}}\right\|^{2} . \tag{2.26}
\end{equation*}
$$

Combining Lemma 3.3 and (3.26) yields

$$
\begin{equation*}
1-8 \epsilon \mu_{2}^{2} \leq 4 p C_{\epsilon} \mu_{p}^{2}\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{p}}^{p-2} \tag{3.27}
\end{equation*}
$$

Taking $\epsilon=\frac{1}{16 \mu_{p}^{2}}$, we get $\left\|u_{\lambda_{n}}\right\|_{L_{Q}^{p}}^{p-2} \geq\left(8 p \mu_{p}^{2} C_{\epsilon}\right)^{-1}>0$, for all $n$. Since $u_{\lambda_{n}} \longrightarrow u$ in $L_{Q}^{p}([0, T])$ then $u \neq 0$. The fact that $f^{\prime}$ is weakly sequentially continuous on $E$ and $u_{\lambda_{n}} \rightharpoonup u$ in $E$ imply $f^{\prime}(u)=0$.
Let $K=\left\{u \in E / f^{\prime}(u)=0\right\}$ be the critical set of $f$ and $m_{0}=\inf \{f(u) / u \in K-\{0\}\}$. For any critical point $u$ of $f$, assumption ( $W_{3}$ ) implies that

$$
f(u)=f(u)-\frac{1}{2} f^{\prime}(u) u=\int_{0}^{T} e^{Q(t)}\left[\frac{1}{2} \nabla W(t, u) \cdot u-W(t, u)\right] d t \geq 0
$$

Therefore, $m_{0} \geq 0$. Let $\left(u_{j}\right) \subset K-\{0\}$ be such that $f\left(u_{j}\right) \longrightarrow m_{0}$. Arguing as in the proof of Lemma 3.4, we can prove that $\left(u_{j}\right)$ is bounded and by going to a subsequence
if necessary, we can assume that $u_{j} \rightharpoonup u$ in $E$ and $u_{j} \longrightarrow u$ almost everywhere on $[0, T]$, and as above $u \neq 0$. Thus by $\left(W_{3}\right)$ and Fatou's lemma

$$
\begin{aligned}
m_{0}= & \lim _{j \longrightarrow \infty} f\left(u_{j}\right)=\lim _{j \longrightarrow \infty} \int_{0}^{T} e^{Q(t)}\left[\frac{1}{2} \nabla W\left(t, u_{j}\right) \cdot u_{j}-W\left(t, u_{j}\right)\right] d t \\
& \geq \int_{0}^{T} e^{Q(t)}\left[\frac{1}{2} \nabla W(t, u) \cdot u-W(t, u)\right] d t=f(u) \geq m_{0}
\end{aligned}
$$

So $m_{0}=f(u)$ and $m_{0}>0$ because $u \neq 0$.
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