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# Existence and Approximation of Solutions for Systems of First Order Differential Equations 
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#### Abstract

The purpose of this paper is to present some general results concerning the existence of solutions for systems of differential equations. The existence results to be presented will be based on an effective procedure for constructing approximate solution. Namely, a numerical scheme using the Sinc function, in which it is shown that the solution converges exponentially. Furthermore, a numerical example and comparisons are presented to prove the validity of the suggested method.


Keywords: fixed-point theory; numerical solutions; systems of differential equations; existence of solutions.

Mathematics Subject Classification (2010): 26A33, 35F25, 35C10.

## 1 Introduction

In addition to its intrinsic mathematical interest, the theory of ordinary differential equations has extensive applications in many general fields, for instance, physics, chemistry, biology, economics and engineering. The existence and uniqueness of a solution to a firstorder differential equation, given a set of initial conditions, is one of the most fundamental results of ordinary differential equations.

In this paper, we shall confine our discussion to systems of first order differential equations of the form

$$
\begin{gather*}
\frac{d x_{1}}{d t}=F_{1}\left(x_{1}, x_{2}, \ldots, x_{n}, t\right) \\
\frac{d x_{2}}{d t}=F_{2}\left(x_{1}, x_{2}, \ldots, x_{n}, t\right)  \tag{1}\\
\vdots \\
\frac{d x_{n}}{d t}=F_{n}\left(x_{1}, x_{2}, \ldots, x_{n}, t\right),
\end{gather*}
$$

[^0]that are often encountered in many mathematical models such as the Neutron flow, electrical networks, residential segregation. Also the first order differential equations are shown to be adequate models for various physical phenomena in the areas like damping laws, and diffusion processes. If $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{t}$ denotes an element in $R^{n}$, the system of equations (1) can be written in a more compact form
\[

$$
\begin{equation*}
\mathbf{x}^{\prime}=F(t) \mathbf{x}+g(t, \mathbf{x}), \tag{2}
\end{equation*}
$$

\]

where $F(t)$ is a continuous $n \times n$ matrix function, its norm is defined as $\|F\|=\sup _{\|x\|=1}\|F \mathbf{x}\|$.

Consider a special case of the system of first order differential equations

$$
\begin{align*}
& \frac{d u_{1}}{d t}=b_{11}(t) u_{1}+b_{12}(t) u_{2}+f_{1}\left(t, u_{1}, u_{2}\right),  \tag{3}\\
& \frac{d u_{2}}{d t}=b_{21}(t) u_{1}+b_{22}(t) u_{2}+f_{2}\left(t, u_{1}, u_{2}\right)
\end{align*}
$$

on the interval $[a, T]$ with the conditions

$$
\begin{equation*}
u_{1}(a)=u_{1}^{0}, \quad u_{2}(a)=u_{2}^{0} \tag{4}
\end{equation*}
$$

We write equation (3) in a vector form as

$$
\begin{equation*}
\frac{d \vec{u}}{d t}=B(t) \vec{u}+\vec{f}(t, \vec{u}) \tag{5}
\end{equation*}
$$

where $B$ is the matrix $\left[b_{i j}(t)\right]_{2 \times 2}, i, j=1,2$ and $\vec{u}=\left(u_{1}, u_{2}\right)^{t}, \vec{f}=\left(f_{1}, f_{2}\right)^{t}$.
Many other authors have studied, under some conditions, the existence and uniqueness of solutions for systems of first-order differential equations. For example, in [8] Fransis and Miller examined fundamental and general existence theorems along with the Picard iterations. The author in [12] extended the version of Caratheodory's existence theorem for ordinary differential equations. While in [9], representation and approximation of the solutions to linear equations are studied. The authors in [14] used a recent Schauder-type result for discontinuous operators to study the existence of absolutely continuous solutions of first order initial value problems. Existence theorems for iterative differential equations as well as convergence theorems for a fixed point iteration designed to approximate the solutions are proved in [5]. Some applications of the fixed point theory to a nonlinear differential equations are presented in [7]. The fractional derivatives accurately describe natural phenomena that occur in general physical problems, existence and uniqueness of solutions for coupled systems of fractional differential equations are studied in [1]. The authors in [11], studied sufficient conditions for the existence of optimal controls for system of functional-differential equations.

The objectives of this paper are twofold. Firstly, we use the Schauder fixed point theorem to develop an existence theory for a general class of systems of first order differential equations (1), subject to the linear constraint

$$
\begin{equation*}
\ell \mathbf{x}=r, \tag{6}
\end{equation*}
$$

where $r \in R^{n}$. Mainly, we will redo the first section from [2]. Secondly, we aim to implement the Sinc methodology to find approximate solutions for systems of differential equations (5).

## 2 Preliminary Results

Let us review some notations and facts that will be used in this paper. Let $C[\alpha, \beta]$ denote the Banach space of continuous functions such that $x(t)$ is a map that transforms the closed interval $[\alpha, \beta]$ into $R^{n}$, where the norm is defined as

$$
\begin{equation*}
\|x\| \equiv \max _{[\alpha, \beta]}\|x(t)\| . \tag{7}
\end{equation*}
$$

We also define the domain $\mathbf{D}=\left\{(t, \mathbf{x}), t \in[\alpha, \beta], \mathbf{x} \in R^{n}\right\}$, then we assume the following three hypotheses:

H1. $F(t)$ is a square matrix of size $n$ in which each entry is a continuous function on $[\alpha, \beta]$.

H2. $g(t, \mathbf{x})$ is continuous on the domain $\mathbf{D}$ defined above.
H3. $\mathbf{M}=\mathbf{M}(\alpha, \beta)$ is a bounded linear mapping from $C[\alpha, \beta]$ into $R^{n}$ with bound $\|\mathbf{M}\| \equiv \sup _{\|\mathbf{x}\|=1}\|\mathbf{M x}\|$.

A function $\mathbf{x}(t) \in C[\alpha, \beta]$ which has a continuous derivative that satisfies equation (2) on $[\alpha, \beta]$ is called the solution to (2). We consider the following mappings that are defined from the space $C[\alpha, \beta]$ into $R^{n}$

$$
\begin{align*}
& \mathbf{M}_{\mathbf{0}} \mathbf{x} \equiv \mathbf{x}(\alpha) \\
& \mathbf{M}_{\mathbf{1}} \mathbf{x} \equiv\left(\mathbf{x}_{1}\left(t_{1}\right), \mathbf{x}_{2}\left(t_{2}\right), \ldots, \mathbf{x}_{n}\left(t_{n}\right)\right),  \tag{8}\\
& \mathbf{M}_{\mathbf{2}} \mathbf{x} \equiv \int_{\alpha}^{\beta} \mathbf{x}(\tau) d \tau
\end{align*}
$$

In order to prove our main result in this paper, we do need a sequence of lemmas.
Lemma 2.1 The above defined mappings $\mathbf{M}_{\mathbf{0}}, \mathbf{M}_{\mathbf{1}}$, and $\mathbf{M}_{\mathbf{2}}$ satisfy $\left\|\mathbf{M}_{\mathbf{0}}\right\|=1$, || $\mathbf{M}_{\mathbf{1}} \| \leq n$ and $\left\|\mathbf{M}_{\mathbf{2}}\right\|=\beta-\alpha$.

Proof: Linearity of the mappings is obvious. For bounds, we have

$$
\left\|\mathbf{M}_{\mathbf{0}}(\mathbf{x})\right\|=\|\mathbf{x}(\alpha)\| \leq \max _{[\alpha, \beta]}\|\mathbf{x}(\mathbf{t})\|
$$

Using Equation (7), we arrive at $\left\|\mathbf{M}_{\mathbf{0}}\right\| \leq\|\mathbf{x}\|$. For $\mathbf{x}(t) \equiv c \in R^{n}$ we obtain the equality $\left\|\mathbf{M}_{\mathbf{0}}(\mathbf{x})\right\|=\mathbf{1}$. For the mapping $\mathbf{M}_{\mathbf{1}}(\mathbf{x})$, we have

$$
\left\|\mathbf{M}_{\mathbf{1}}(\mathbf{x})\right\|=\sum_{\mathbf{i}=\mathbf{1}}^{\mathbf{n}}\left|\mathbf{x}\left(\mathbf{t}_{\mathbf{i}}\right)\right| \leq \mathbf{n}\|\mathbf{x}\|
$$

which implies that $\left\|\mathbf{M}_{\mathbf{1}}\right\| \leq n$. Finally,

$$
\left\|\mathbf{M}_{\mathbf{2}}(\mathbf{x})\right\|=\left\|\int_{\alpha}^{\beta} \mathbf{x}(\tau) \mathbf{d} \tau\right\| \leq \int_{\alpha}^{\beta}\|\mathbf{x}(\tau)\| \mathbf{d} \tau \leq(\beta-\alpha)\|\mathbf{x}\|
$$

For equality, let $\mathbf{x}(t) \equiv c \in R^{n}$, that is, $\left\|\mathbf{M}_{\mathbf{2}}\right\|=(\beta-\alpha)$.
Lemma 2.2 (Schauder, see [6]) Let $B$ be a convex compact subset of a normal linear space $X$, then any continuous mapping $L$ from $B$ into $B$ has a fixed point in $B$.

Lemma 2.3 If $B$ is a closed convex subset of the Banach space $X$, and $L$ is a continuous mapping of $B$ into $B$ such that $L(B)$ is relatively compact, then $L$ has a fixed point in $B$.

Proof: As $L(B)$ is a subset of the closed set $B$, then $\operatorname{cl}(L(B))$ is also a subset of $B$. Let $\hat{B}$ denote the closed convex hull of $\operatorname{cl}(L(B))$. By Lemma 2.2, $\hat{B}$ is compact and is also the smallest closed convex set containing $c l(L(B))$, this would imply that $\hat{B}$ is subset of $B$. Therefore $L(\hat{B}) \subset L(B) \subset \operatorname{cl}(L(B)) \subset \hat{B}$. By Lemma 2.2, $L$ has a fixed point in $\hat{B}$. We would like to impose one more hypothesis in addition to $\mathbf{H 1}, \mathbf{H} \mathbf{2}$ and H3 mentioned above:

H4 The initial value problem

$$
\begin{equation*}
\mathbf{x}^{\prime}=F(t) \mathbf{x}, \quad \ell \mathbf{x}=r, \tag{9}
\end{equation*}
$$

for any $r \in R^{n}$, the problem in (9) has a unique solution. Therefore, for the $n$-dimensional space of solutions, call it $\mathcal{F}$, to the problem $\mathbf{x}^{\prime}=F(t) \mathbf{x},(\ell \mid \mathcal{F})^{-1}$ exists, i.e., the null space of $\ell \mid \mathcal{F}$ is $\{0\}$.

For the application of Lemma 2.3, we define an appropriate mapping together with the following lemma.

Lemma 2.4 If $F(t)$ satisfies $\mathbf{H 1}$, then the problem

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{F}(t) \mathbf{x}+z(t), \mathbf{x}\left(t_{0}\right)=r \tag{10}
\end{equation*}
$$

has a unique solution $\omega(t)$ on $[\alpha, \beta]$ for any $t_{0} \in[\alpha, \beta), z \in C[\alpha, \beta]$, and $r \in R^{n}$. Moreover, for any $t$, $t_{0}$ in $[\alpha, \beta]$,

$$
\begin{equation*}
\|\omega(t)\| \leq\left\|\omega\left(t_{0}\right)\right\| \exp \left|\int_{t_{0}}^{t}\|F(\tau)\| d \tau\right|+\left|\int_{t_{0}}^{t} \exp \right| \int_{\tau}^{t}\|F(s)\| d s|\|z(\tau) d \tau\|| \tag{11}
\end{equation*}
$$

The existence and uniqueness of solutions to such initial value problems is well known [10].
Lemma 2.5 If H1, H3 and $\mathbf{H 4}$ are satisfied, then the problem

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{F}(t) \mathbf{x}+z(t), \ell \mathbf{x}=r \tag{12}
\end{equation*}
$$

has a unique solution $\omega(t)$ for any $r \in R^{n}$ and $z \in C[\alpha, \beta]$.

## Proof: Let

$$
\begin{equation*}
\omega(t) \equiv \omega_{0}(t)+(\ell \mid \mathcal{F})^{-1}\left(-\ell \omega_{0}\right)+(\ell \mid \mathcal{F})^{-1} r \tag{13}
\end{equation*}
$$

where $\omega_{0}$ is the unique solution to

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{F}(t) \mathbf{x}+z(t), \mathbf{x}(\alpha)=0 \tag{14}
\end{equation*}
$$

It is easily verified by differentiation that $\omega(t)$ is a solution to (12). If $\omega_{1}(t), \omega_{2}(t)$ are two solutions to (12), then $\omega_{1}(t)-\omega_{2}(t)$ is the unique solution to

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{F}(t) \mathbf{x}, \quad \ell \mathbf{x}=0 \tag{15}
\end{equation*}
$$

Hence, by property $\mathbf{H} 4, \omega_{1}(t) \equiv \omega_{2}(t)$, that is, $\omega(t)$ is the unique solution to (12).

Lemma 2.6 Suppose H1 and $\mathbf{H 4}$ are satisfied. If $\hat{\omega}_{0}(t)$ is the unique solution to (12) with $r=0$, then

$$
\begin{equation*}
\left\|\hat{\omega}_{0}(t)\right\| \leq \int_{\alpha}^{\beta}\left(\exp \int_{\tau}^{\beta}\|F(s)\| d s\right)\|z(\tau)\| d \tau\left(1+\left\|(\ell \mid \mathcal{F})^{-1} \ell\right\|\right) \tag{16}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left\|\hat{\omega}_{0}\right\| \leq K_{1}\|z\| \tag{17}
\end{equation*}
$$

where $K_{1}=(\beta-\alpha) \exp \int_{\alpha}^{\beta}\|F(s)\| d s\left(1+\left\|(\ell \mid \mathcal{F})^{-1} \ell\right\|\right)$.
Proof: We have from (2.7) that

$$
\begin{equation*}
\hat{\omega}_{0}(t)=\omega_{0}(t)+(\ell \mid \mathcal{F})^{-1}\left(-\ell \omega_{0}\right), \tag{18}
\end{equation*}
$$

where $\omega_{0}(t)$ is the unique solution to the initial value problem

$$
\begin{equation*}
\mathbf{x}^{\prime}=F(t) \mathbf{x}+z(t), \quad \mathbf{x}(\alpha)=0 \tag{19}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left\|\hat{\omega}_{0}\right\| \leq\left\|\omega_{0}\right\|+\left\|(\ell \mid \mathcal{F})^{-1} \ell\right\|\left\|\omega_{0}\right\| \leq\left\|\omega_{0}\right\|\left(1+\|(\ell \mid \mathcal{F})^{-1} \ell\right) \| . \tag{20}
\end{equation*}
$$

From Lemma 2.4 with $t_{0}=\alpha$ and $r=0$, we have

$$
\begin{equation*}
\left\|\omega_{0}\right\| \leq \int_{\alpha}^{\beta}\left(\exp \int_{\tau}^{\beta}\|F(s)\| d s\right)\|z(\tau)\| d \tau \tag{21}
\end{equation*}
$$

and so (16) holds.
The following notation will be used in this paper. Let $H$ be a positive number, $\vec{H}=\left(H_{1}, H_{2}, \ldots, H_{n}\right)$, where each $H_{i}$ is positive, and $H(t)$ be a continuous positive function for $\alpha \leq t \leq \beta$. Let

$$
\begin{align*}
& \psi(r)=\psi(t, r, \alpha, \beta) \equiv(\ell(\alpha, \beta) \mid \mathcal{F})^{-1} r \\
& C(H)=C(H, r, \alpha, \beta) \equiv\{y \in C[\alpha, \beta]:\|y-\psi(r)\| \leq H\} \\
& D(H)=D(H, r, \alpha, \beta) \equiv\{(t, y) \in D(\alpha, \beta):\|y-\psi(t ; r)\| \leq H\} \\
& D(H, t)=D(H, r, t) \equiv\left\{y \in R^{n}:\|y-\psi(t ; r)\| \leq H\right\} \\
& C(H(t))=C(H(t), r, \alpha, \beta) \equiv\{y \in C[\alpha, \beta]:\|y(t)-\psi(t ; r)\| \leq H(t), \forall t \in[\alpha, \beta]\}, \\
& C(\vec{H})=C(\vec{H}(t), r, \alpha, \beta) \equiv\left\{y \in C[\alpha, \beta]:\left\|y_{i}(t)-\psi_{i}(t ; r)\right\| \leq H_{i}, i=1, \ldots, n ; t \in[\alpha, \beta]\right\} . \tag{22}
\end{align*}
$$

Note that $C(H), C(H(t))$, and $C(\vec{H})$ are closed, convex subsets of $C[\alpha, \beta]$. Note also that if $y \in C(H)$, then $(t, y(t)) \in D(H)$ and $y(t) \in C(H, t)$ for $t \in[\alpha, \beta]$. If $\mathbf{H} 2$ is satisfied and $y \in C[\alpha, \beta]$, then $g(t, y(t))$ is continuous on $[\alpha, \beta]$. By Lemma 11, the problem

$$
\begin{equation*}
\mathbf{x}^{\prime}=F(t) \mathbf{x}+g(t, y(t)), \ell \mathbf{x}=r \tag{23}
\end{equation*}
$$

has a unique solution. We denote this solution by $u(r, y)=u(t ; r, y)$. Note that

$$
\begin{equation*}
u(r, y)=\psi(r)+u(0, y) \tag{24}
\end{equation*}
$$

We now define a mapping $L$ on $C[\alpha, \beta]$ by

$$
\begin{equation*}
L(y) \equiv u(r, y) \tag{25}
\end{equation*}
$$

Note that if $L x=x$, then $x$ is a solution to the problem (2), (6).

Lemma 2.7 If $\mathbf{H} \mathbf{1}$ to $\mathbf{H} \mathbf{4}$ are satisfied, then $L(C(H))$ is relatively compact in $C[\alpha, \beta]$.
Proof: By Lemma 12 and equation (24), for $y \in C(H)$, we have

$$
\begin{aligned}
\|L y\| & =\|u(r, y)\| \leq\|\psi(r)\|+\|u(0, y)\| \leq\left\|(\ell \mid \mathcal{F})^{-1}\right\|\|r\|+K_{1} \max _{[\alpha, \beta]}\|g(t, y(t))\| \\
& \leq\left\|(\ell \mid \mathcal{F})^{-1}\right\|\|r\|+K_{1} \max _{D(H)}\|g(t, z)\| \equiv B_{1},
\end{aligned}
$$

that is, $L(C(H))$ is bounded by $B_{1}$. By Ascoli's theorem, it is sufficient to show that $L(C(H))$ is equicontinuous. For $y \in C(H), L y=u(r, y)$ and

$$
\begin{equation*}
\left\|u^{\prime}(t ; r, y)\right\|=\|F(t) u(t ; r, y)+g(t, y(t))\| \leq\|F\| B_{1}+\max _{D(H)}\|g(t, z)\| \equiv B_{2} \tag{26}
\end{equation*}
$$

By the mean value theorem, for $t_{1}, t_{2} \in[\alpha, \beta]$,

$$
\begin{equation*}
\left\|u\left(t_{2} ; r, y\right)-u\left(t_{1} ; r, y\right)\right\| \leq B_{2}\left|t_{2}-t_{1}\right| . \tag{27}
\end{equation*}
$$

Thus $L(C(H))$ is equicontinuous.
Lemma 2.8 If H1 to $\mathbf{H} 4$ are satisfied, then $L$ is continuous on $C(H)$.
Proof: Let $\epsilon>0$ be given. Since $D(H)$ is compact, $g$ is uniformly continuous on $D(H)$. There exists $\delta>0$ such that if $\left(t_{1}, x_{1}\right)$ and $\left(t_{2}, x_{2}\right)$ are in $D(H)$ and $\left|t_{1}-t_{2}\right|+$ $\left\|x_{1}-x_{2}\right\|<\delta$, then $\left\|g\left(t_{1}, x_{1}\right)-g\left(t_{2}, x_{2}\right)\right\| \leq \epsilon / K_{1}$, where $K_{1}$ is defined in Lemma 12. If $y_{1}, y_{2} \in C(H)$, then $L y_{1}-L y_{2}$ is the solution to

$$
\begin{equation*}
\mathbf{x}^{\prime}=F(t) \mathbf{x}+g\left(t, y_{1}(t)\right)-g\left(t, y_{2}(t)\right), \ell \mathbf{x}=0 . \tag{28}
\end{equation*}
$$

By Lemma 12, we have

$$
\begin{equation*}
\left\|L y_{1}-L y_{2}\right\| \leq K_{1} \max _{[\alpha, \beta]}\left\|g\left(t, y_{1}(t)\right)-g\left(t, y_{2}(t)\right)\right\| \tag{29}
\end{equation*}
$$

If $\left\|y_{1}-y_{2}\right\|<\delta$, that is, $\left\|y_{1}(t)-y_{2}(t)\right\|<\delta$ for $t \in[\alpha, \beta]$, then

$$
\begin{equation*}
\max _{[\alpha, \beta]}\left\|g\left(t, y_{1}(t)\right)-g\left(t, y_{2}(t)\right)\right\|<\frac{\epsilon}{K_{1}}, \quad\left\|L y_{1}-L y_{2}\right\|<K_{1} \frac{\epsilon}{K_{1}}=\epsilon \tag{30}
\end{equation*}
$$

Hence, $L$ is continuous on $C(H)$.

## 3 Existence Results

With the aid of the preceding lemmas we can prove our main results.
Theorem 3.1 Suppose $\mathbf{H 1}$ to $\mathbf{H} 4$ are satisfied. If there exists $H>0$ such that

$$
\begin{equation*}
M(H)=M(H, r, \alpha, \beta) \equiv \sup _{y \in C(H)}\|u(0, y)\| \leq H \tag{31}
\end{equation*}
$$

then problem (2), (6) has a solution $\mathbf{x}(\mathbf{t}) \in C(H)$.

Proof: From (24) we have $L y-\psi(r)=u(r, y)-\psi(r)=u(0, y)$. Thus, for $y \in C(H)$, (31) yields

$$
\begin{equation*}
\|L y-\psi(r)\|=\|u(0, y)\| \leq H \tag{32}
\end{equation*}
$$

that is, $L y \in C(H)$, and $L(C(H)) \subset C(H)$. Since $C(H)$ is closed and convex, we can conclude from Lemmas 2.7 and 2.8 and the Schauder theorem in the form of Lemma 2.3 that $L$ has a fixed point $x \in C(H)$; that is, problem (2),(6) has a solution $\mathbf{x} \in C(H)$.

We may easily obtain some natural generalization of Theorem 31.
Theorem 3.2 Suppose $\mathbf{H 1}$ to $\mathbf{H 4}$ are satisfied. If there exists a positive, continuous function $H(t)$ on $[\alpha, \beta]$ such that

$$
\begin{equation*}
M(t, H(t)) \equiv \sup _{y \in C(H(t))}\|u(t ; 0, y)\| \leq H(t) \tag{33}
\end{equation*}
$$

for $t \in[\alpha, \beta]$, then the problem (2), (6) has a solution $\mathbf{x} \in C(H(t))$.
Proof: We have $L y(t)-\psi(t ; r)=u(t ; r, y)-\psi(t ; r)=u(t ; 0, y)$. The condition (33) implies that, for $y \in C(H(t))$, (31) yields

$$
\begin{equation*}
\|L y(t)-\psi(t ; r)\|=\|u(t ; 0, y)\| \leq H(t) \tag{34}
\end{equation*}
$$

for $t \in[\alpha, \beta]$. Thus $L y \in C(H(t))$, that is, $L(C(H(T))) \subset C(H(t))$. If $H \equiv$ $\max _{[\alpha, \beta]} H(t)$, then $C(H(t)) \subset C(H)$. Moreover, $L(C(H(t))) \subset L(C(H))$. By Lemma 2.7, $L(C(H))$ is a relatively compact subset of $C[\alpha, \beta]$; hence, $L(C(H(t)))$ is relatively compact. By Lemma 2.8, L is continuous on $C(H)$; hence $L$ is continuous on $C(H(t))$. Since $C(H(t))$ is a closed, convex subset of $C[\alpha, \beta]$, we may conclude from Lemma 2.3 that $L$ has a fixed point $\mathbf{x}$ in $C(H(t))$, that is, problem (2),(6) has a solution $\mathbf{x} \in C(H(t))$.

In what follows, we use the Sinc methodology to find a numerical solution for equation (5).

## 4 Description of the Sinc Approximation

The goal of this section is to recall notations and definitions of the Sinc function that will be used in this paper. These are discussed in [3,15]. The Sinc function is defined on the whole real line $R$ by

$$
\begin{equation*}
\operatorname{sinc}(x)=\frac{\sin (\pi x)}{\pi x}, \quad x \in R . \tag{35}
\end{equation*}
$$

Recall that a radial basis function is a function whose value depends only on the distance of its input to a central point. For a series of nodes equally spaced $h$ apart, the Sinc function can be written as a radial basis function:

$$
S(j, h)(k h)=\delta_{j k}^{(0)}=\left\{\begin{array}{l}
1, \quad k=j,  \tag{36}\\
0, \\
k \neq j .
\end{array}\right.
$$

Let

$$
\delta_{k j}^{(-1)}=\frac{1}{2}+\delta_{k j}=\int_{0}^{k-j} \frac{\sin (\pi t)}{\pi t} d t .
$$

We define a matrix $I^{(-1)}$ whose $(k, j) t h$ entry is given by $\delta_{k j}^{(-1)}$. If a function $f(x)$ is defined on the real line, then for $h>0$, the series

$$
C(f, h)(x)=\sum_{j=-\infty}^{\infty} f(j h) \operatorname{sinc}\left(\frac{x-j h}{h}\right), \quad j=0, \mp 1, \ldots
$$

is called the Whittaker cardinal expansion, which has been extensively studied in [13,15]. In practice, we need to use a finite number of terms in the above series, say $j=-N, \ldots, N$, where $N$ is the number of Sinc grid points. For a restricted class of functions known as the Paly-Weiner class, which are entire functions, the Sinc interpolation and quadrature formulae are exact [15]. A less restricted class of functions that are analytic only on an infinite strip containing the real line, and that allow specific growth restriction has exponentially decaying absolute errors in the Sinc approximation.

Definition 4.1 Let $\mathcal{D}_{d}$ denote the infinite strip domain of width $2 d, d>0$, given by

$$
\mathcal{D}_{d}=\{w=u+i v:|v|<d \leq \pi / 2\} .
$$

To construct an approximation on the interval $\Gamma=(a, T)$, which is our space interval in this paper, we consider the conformal map $\phi(x)=\ln \left(\frac{x-a}{T-x}\right)$, the map $\phi$ carries the eye-shaped region

$$
\mathcal{D}=\left\{z=x+i y:\left|\arg \left(\frac{z-a}{T-z}\right)\right|<d \leq \pi / 2\right\}
$$

onto the infinite strip $\mathcal{D}_{d}$. For the Sinc method, the basis functions on the interval $\Gamma$ at $z \in \mathcal{D}$ are derived from the composite translated Sinc functions

$$
S_{j}(z)=S(j, h) \circ \phi(z)=\operatorname{sinc}\left(\frac{\phi(z)-j h}{h}\right)
$$

The function $z=\phi^{-1}(w)=\frac{a+T \exp (w)}{1+\exp (w)}$ is an inverse mapping of the $w=\phi$. We define the range of $\phi^{-1}$ on the real line as

$$
\Gamma=\left\{\phi^{-1}(y) \in \mathcal{D}:-\infty<y<\infty\right\}=(0, T) .
$$

The Sinc grid points $z_{k} \in \Gamma$ in $\mathcal{D}$ will be denoted by $x_{k}$, because they are real, and are given by

$$
x_{k}=\phi^{-1}(k h)=\frac{a+T \exp (k h)}{1+\exp (k h)}, \quad k=0, \mp 1, \mp 2, \ldots
$$

To further explain the Sinc method, an important class of functions is denoted by $\mathbf{L}_{\alpha}(\mathcal{D})$. The properties of the functions in $\mathbf{L}_{\alpha}(\mathcal{D})$ and detailed discussion are given in [15]. We recall the following definition followed by two theorems for our purpose.

Definition 4.2 Let $\mathbf{L}_{\alpha}(\mathcal{D})$ be the class of all analytic functions $f$ in $\mathcal{D}$, for which there is a number $C_{0}$ such that, for $\rho(z)=\exp (\phi(z))$, we have

$$
|f(z)| \leq C_{0} \frac{|\rho(z)|^{\alpha}}{[1+|\rho(z)|]^{2 \alpha}}, \forall z \in \mathcal{D} .
$$

The class $\mathbf{L}_{\alpha}(\mathcal{D})$ is important in Sinc methodology since it guarantees the rapid convergence of Sinc approximations. In the next theorem, we shall give a general formula for approximating the integral $\int_{a}^{\nu} F(u) d u, \nu \in \Gamma$. To this end, we state the following result, which we will use to approximate the obtained integral equation.

Theorem 4.1 Let $\frac{F(t)}{\phi^{\prime}(t)} \in \mathbf{L}_{\alpha}(\mathcal{D})$, with $0<\alpha \leq 1, \delta_{j k}^{(-1)}$ be defined as above, $N$ be a positive integer, and $h$ be selected as $h=\sqrt{\pi d /(\alpha N)}$, then there exists a positive constant $K$ independent of $N$, such that

$$
\left|\int_{a}^{t_{k}} F(t) d t-h \sum_{j=-N}^{N} \delta_{j k}^{(-1)} \frac{F\left(t_{k}\right)}{\phi^{\prime}\left(t_{k}\right)}\right| \leq K \exp (-\sqrt{\pi d \alpha N})
$$

It is convenient, for deriving an approximate solution for the system (5) by the SincGalerkin method, to start with the scalar first order differential equation

$$
\begin{equation*}
\frac{d u}{d t}=B(t) u(t)+f(t), t \in(a, T) \tag{37}
\end{equation*}
$$

subject to the initial condition

$$
\begin{equation*}
u(a)=u^{0} . \tag{38}
\end{equation*}
$$

Integrating with respect to $t$, and using the initial condition we arrive at the integral equation

$$
\begin{equation*}
u(t)=\int_{a}^{t}[B(\tau) u(\tau)+f(\tau)] d \tau+u^{0} \tag{39}
\end{equation*}
$$

To approximate over $\Gamma=(a, T)$, we make use of the conformal mapping $\phi(x)$ mentioned above. We also assume that both $B / \phi^{\prime}$ and $f$ belong to the class of functions $\mathbf{L}_{\alpha}(\mathcal{D})$. If $B$ is a matrix, this shall imply that all the components of $B / \phi^{\prime}$ (or $f$ as a vector) are in the class $\mathbf{L}_{\alpha}(\mathcal{D})$. Now in equation (39) we collocate via the use of the indefinite integration formula (as in Theorem 4.1). We use the notation $\mathcal{D}\left(1 / \phi^{\prime}\left(t_{i}\right)\right)=\operatorname{diag}\left[1 / \phi^{\prime}\left(t_{-N}\right), \ldots, 1 / \phi^{\prime}\left(t_{N}\right)\right]$, then equation (39) can be written as a system of $m=2 N+1$ linear equations

$$
\begin{equation*}
U=h I_{m}^{(-1)} \mathcal{D}\left(B / \phi^{\prime}\left(t_{i}\right)\right) U+h I_{m}^{(-1)} \mathcal{D}\left(1 / \phi^{\prime}\left(t_{i}\right)\right) F+U^{0} \tag{40}
\end{equation*}
$$

where $U=\left[u_{-N}, \ldots, u_{N}\right]^{t}, F=\left[f_{-N}, \ldots, f_{N}\right]^{t}$ with the nodes $t_{i}=\phi^{-1}(i h)$ for $i=$ $-N, \ldots, N$ where $h=\sqrt{\pi d / \alpha N}$, and $U^{0}$ denotes the vector of $2 N+1$ constant values $U^{0}=\left[u_{z_{-} N}^{0}, \ldots, u_{z_{N}}^{0}\right]^{t}$. Define the matrices $A$ and $E$ by $A=h I_{m}^{(-1)} \mathcal{D}\left(B / \phi^{\prime}\left(t_{i}\right)\right), E=$ $h I_{m}^{(-1)} \mathcal{D}\left(1 / \phi^{\prime}\left(t_{i}\right)\right)$. Then equation (40) can be written as

$$
\begin{equation*}
U=A U+E F+U^{0} \tag{41}
\end{equation*}
$$

To prove convergence of the method, we evaluate the integral in (39) at the nodes $t_{i}$, where $i=-N, \ldots, N$, to get

$$
u\left(t_{i}\right)=\int_{a}^{t_{i}}[B(\tau) u(\tau)+f(\tau)] d \tau+u^{0}
$$

with the same matrices $A, E$ and $U^{0}$ as mentioned above, and using the approximation in Theorem 4.1 we get, in matrix form, the approximation

$$
U+A U+E F+U^{0}+\tilde{K} \exp (-\sqrt{\pi d \alpha N})
$$

where the constant $\tilde{K}$ is a vector such that each entry is bounded by the constant $K$ in Theorem 4.1. So, the error ERR can be bounded as

$$
\|E R R\| \leq\left\|U-\left(A U+E F+U^{0}\right)\right\| \leq \tilde{K} \exp (-\sqrt{\pi d \alpha N})
$$

i.e., the discretization error that arises when a differential equation is replaced by a discrete system of algebraic equations is exponentially small. With the notation as above, we just proved the following theorem.

Theorem 4.2 Let $B / \phi^{\prime}, f \in \mathbf{L}_{\alpha}(\mathcal{D})$, let the function $u(t)$ be defined as in (39), and let the matrix $U$ be defined as in (41). Then for $h=\sqrt{\pi d /(\alpha N)}$ there exists a constant $K$ independent of $N$ such that

$$
\sup \left\|\left[u\left(t_{i}\right)\right]-U\right\| \leq K \exp (-\sqrt{\pi d \alpha N})
$$

Now, we may attempt to solve the linear systems of equations (41) by successive approximations, that is, by means of the iterative scheme:

$$
\begin{equation*}
U^{(n+1)}=A U^{(n)}+E F+U^{0} \tag{42}
\end{equation*}
$$

It is easy to show that the convergence of the scheme depends on the $\ell^{\infty}$ norm of $B$, as noted in the following theorem.

Theorem 4.3 The sequence $U^{(n)}$ defined in (42) converges, for all $N$ being sufficiently large, to the exact solution provided that $(T-a)<11 /\left(10\|B\|_{\infty}\right)$.

Proof: Recall that by definition of $\delta^{(-1)}$ as defined in Section 2, it satisfies the inequality [15, p. 172] $\delta^{(-1)} \leq 11 / 10$, we have

$$
\begin{aligned}
\|B\|_{\infty} & =\left\|h I_{m}^{(-1)} \mathcal{D}\left(1 / \phi^{\prime}\left(t_{i}\right)\right)\right\|=\left|\max _{i} \sum_{j=-N}^{N} h \delta_{i-j}^{(-1)}\left(B\left(z_{j}\right) / \phi^{\prime}\left(z_{j}\right)\right)\right| \\
& \leq \frac{11}{10} h \sum_{j=-N}^{N}\left(B\left(z_{j}\right) / \phi^{\prime}\left(z_{j}\right)\right) \approx \frac{11}{10} \int_{a}^{T}|B(t)| d t \leq \frac{11}{10}(T-a) \sup _{t \in(a, T)}|B(t)| \\
& \leq \frac{11}{10}(T-a)\|B\|_{\infty},
\end{aligned}
$$

where in the third inequality we used Theorem 4.1, with the fact that $B / \phi^{\prime} \in \mathbf{L}_{\alpha}(\mathcal{D})$. For the iteration scheme to converge we require that $\|B\|_{\infty}<1$. Therefore we can achieve convergence of the scheme (42) by choosing $(T-a)<\frac{11}{10\|B\|_{\infty}}$.

It remains to show that the approximate solution $U^{*}$ of node values of equation (41) converges to the node values of the exact solution $U$ (see, [4]). For that end, choose a constant $R$ so that $U$ and $U *$ belong to the ball $\mathcal{B}=\left\{X:\|X\|_{\infty}<\frac{11}{10}\|B\|_{\infty}<R / 2\right\}$. It is enough to show that $\left|U-U^{*}\right|$ is small. If $U^{*}$ is the approximate solution and satisfies equation (41), then $\left(U-U^{*}\right)-A\left(U-U^{*}\right)=$ Error, or

$$
\begin{equation*}
\left\|\left(U-U^{*}\right)\right\| \leq\left\|A\left(U-U^{*}\right)\right\|+\| \text { Error } \| . \tag{43}
\end{equation*}
$$

Now we can find a small constant $r$, that is $0<r<1$ such that the Jacobian of the matrix $A$ is less than $r$, so by the mean-value theorem, we obtain $\|U-A U\| \leq r\left\|U-U^{*}\right\|$, so equation (43) reduces to

$$
\begin{equation*}
\left\|\left(U-U^{*}\right)\right\| \leq \frac{1}{1-r} \| \text { Error } \| \tag{44}
\end{equation*}
$$

This shows that the approximate solution is sufficiently close to the exact solution. With the above notations, we have proved the following theorem.

Theorem 4.4 For a constant $R>0$, with $\|B\|_{\infty}<1$, the solution in equation (5) with the iteration scheme (41) converges to the unique solution.

| $t$ | Errors $x(t)$ | Errors $y(t)$ |
| :---: | :---: | :---: |
| 0.1 | $1.048 \mathrm{E}-07$ | $2.098 \mathrm{E}-08$ |
| 0.3 | $3.549 \mathrm{E}-07$ | $1.560 \mathrm{E}-08$ |
| 0.6 | $2.963 \mathrm{E}-06$ | $3.905 \mathrm{E}-08$ |
| 0.9 | $4.998 \mathrm{E}-06$ | $4.848 \mathrm{E}-08$ |
| 1.2 | $1.009 \mathrm{E}-05$ | $3.555 \mathrm{E}-08$ |
| 1.5 | $2.286 \mathrm{E}-05$ | $9.098 \mathrm{E}-08$ |
| 0.8 | $5.201 \mathrm{E}-05$ | $8.948 \mathrm{E}-08$ |
| 1.8 | $7.579 \mathrm{E}-05$ | $8.011 \mathrm{E}-08$ |

Table 1: Numerical results for the example given in 45 . Comparison between the Sinc solution and the exact solution.

## 5 Test Example

Consider the initial value problem in equation (2) of the form

$$
\mathbf{X}^{\prime}(\mathbf{t})=\left(\begin{array}{ll}
2 & -3  \tag{45}\\
1 & -2
\end{array}\right) \mathbf{X}(\mathbf{t})+\binom{e^{2 t}}{1}, \quad \mathbf{X}(\mathbf{0})=\binom{-1}{0,}
$$

that is, we consider equation (2) with $n=2, F(t)=\left(\begin{array}{cc}2 & -3 \\ 1 & -2\end{array}\right), g(t, X)=\binom{e^{2 t}}{1}$ and $r=\binom{-1}{0}$. Since $F(t)$ and $g(t, \mathbf{X})$ are continuous, $\mathbf{H} 1$ and $\mathbf{H 2}$ are satisfied. Assumption H3 can be established by Lemma (8). While assumption H4 is an immediate consequence of Lemma (34). To prove the existence of the solution for (45), with the fact that in our case $u(t ; r ; y)$ is given by $u(t ; r, y)=r e^{t}+\int_{0}^{t} e^{t-s}\binom{e^{2 s}}{1} d s$, it is easy to manipulate the steps of Example 4.2 in [2]. To show the efficiency of the Sinc method in comparison with the exact solution of the given equation, which is known to be

$$
\mathbf{X}(\mathbf{t})=\binom{x(t)}{y(t)}=\binom{-\frac{9}{2} e^{t}-\frac{5}{6} e^{-t}+\frac{4}{3} e^{2 t}-3}{-\frac{3}{2} e^{t}-\frac{5}{6} e^{-t}+\frac{1}{3} e^{2 t}+2}
$$

we use the Sinc method to solve the problem in (45) with the parameters $d=\frac{1}{2}, \alpha=1$ and $N=32$. In Table 1, the comparison of the numerical results demonstrates the accuracy of this approach.

## Conclusions

The study of systems of ODEs is still a very active area of research due to its application in modeling various physical, chemical, biological, engineering and social systems. This paper mainly focused on the application of the Schauder fixed point theorem to study the existence of solutions for systems of ODE. On the other hand, a numerical scheme using Sinc functions is developed to approximate the solution of a $2 \times 2$ system of first order differential equations. The numerical results demonstrate the reliability and efficiency of using the Sinc method to solve such problems. The error in the numerical solution is shown to converge exponentially.
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#### Abstract

By means of the theory of generalized inversion of operators in Banach spaces, a solvability criterion and a general form of solutions for integro-differential equations with a degenerate kernel in Banach spaces have been established. The obtained results have been illustrated by examples.
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## 1 Introduction

The investigation of the solvability of integro-differential equations is a problem the specific nature of which lies in the fact that the integro-differential operator has no inverse. Such equations in Euclidean spaces were considered in $[1-4]$ and others.

Sufficient conditions for the existence and uniqueness of piecewise-continuous mild solutions of fractional integro-differential equations in a Banach space with non instantaneous impulses were obtained in [5]. In paper [6] V. Gupta and J. Dabas established the existence and uniqueness of solution for a class of impulsive fractional integro-differential equations with nonlocal boundary conditions.

In this paper, we propose a somewhat different approach to the study of integrodifferential equations in Banach spaces. In its realization, the theory of generalized inversion of operators in Banach spaces is effectively used [7,8].

The proposed approach can be used in the study of the phenomena of energy transfer and diffusion of neutrons, viscoelastic oscillations various systems and structures, in nuclear physics and the mathematical theory of biological populations (see [9-11]).

[^1]
## 2 Formulation of the Problem

Consider the integro-differential equation

$$
\begin{equation*}
z(t)-M(t) \int_{a}^{b}[W(s) z(s)+V(s) \dot{z}(s)] d s=f(t) \tag{1}
\end{equation*}
$$

where the operator-valued function $M(t)$ acts from the Banach space $\mathbf{B}_{2}$ into the Banach space $\mathbf{B}_{1}$ and is strongly continuous with the norm $\||M|\|=\sup _{t \in \mathcal{I}}\|M(t)\|_{\mathbf{B}_{2}}=M_{0}<\infty$, and the operator-valued functions $W(t)$ and $V(t)$ act from the Banach space $\mathbf{B}_{1}$ into the Banach space $\mathbf{B}_{2}$ and are strongly continuous with the norms $\left\|\|W\|=\sup _{t \in \mathcal{I}}\right\| W(t) \|_{\mathbf{B}_{1}}=$ $W_{0}<\infty$ and $\||V|\|=\sup _{t \in \mathcal{I}}\|V(t)\|_{\mathbf{B}_{1}}=V_{0}<\infty$, the vector- function $f(t)$ acts from the interval $\mathcal{I}$ into the Banach space $\mathbf{B}_{1}: f(t) \in \mathbf{C}\left(\mathcal{I}, \mathbf{B}_{1}\right):=\left\{f(\cdot): \mathcal{I} \rightarrow \mathbf{B}_{1},\| \| f\| \|=\right.$ $\left.\sup _{t \in \mathcal{I}}\|f(t)\|\right\}, \mathbf{C}\left(\mathcal{I}, \mathbf{B}_{1}\right)$ is the Banach space of vector-functions continuous on $\mathcal{I}$ with values in $\mathbf{B}_{1}$.

By the solution $z(t)$ of the operator equation (1) we mean vector-functions such that $z(t) \in \mathbf{C}\left(\mathcal{I}, \mathbf{B}_{1}\right), \dot{z}(t) \in \mathbf{C}^{1}\left(\mathcal{I}, \mathbf{B}_{1}\right)$, where $\mathbf{C}^{1}\left(\mathcal{I}, \mathbf{B}_{1}\right)$ is the Banach space of continuously differentiable vector-functions with the norm $\left.\|\|z\|\|=\sum_{k=0}^{1} \sup _{t \in \mathcal{I}}\left\|z^{(k)}(t)\right\|\right\}$, where $z^{(k)}(t)$ is the $k$-th derivative $z(t)$. The derivative $\dot{z}(t)$ is understood in the sense of [12, p. 140].

The problem is to obtain a solvability criterion and to find the structure of solutions for the integro-differential equation (1).

## 3 Preliminary Information

Consider the linear integral Fredholm equation with a degenerate kernel

$$
\begin{equation*}
z(t)-M(t) \int_{a}^{b} N(s) z(s) d s=f(t) \tag{2}
\end{equation*}
$$

where the operator-valued function $N(t)$ acts from the Banach space $\mathbf{B}_{1}$ into the Banach space $\mathbf{B}_{2}$ and is strongly continuous with the norm $\left\|\|N \mid\|=\sup _{t \in \mathcal{I}}\right\| N(t) \|_{\mathbf{B}_{1}}=N_{0}<\infty$.

Denote: $D=I_{\mathbf{B}_{2}}-A, \quad A=\int_{a}^{b} N(s) M(s) d s, \quad D: \mathbf{B}_{2} \rightarrow \mathbf{B}_{2}$. In [8] it is shown that if $D$ is a bounded generalized invertible operator, then the integral operator $L$ is generalized invertible.

In this case, there exist bounded projections $\mathcal{P}_{N(D)}, \mathcal{P}_{Y_{D}}$ onto the null space $N(D)$ and the subspace $Y_{D}=I_{\mathbf{B}_{2}} \ominus R(D)$ of the operator $D$, respectively [13] and the bounded generalized inverse operator $D^{-}$to the operator $D[7]$.

The following theorem holds for the integral equation (2).
Theorem 3.1 [14] Let $D: \mathbf{B}_{2} \rightarrow \mathbf{B}_{2}$. Then the homogeneous $(f(t)=0)$ integral equation (2) has a family of solutions

$$
z(t)=M(t) \mathcal{P}_{N(D)} c,
$$

where $c$ is an arbitrary element of the Banach space $\mathbf{B}_{2}$.
Under and only under the condition

$$
\mathcal{P}_{Y_{D}} \int_{a}^{b} N(s) f(s) d s=0
$$

the nonhomogeneous integral equation (2) has a family of solutions

$$
z(t)=M(t) \mathcal{P}_{N(D)} c+f(t)+M(t) D^{-} \int_{a}^{b} N(s) f(s) d s
$$

## 4 The Main Result

1. We obtain the solvability conditions for the general form of solutions of the equation (1).

We make the substitution $\dot{z}(t)=y(t)$ in (1), then

$$
\begin{equation*}
z(t)=\int_{a}^{t} y(s) d s+c_{0}, \quad c_{0} \in \mathbf{B}_{1} \tag{3}
\end{equation*}
$$

Putting (3) in (1), we obtain the integral equation

$$
\begin{equation*}
y(t)-M(t) \int_{a}^{b}\left[W(s) \int_{a}^{s} y(\tau) d \tau+V(s) y(s)\right] d s=f(t)+M(t) W_{0} c_{0} \tag{4}
\end{equation*}
$$

where $W_{0}=\int_{a}^{b} W(s) d s, W_{0}: \mathbf{B}_{1} \rightarrow \mathbf{B}_{2}$.
Changing the order of integration in the integral $\int_{a}^{b} W(s) \int_{a}^{s} y(\tau) d \tau d s$, we obtain from (4)

$$
\begin{equation*}
y(t)-M(t) \int_{a}^{b} N(s) y(s) d s=g(t) \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
N(s) & =\int_{s}^{b} W(\tau) d \tau+V(s) \\
g(t) & =f(t)+M(t) W_{0} c_{0} \tag{6}
\end{align*}
$$

By Theorem 3.1, under and only under the condition

$$
\begin{equation*}
\mathcal{P}_{Y_{D}} \int_{a}^{b} N(s) g(s) d s=0 \tag{7}
\end{equation*}
$$

the integral equation (5) has a family of solutions

$$
\begin{equation*}
y(t)=M(t) \mathcal{P}_{N(D)} c+g(t)+M(t) D^{-} \int_{a}^{b} N(s) g(s) d s \tag{8}
\end{equation*}
$$

where $c$ is an arbitrary element of the Banach space $\mathbf{B}_{2}$.
From the solvability condition (7) we find the value of $c_{0} \in \mathbf{B}_{1}$, for which the integral equation (5) has a solution. We put (6) in (7)

$$
\mathcal{P}_{Y_{D}} \int_{a}^{b} N(s)\left[f(s)+M(s) W_{0} c_{0}\right] d s=0
$$

After the transformations, we obtain the operator equation

$$
\begin{equation*}
S c_{0}=b_{0} \tag{9}
\end{equation*}
$$

where

$$
\begin{gathered}
b_{0}=-\mathcal{P}_{Y_{D}} \int_{a}^{b} N(s) f(s) d s \\
S=\mathcal{P}_{Y_{D}} \int_{a}^{b} N(s) M(s) W_{0} d s=\mathcal{P}_{Y_{D}} A W_{0}=\mathcal{P}_{Y_{D}}[I-D] W_{0}=\mathcal{P}_{Y_{D}} W_{0},
\end{gathered}
$$

because $\mathcal{P}_{Y_{D}} D=0$.
Let the operator $S: \mathbf{B}_{1} \rightarrow \mathbf{B}_{2}$ be generalized invertible. Then there exist bounded projectors $\mathcal{P}_{N(S)}: \mathbf{B}_{1} \rightarrow \mathbf{B}_{1}$ and $\mathcal{P}_{Y_{S}}: \mathbf{B}_{2} \rightarrow \mathbf{B}_{2}$ and a bounded generalized inverse operator $S^{-}: \mathbf{B}_{2} \rightarrow \mathbf{B}_{1}$ to the operator $S$. The operator equation (9) is solvable under and only under the condition [7]

$$
\begin{equation*}
\mathcal{P}_{Y_{S}} b_{0}=\mathcal{P}_{Y_{S}} \mathcal{P}_{Y_{D}} \int_{a}^{b} N(s) f(s) d s=0 \tag{10}
\end{equation*}
$$

and, under this condition, the equation (9) has a family of solutions

$$
c_{0}=\mathcal{P}_{N(S)} \tilde{c}+S^{-} b_{0}
$$

where $\tilde{c}$ is an arbitrary element of the Banach space $\mathbf{B}_{1}$.
Then $g(t)$ takes the form

$$
g(t)=f(t)+M(t) W_{0}\left[\mathcal{P}_{N(S)} \tilde{c}+S^{-} b_{0}\right] .
$$

We put $g(s)$ in the solution (8) of the integral equation (5)

$$
\begin{align*}
& y(t)=M(t) \mathcal{P}_{N(D)} c+f(t)+M(t) W_{0}\left[\mathcal{P}_{N(S)} \tilde{c}+S^{-} b_{0}\right]+ \\
& +M(t) D^{-} \int_{a}^{b} N(s)\left\{f(s)+M(s) W_{0}\left[\mathcal{P}_{N(S)} \tilde{c}+S^{-} b_{0}\right]\right\} d s \tag{11}
\end{align*}
$$

Denoting $\widetilde{D}=\left(I_{\mathbf{B}_{1}}+D^{-} A\right) W_{0}$, after the transformations we obtain the general solution of the equation (5)

$$
\begin{gathered}
y(t)=M(t)\left[\begin{array}{ll}
\mathcal{P}_{N(D)}, & \widetilde{D} \mathcal{P}_{N(S)}
\end{array}\right]\left[\begin{array}{c}
c \\
\tilde{c}
\end{array}\right]+f(t)+ \\
+M(t) D^{-} \int_{a}^{b} N(s) f(s) d s-M(t) \widetilde{D} S^{-} \mathcal{P}_{Y_{D}} \int_{a}^{b} N(s) f(s) d s= \\
=M(t)\left[\mathcal{P}_{N(D)}, \widetilde{D} \mathcal{P}_{N(S)}\right]\left[\begin{array}{c}
c \\
\tilde{c}
\end{array}\right]+f(t)+ \\
+M(t)\left[D^{-}-\widetilde{D} S^{-} \mathcal{P}_{Y_{D}}\right] \int_{a}^{b} N(s) f(s) d s
\end{gathered}
$$

where $c \in \mathbf{B}_{2}, \tilde{c} \in \mathbf{B}_{1}$ are arbitrary constants.
Putting the obtained $y(t)$ in (2), we obtain the general solution of the integrodifferential equation (1)

$$
z(t)=\left[\widetilde{M}(t) \mathcal{P}_{N(D)}, \quad \widetilde{M}(t)\left(\widetilde{D} \mathcal{P}_{N(S)}+\mathcal{P}_{N(S)}\right)\right]\left[\begin{array}{l}
c \\
\tilde{c}
\end{array}\right]+\tilde{f}(t)+F(t)
$$

where

$$
\begin{gather*}
\widetilde{M}(t)=\int_{a}^{t} M(s) d s, \quad \tilde{f}(t)=\int_{a}^{t} f(s) d s \\
F(t)=\left\{\widetilde{M}(t)\left[D^{-}-\widetilde{D} S^{-} \mathcal{P}_{Y_{D}}\right]-S^{-} \mathcal{P}_{Y_{D}}\right\} \int_{a}^{b} N(s) f(s) d s \tag{12}
\end{gather*}
$$

Thus, the following theorem holds for the integro-differential equation (1).
Theorem 4.1 Let the operators $D: \mathbf{B}_{2} \rightarrow \mathbf{B}_{2}$ and $S: \mathbf{B}_{1} \rightarrow \mathbf{B}_{2}$ be generalized invertible. Then the integro-differential equation (1) is solvable for those and only those $f(t) \in \mathbf{C}\left([a, b], \mathbf{B}_{1}\right)$, that satisfy the condition

$$
\mathcal{P}_{Y_{S}} \mathcal{P}_{Y_{D}} \int_{a}^{b} N(s) f(s) d s=0
$$

and has a family of solutions

$$
z(t)=\left[\widetilde{M}(t) \mathcal{P}_{N(D)}, \quad\left(\widetilde{M}(t) \widetilde{D} \mathcal{P}_{N(S)}+\mathcal{P}_{N(S)}\right)\right]\left[\begin{array}{l}
c \\
\tilde{c}
\end{array}\right]+\tilde{f}(t)+F(t)
$$

Remark 4.1 As shown in [3] the integro-differential equation

$$
(L z)(t):=\dot{z}(t)+H(t) z(t)-M(t) \int_{a}^{b}[W(s) z(s)+V(s) \dot{z}(s)] d s=f(t)
$$

where the operator-valued function $H(t)$ acts from the Banach space $\mathbf{B}_{1}$ to the Banach space $\mathbf{B}_{1}$ and is strongly continuous with the norm $\|\|H\|\|=\sup _{t \in \mathcal{I}}\|H(t)\|_{\mathbf{B}_{1}}=H_{0}<\infty$, with the help of substitution $z(t)=X(t) y(t)$, where $X(t)$ is the fundamental operator [12, p. 148] $\dot{z}(t)=-H(t) z(t)$, is reduced to an equation of the form (1).

Remark 4.2 The integro-differential equation

$$
(L z)(t):=\dot{z}(t)-\sum_{i=1}^{q} M_{i}(t) \int_{a}^{b}\left[W_{i}(s) z(s)+V_{i}(s) \dot{z}(s)\right] d s=f(t)
$$

is reduced to an equation of the form (1), if we denote the operator matrices $M(t)=\left[M_{1}(t), M_{2}(t), \ldots, M_{q}(t)\right], W(t)=\operatorname{col}\left[W_{1}(t), W_{2}(t), \ldots, W_{q}(t)\right], V(t)=$ $\operatorname{col}\left[V_{1}(t), V_{2}(t), \ldots, V_{q}(t)\right]$.
2. In the case when the integro-differential equation is considered in Euclidean spaces, the proposed method of investigation can be refined and concretized.

Consider the equation (1) under the assumption that $M(t)$ is an $(n \times m)$-dimensional matrix, $W(t)$ and $V(t)$ are $(m \times n)$-dimensional matrices, $f(t)$ is an $(n \times 1)$-dimensional matrix whose elements belong to the space $\mathbf{L}_{2}[a, b]$. The solution will be sought in the class of functions $z(t) \in \mathbf{D}_{2}^{n}[a, b], \dot{z}(t) \in \mathbf{L}_{2}^{n}[a, b]$.

In this case, the operator $D=I_{m}-A, \quad A=\int_{a}^{b} N(s) M(s) d s$ and orthoprojectors $P_{N(D)}, P_{N\left(D^{*}\right)}[15,16]$ are $(m \times m)$-dimensional matrices.

Let $\operatorname{rank} D=n_{1}$. Denote an $(m \times r)$-dimensional matrix by $P_{N_{r}(D)}$, which is composed of $r=m-n_{1}$ linearly independent columns of the orthoprojector matrix $P_{N(D)}$, and an $(r \times m)$-dimensional matrix by $P_{N_{r}\left(D^{*}\right)}$, which is composed of $r$ linearly independent rows of the orthoprojector matrix $P_{N\left(D^{*}\right)}$.

Then by Theorem 3.1, under and only under $r$ linearly independent conditions

$$
\begin{equation*}
P_{N_{r}\left(D^{*}\right)} \int_{a}^{b} N(s) g(s) d s=0 \tag{13}
\end{equation*}
$$

the integral equation (5) has $r$ linearly independent solutions

$$
\begin{equation*}
y(t)=M(t) P_{N_{r}(D)} c_{r}+g(t)+M(t) D^{+} \int_{a}^{b} N(s) g(s) d s \tag{14}
\end{equation*}
$$

where $c_{r}$ is an arbitrary element of the Euclidean space $\mathbf{R}^{r}, D^{+}$is the Moor-Penrose pseudoinverse matrix to the matrix $D[15,16]$.

From the condition (13) we obtain an algebraic system with respect to the vector $c_{0} \in \mathbf{R}^{n}$

$$
\begin{equation*}
S c_{0}=b_{0} \tag{15}
\end{equation*}
$$

where $S=P_{N_{r}\left(D^{*}\right)} W_{0}$ is an $(r \times n)$-dimensional matrix, $b_{0}=-P_{N_{r}\left(D^{*}\right)} \int_{a}^{b} N(s) f(s) d s$.
Let $\operatorname{rank} S=n_{2}$. Denote an $(n \times k)$-dimensional matrix by $P_{N_{k}(S)}$, which is composed of $k=n-n_{2}$ linearly independent columns of the orthoprojector matrix $P_{N(S)}$, and an $(d \times r)$-dimensional matrix by $P_{N_{d}\left(S^{*}\right)}$, which is composed of $d=r-n_{2}$ linearly independent rows of the orthoprojector matrix $P_{N\left(S^{*}\right)}$.

The system (15) is solvable if and only if the vector $b_{0}$ satisfies the condition

$$
\begin{equation*}
P_{N_{d}\left(S^{*}\right)} b_{0}=P_{N_{d}\left(S^{*}\right)} P_{N_{r}\left(D^{*}\right)} \int_{a}^{b} N(s) f(s) d s=0 \tag{16}
\end{equation*}
$$

under which the equation (15) has a family of solutions

$$
c_{0}=P_{N_{k}(S)} \tilde{c}_{k}+S^{+} b_{0}
$$

where $\tilde{c}_{k}$ is an arbitrary element of the Euclidean space $\mathbf{R}^{k}, S^{+}$is the Moor-Penrose pseudoinverse matrix to the matrix $S[15,16]$.

The condition (16) consists of $d$ linearly independent conditions. Indeed, since the matrices $P_{N_{d}\left(S^{*}\right)}, P_{N_{r}\left(D^{*}\right)}$ are of the full rank: $\operatorname{rank} P_{N_{d}\left(S^{*}\right)}=d, \operatorname{rank} P_{N_{r}\left(D^{*}\right)}=r$ and $d \leq r$, we have from the Sylvester inequality [17, p. 31] that

$$
\begin{aligned}
\operatorname{rank} P_{N_{d}\left(S^{*}\right)} & +\operatorname{rank} P_{N_{r}\left(D^{*}\right)}-r \leq \operatorname{rank}\left(P_{N_{d}\left(S^{*}\right)} P_{N_{r}\left(D^{*}\right)}\right) \leq \\
& \leq \min \left(\operatorname{rank} P_{N_{d}\left(S^{*}\right)}, \operatorname{rank} P_{N_{r}\left(D^{*}\right)}\right)
\end{aligned}
$$

or

$$
d+r-r \leq \operatorname{rank}\left(P_{N_{d}\left(S^{*}\right)} P_{N_{r}\left(D^{*}\right)}\right) \leq d
$$

It follows that $\operatorname{rank}\left(P_{N_{d}\left(S^{*}\right)} P_{N_{r}\left(D^{*}\right)}\right)=d$.
Then the following theorem holds for the integro-differential equation (1).
Theorem 4.2 Let $\operatorname{rank} D=n_{1}$, and $\operatorname{rank} S=n_{2}$.
Then the integro-differential equation (1) is solvable for those and only those $f(t) \in$ $\mathbf{R}^{n}$, that satisfy $d=r-n_{2}$ linearly independent conditions

$$
P_{N_{d}\left(S^{*}\right)} P_{N_{r}\left(D^{*}\right)} \int_{a}^{b} N(s) f(s) d s=0
$$

and at the same time it has an $(r+k)$-parametric family of linearly independent solutions

$$
z(t)=\left[\widetilde{M}(t) P_{N_{r}(D)}, \quad\left(\widetilde{M}(t) \widetilde{D} P_{N_{k}(S)}+P_{N_{k}(S)}\right)\right]\left[\begin{array}{c}
c_{r} \\
\tilde{c}_{k}
\end{array}\right]+\tilde{f}(t)+F(t)
$$

where $c_{r} \in \mathbf{R}_{r}, \tilde{c}_{k} \in \mathbf{R}_{k}$ are arbitrary constants; $\widetilde{D}=\left(I_{m}+D^{+} A\right) W_{0} ; \widetilde{M}(t), \tilde{f}(t)$ have the form (12);

$$
F(t)=\left\{\widetilde{M}(t)\left[D^{+}-\widetilde{D} S^{+} P_{N_{r}\left(D^{*}\right)}\right]-S^{+} P_{N_{r}\left(D^{*}\right)}\right\} \int_{a}^{b} N(s) f(s) d s
$$

Example 4.1 Consider the integro-differential equation

$$
\begin{equation*}
(L z)(t):=\dot{z}(t)-M(t) \int_{0}^{2}[W(s) z(s)+V(s) \dot{z}(s)] d s=f(t) \tag{17}
\end{equation*}
$$

where

$$
\begin{aligned}
& M(t)=\operatorname{diag}\left\{\left[\begin{array}{ccc}
0 & t-1 & 0 \\
1 & 0 & 3 t
\end{array}\right],\left[\begin{array}{ccc}
0 & t-1 & 0 \\
1 & 0 & 3 t
\end{array}\right], \ldots\right\}, \\
& W(s)=\operatorname{diag}\left\{\left[\begin{array}{cc}
0 & s-\frac{3}{2} \\
-\frac{3}{2} & 0 \\
1 & 0
\end{array}\right],\left[\begin{array}{cc}
0 & s-\frac{3}{2} \\
-\frac{3}{2} & 0 \\
1 & 0
\end{array}\right], \ldots\right\},
\end{aligned}
$$

$$
V(s)=\operatorname{diag}\left\{\left[\begin{array}{cc}
1 & 0 \\
-1 & 0 \\
s-1 & \frac{s-1}{2}
\end{array}\right],\left[\begin{array}{cc}
1 & 0 \\
-1 & 0 \\
s-1 & \frac{s-1}{2}
\end{array}\right], \ldots\right\} .
$$

Let the vector-function $f(t)$ act from the interval $[0,2]$ into the Banach space $\mathbf{c}$ of all convergent numerical sequences: $f(t) \in \mathbf{C}([0,2], \mathbf{c}):=\{f(\cdot):[0,2] \rightarrow \mathbf{c}\}$, the operatorvalued functions $M(t), W(t)$ and $V(t)$ act from the Banach space $\mathbf{C}([0,2], \mathbf{c})$ to itself with the norms $\left\|\left\|M\left|\left\|\left.\right|_{\mathbf{C}([0,2], \mathbf{c})}=\sup _{t \in[0,2]}\right\| M(t)\left\|_{\mathbf{c}},\right\|\right|\right\| W\right\|_{\mathbf{C}([0,2], \mathbf{c})}=\sup _{t \in[0,2]}\|W(t)\|_{\mathbf{c}}$, $\left\|\|V\|_{\mathbf{C}([0,2], \mathbf{c})}=\sup _{t \in[0,2]}\right\| V(t) \|_{\mathbf{c}}$.

It is obvious that the operator $L$ is a linear bounded operator acting from the Banach space of continuously differentiable functions $\mathbf{C}^{1}([0,2], \mathbf{c})$ on the interval $[0,2]$ into the Banach space of continuous functions $\mathbf{C}([0,2], \mathbf{c})$.

For this equation we have:

$$
\begin{gathered}
N(s)=\int_{s}^{2} W(s) d s+V(s)= \\
=\operatorname{diag}\left\{\left[\begin{array}{cc}
1 & -1-\frac{s^{2}}{2}+\frac{3 s}{2} \\
-4+\frac{3 s}{2} & 0 \\
1 & \frac{s-1}{2}
\end{array}\right],\left[\begin{array}{cc}
1 & -1-\frac{s^{2}}{2}+\frac{3 s}{2} \\
-4+\frac{3 s}{2} & 0 \\
1 & \frac{s-1}{2}
\end{array}\right], \ldots\right\}, \\
W_{0}=\int_{0}^{2} W(s) d s=\operatorname{diag}\left\{\left[\begin{array}{rr}
0 & -1 \\
-3 & 0 \\
2 & 0
\end{array}\right],\left[\begin{array}{rr}
0 & -1 \\
-3 & 0 \\
2 & 0
\end{array}\right], \ldots\right\}
\end{gathered}
$$

Then

$$
\begin{gathered}
D=I-A=I-\int_{0}^{2} N(s) M(s) d s=\operatorname{diag}\left\{\left[\begin{array}{lll}
\frac{4}{3} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
\frac{4}{3} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \ldots\right\}, \\
P_{N(D)}=\mathcal{P}_{Y_{D}}=\operatorname{diag}\left\{\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \ldots\right\} \\
D^{-}=\operatorname{diag}\left\{\left[\begin{array}{ccc}
\frac{3}{4} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{ccc}
\frac{3}{4} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \cdots\right\} .
\end{gathered}
$$

To find the solvability condition, we compute the operator

$$
\begin{gathered}
S=\mathcal{P}_{Y_{D}} W_{0}=\operatorname{diag}\left\{\left[\begin{array}{rr}
0 & 0 \\
-3 & 0 \\
2 & 0
\end{array}\right],\left[\begin{array}{rr}
0 & 0 \\
-3 & 0 \\
2 & 0
\end{array}\right], \ldots\right\}, \\
\mathcal{P}_{N(S)}=\operatorname{diag}\left\{\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right], \ldots\right\}, \mathcal{P}_{Y_{S}}=\operatorname{diag}\left\{\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & \frac{3}{2} \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & \frac{3}{2} \\
0 & 0 & 0
\end{array}\right], \ldots\right\} .
\end{gathered}
$$

Then the solvability condition for the equation (17) takes the form

$$
\mathcal{P}_{Y_{S}} \mathcal{P}_{Y_{D}} \int_{0}^{2} N(s) f(s) d s=\operatorname{diag}\left\{\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & \frac{3}{2} \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & \frac{3}{2} \\
0 & 0 & 0
\end{array}\right], \ldots\right\} \times
$$

$$
\begin{gathered}
\times \int_{0}^{2} \operatorname{diag}\left\{\left[\begin{array}{cc}
1 & -1-\frac{s^{2}}{2}+\frac{3 s}{2} \\
-4+\frac{3 s}{2} & 0 \\
1 & \frac{s-1}{2}
\end{array}\right],\left[\begin{array}{cc}
1 & -1-\frac{s^{2}}{2}+\frac{3 s}{2} \\
-4+\frac{3 s}{2} & 0 \\
1 & \frac{s-1}{2}
\end{array}\right], \ldots\right\} f(s) d s= \\
\quad=\int_{0}^{2} \operatorname{diag}\left\{\left[\begin{array}{cc}
0 & 0 \\
\frac{3 s-5}{2} & \frac{3(s-1)}{4} \\
0 & 0
\end{array}\right],\left[\begin{array}{cc}
0 & 0 \\
\frac{3 s-5}{2} & \frac{3(s-1)}{4} \\
0 & 0
\end{array}\right], \ldots\right\} f(s) d s=0 .
\end{gathered}
$$

After the transformations, we obtain the results which show that the components of the vector-function $f(t)=\operatorname{col}\left(f_{1}(t), f_{2}(t), \ldots\right)$ must satisfy the conditions

$$
\int_{0}^{2}\left[2(3 s-5) f_{2 k-1}(s)+3(s-1) f_{2 k}(s)\right] d s=0, \quad k=1,2,3, \ldots
$$

These conditions are satisfied, for example, by the vector $f(t)=\operatorname{col}(0,1,0,1,0,1, \ldots)$.
For this vector, the solution of the equation will have the form

$$
z(t)=\operatorname{col}\left[\left[\begin{array}{c}
\left.\frac{t^{2}}{2}-t\right) c_{2} \\
\frac{4-3 t}{4} \tilde{c}_{2}+\frac{3 t^{2}}{2} c_{3}
\end{array}\right],\left[\begin{array}{c}
\left.\frac{t^{2}}{2}-t\right) c_{4} \\
\frac{4-3 t}{4} \tilde{c}_{4}+\frac{3 t^{2}}{2} c_{5}
\end{array}\right], \ldots,\right] .
$$

Example 4.2 We find the conditions for the solvability of the integro-differential equation, which is considered in the finite-dimensional Euclidean space [1,3]

$$
z(t)-M(t) \int_{0}^{2 \pi} W(s) z(s) d s=g(t)
$$

where

$$
\begin{gathered}
M(t)=\left[\begin{array}{cc}
\cos t & \sin t \\
-\sin t & \cos t
\end{array}\right], \quad W(s)=\frac{1}{2 \pi}\left[\begin{array}{cc}
0 & 0 \\
\cos s & \sin s
\end{array}\right], \\
V(s)=0, \\
V(t)=\left[\begin{array}{cc}
\cos t & \sin t \\
-\sin t & \cos t
\end{array}\right] f(t)
\end{gathered}
$$

For this equation we have

$$
\begin{gathered}
W(s)=\int_{s}^{2 \pi} W(s) d s=\frac{1}{2 \pi}\left[\begin{array}{cc}
0 & 0 \\
\sin s & \cos s-1
\end{array}\right], \quad W_{0}=\int_{0}^{2 \pi} W(s) d s=\frac{1}{2 \pi}\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] . \\
D=I_{2}-A=I_{2}-\int_{0}^{2 \pi} W(s) M(s) d s=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], P_{N(D)}=\mathcal{P}_{Y_{D}}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .
\end{gathered}
$$

The matrix $S=\mathcal{P}_{Y_{D}} W_{0}$ is zero, so $\mathcal{P}_{Y_{S}}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ and the solvability condition (10) will have the form

$$
\mathcal{P}_{Y_{S}} \mathcal{P}_{Y_{D}} \int_{0}^{2 \pi} W(s) g(s) d s=
$$

$$
=\frac{1}{2 \pi}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \int_{0}^{2 \pi}\left[\begin{array}{cc}
0 & 0 \\
\sin s & \cos s-1
\end{array}\right]\left[\begin{array}{cc}
\cos s & \sin s \\
-\sin s & \cos s
\end{array}\right] f(s) .
$$

After the transformations, we obtain the condition

$$
\int_{0}^{2 \pi}\left[f_{1}(s) \sin s+f_{2}(s)(1-\cos s)\right] d s
$$

which completely coincides with the conditions from $[1,3]$, obtained by other methods.
The proposed research method can be used to study the solvability conditions for integro-differential systems of the Volterra type equations [18] in the case when the system is not everywhere solvable.
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#### Abstract

We study Krasnoselskii's fixed point theorem on the sum of two operators restricted to the Banach space of continuous functions with the supremum norm. The work is based on "open mappings" in the sense that our mapping $P$ maps a closed bounded convex set $M$ into its interior $M^{o}$. We show that any fixed point of a mapping of the whole space must reside in $M^{o}$. This is very informative in case of non-uniqueness. We also extend a known transformation to hold for integral equations being the sum of a contraction and a compact map where the "forcing function" is the contraction. Several examples are given showing the construction of the unusually simple mapping sets.
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## 1 Introduction

Much has been written about fixed point mappings which are either contractions or compact. But around 1954 Krasnoselskii studied a paper by Schauder on differential equations and concluded a variant of the idea that the inversion of a perturbed differential operator yields the sum of a contraction and a compact map. Embodied in that theorem are both Banach's contraction mapping principle and Schauder's second fixed point theorem. All three of these are conveniently found in the monograph by Smart [15]. Accordingly, Krasnoselskii offered the following fixed point theorem [15, p. 31 ].

[^2]Theorem 1.1 Let $M$ be a closed convex non-empty subset of a Banach space $(\mathcal{B},\|\cdot\|)$. Suppose that $A$ and $B$ map $M$ into $\mathcal{B}$ and that
(i) $x, y \in M \Longrightarrow A x+B y \in M$,
(ii) $A$ is continuous and maps bounded sets into compact sets.
(iii) $B$ is a contraction mapping with constant $\alpha<1$.

Then there exists $y \in M$ such that $A y+B y=y$.
We can get the idea from the survey paper by Park [14] that this has generated much interest. In fact, the literature on it is so large that we make no effort to survey it here.

It is noteworthy that investigators focus on the very general form of (i), but gloss over the common assumption that $(A+B): M \rightarrow M$. Moreover, nothing is said about uniqueness or where another fixed point might reside. In real-world problems it can be a complete disaster if there is another fixed point and if it is in a set having fundamental features very different from those of points in $M$. We discuss these later.

We loosen (i) to just the mapping $(A+B)$ and then tighten it to $(A+B): M \rightarrow M^{o}$, the interior of $M$. Then we restrict the space to continuous functions. This allows us to prove the result and be certain that any fixed point will reside in $M$. Hence, we will know that the fixed point has the general properties displayed in $M$. The next paragraph justifies the restriction of the space.

Normed spaces and even Banach spaces are very general and contain examples which have almost none of our intuitive properties in common. There is a classical example showing how wrong we can be when we see a counterexample to a conjecture when the counterexample involves sequence spaces, but our main interest lies in spaces of continuous functions with the supremum norm. A 1980 article in Smart [15, p. 39] states that there appears to be an open conjecture that [every shrinking mapping of the closed unit ball in a Banach space has a fixed point]. In fact, it is true for important spaces of continuous functions, but was shown to be false for sequence spaces in 1967. See MR3695827.

We believe that the same thing is at work here and it involves the property that a continuous function starting inside a Jordan curve cannot pass from the inside to the outside without explicitly crossing the curve. That is used frequently in stability theory of ordinary differential equations, but fails completely for corresponding results for difference equations in which the solution jumps over the boundary without touching it.

It is for these reasons that we believe that Krasnoselskii's theorem may be simple for Banach spaces of continuous functions $\phi:[0, E] \rightarrow \Re$ with the supremum norm denoted by $\left(\mathcal{B},\|\cdot\|_{[0, E]}\right)$ which typically concern a general class of integral equations represented as

$$
\begin{equation*}
x(t)=g(t, x(t))+\int_{0}^{t} a(t, s) f(s, x(s)) d s, \quad t \geq 0 \tag{E}
\end{equation*}
$$

in the aforementioned space. A special case of $(\mathcal{E})$ is

$$
\begin{equation*}
x(t)=g(t, x(t))-\int_{0}^{t} C(t-s) f(s, x(s)) d s \tag{1}
\end{equation*}
$$

In the context of Krasnoselskii's theorem, $g(t, x)$ is $B$ - the contraction, while the integral is $A$ - the compact map. The natural mapping is then $P=B+A$ and we seek an appropriate closed bounded convex subset of $\mathcal{B}$. While we have greatly simplified (i), among other things we ask that $P: M \rightarrow M^{o}$ the interior of $M$ and we also have
asked that $M$ be bounded. But this will yield far more than just a fixed point. With these conditions in hand we will use an old combination of Schaefer's theorem with Krasnoselskii's theorem and obtain a fixed point. With reference now to future remarks on non-uniqueness, we can be assured that any other solution will also reside in $M$ which tells us also that all solutions are bounded.

Non-anticipative: The entire paper rests on the following two paragraphs.
We will assume throughout that we are dealing with Volterra operators [8, p. 84]. For any pair of functions $x, y \in \mathcal{B}$ if $x(s)=y(s)$ on $0 \leq s \leq t \leq E$ then the operator $V$ satisfies $(V x)(t)=(V y)(t)$. When the operator $P$ is the natural operator defined by $(\mathcal{E})$ and the integral has, at $t=0$, constant value for any function $x \in \mathcal{B}$, say zero, then $(P x)(0)=g(0, x(0))$ for any function $x \in \mathcal{B}$. In particular, if $\phi \in \mathcal{B}$ is a fixed point so that $P \phi=\phi$, then it is true that

$$
(P \phi)(0)=\phi(0)=g(0, \phi(0)),
$$

and the last equality is an algebraic relation in $\phi(0)$. Since $g$ is a contraction, this has a unique solution $\phi(0)$ independent of which fixed point of $P$ is under discussion. As we have asked no smoothness conditions on $f$, there may be many fixed points of $P$ but they all start at this single $\phi(0)$. Frequently we can solve that algebraic relation explicitly for $\phi(0)$.

Looking ahead, we will be finding a closed convex bounded set $M$ with the property that $P$ maps $M$ into its interior. If $\psi$ belongs to $M$ and has the property that $\phi(0)=\psi(0)$, then $P \psi$ is in the interior of $M$, so the distance from $\phi(0)$ to the complement of $M$ is positive.

## 2 The Location of a Fixed Point

Let $\left(\mathcal{B},\|\cdot\|_{[0, E]}\right)$ be the Banach space of continuous $\phi:[0, E] \rightarrow \Re$ with the supremum norm. If $B, A: \mathcal{B} \rightarrow \mathcal{B}$ are the operators defined, respectively, by $g$ and the integral in $(\mathcal{E})$, then we want $A$ to be compact in the sense that it is continuous and maps bounded subsets of $\mathcal{B}$ into compact sets, while $B$ is a contraction. The central idea here is that if $P_{\lambda}$ is the non-anticipative mapping $P_{\lambda}: \mathcal{B} \rightarrow \mathcal{B}$ defined by

$$
\begin{equation*}
P_{\lambda} \phi:=\lambda B(\phi / \lambda)+\lambda A \phi, \quad 0<\lambda \leq 1, \tag{2}
\end{equation*}
$$

then conditions of the following theorem can be verified if for every $\phi \in \mathcal{B}$ the number $\left(P_{\lambda} \phi\right)(0)$ is completely known. This is readily seen in $(\mathcal{E})$ which we later explain in detail.

Throughout the paper, for a positive number $K$ we denote by $M_{K}$ the closed ball of center 0 and radius $K$ in the Banach space $\mathcal{B}$, i.e.,

$$
M_{K}:=\{x \in \mathcal{B}:\|\phi\| \leq K\}
$$

Theorem 2.1 Let the conditions on $A, B$, and $P_{\lambda}$ of (2) hold. Assume that there is a $K>0$ such that the unique fixed point $x_{0}$ of $g(0, x)=x$ belongs to $(-K, K)$, and, for each $\lambda \in(0,1]$ the mapping $P_{\lambda}$ of (2) satisfies $P_{\lambda} M_{K} \subset M_{K}^{o}:=\left(M_{K}\right)^{o}$. Then $P \phi=\phi$ has a solution in $M_{K}^{o}$. Moreover, any solution $\phi$ of $P \phi=\phi$ resides in $M_{K}^{o}$.

Proof. We firstly prove that all fixed points of $P$ (if any) reside in $M_{K}^{o}$. Recall that any fixed point of $P$ starts from the unique solution of the equation $g(0, x)=x$. We now
come to the idea introduced in [5]. Let $\phi$ be a fixed point of $P$ which does not reside in $M_{K}^{o}$. As $\phi(0)=x_{0} \in(-K, K)$, we see that there exists $T \in(0, E]$ such that either $\phi(T)=K$ or $\phi(T)=-K$, while $-K<\phi(t)<K, t \in[0, T)$, say it holds $\phi(T)=K$. Then for the function

$$
\phi_{T}(t):=\left\{\begin{array}{cc}
\phi(t), & t \in[0, T) \\
K, & T \leq t \leq E
\end{array}\right.
$$

we see that $\phi_{T} \in M_{K}$ hence $P \phi_{T} \in M_{K}^{o}:=\{x \in \mathcal{B}:\|\phi\|<K\}$, and so $\left\|P \phi_{T}\right\|<K$. But $\phi_{T}(t)=\phi(t)$ for $t \in[0, T]$, thus, as $P$ is non-anticipative, we take $P \phi_{T}(T)=P \phi(T)=$ $K$ which implies $\left\|P \phi_{T}\right\| \geq K$, a contradiction to $P \phi_{T} \in M_{K}^{o}$. Thus, all fixed points of $P$ (if any) reside in $M_{K}^{o}$. Then, in view of $P=P_{1}$, existence of a solution of the equation $P \phi=\phi$ is yielded by the following result of Burton and Kirk [4] applied on the Banach space $\mathcal{B}$ and the fact that, by assumption, for any $\lambda \in(0,1)$ we have $P_{\lambda} M \subset M_{K}^{o}$ which excludes (ii) in that theorem.

Theorem 2.2 Let $(\mathcal{B},\|\cdot\|)$ be a Banach space, $A, B: \mathcal{B} \rightarrow \mathcal{B}, B$ be a contraction with constant $\alpha<1$, and $A$ be continuous with $A$ mapping bounded sets into compact sets. Either
(i) $x=\lambda B(x / \lambda)+\lambda A x$ has a solution in $\mathcal{B}$ for $\lambda=1$, or
(ii) the set of all solutions $\lambda \in(0,1)$ (if any), is unbounded.

We now want to employ Theorem 2.1 to look at solutions to the equation

$$
\begin{equation*}
x(t)=g(t, x(t))+\int_{0}^{t} a(t, s) f(s, x(s)) d s, \quad t \geq 0 \tag{E}
\end{equation*}
$$

We assume that $g, f:[0, \infty) \times \Re \rightarrow \Re$ are continuous with $g(t, z)$ being a contraction in its second variable $z$, i.e., there exists an $\alpha \in(0,1)$ such that

$$
\left|g\left(t, z_{1}\right)-g\left(t, z_{2}\right)\right| \leq \alpha\left|z_{1}-z_{2}\right|, \quad t \geq 0, \quad z_{1}, z_{2} \in \Re,
$$

and that the kernel $a(t, s):\{(t, s): 0<s<t\} \rightarrow \Re$ is absolutely integrable with respect to the second variable on $[0, t]$, for $t>0$, and such that the function $\widetilde{a}$ defined by

$$
\widetilde{a}(t):=\int_{0}^{t}|a(t, s)| d s, \quad t \geq 0
$$

is well defined and continuous for $t \geq 0$. Note that $a(t, s)$ may not be defined for $t=0$ but we ask that $\lim _{t \rightarrow 0+} \int_{0}^{t}|a(t, s)| d s \in \Re$, in other words mild singularities of $a$ are allowed. Clearly, if $a$ is continuous on the closed triangle sets $\{(t, s): 0 \leq s \leq t\}$, then $a$ is absolutely integrable and $\lim _{t \rightarrow 0+} \int_{0}^{t}|a(t, s)| d s=0$.

In each one of the following three theorems we focus on giving conditions ensuring the existence of a ball $M$ in the Banach space $\mathcal{B}$ so that for each $\lambda \in(0,1]$ the corresponding mapping $P_{\lambda}$ defined in (2) satisfies $P_{\lambda} M \subset M^{o}$. Recall that we have also assumed that $g$ is a contraction and that $A$ is compact. Then Theorem 2.1 not only yields existence of (at least one) solution to $(\mathcal{E})$, but also ensures that all solutions reside in $M^{o}$. As $E$ may vary and the set $M$ in Theorem 2.1 is taken to be a ball, for the sake of clarity we adopt the following notation:

For an $E>0$ we denote by $\mathcal{B}_{E}$ the Banach space of bounded continuous functions $\phi:[0, E] \rightarrow \mathbb{R}$ equipped with the usual supremum norm

$$
\|\phi\|_{E}:=\sup _{t \in[0, E]}|\phi(t)|,
$$

(or, simply $\|\phi\|$ when $E$ is fixed), and set

$$
M_{K}:=\left\{\phi \in \mathcal{B}_{E}:\|\phi\| \leq K\right\}
$$

where $K$ is a positive number. As $g(t, 0)$ is continuous on $[0, E]$ for any $E>0$, we set

$$
L_{E}:=\sup _{t \in[0, E]}|g(t, 0)| .
$$

Clearly, $L_{E}$ is a well defined nonnegative real number for any $E>0$.
For $\lambda \in(0,1]$, we consider the mapping $P_{\lambda}$ on $\mathcal{B}_{E}$ defined by $\phi \in \mathcal{B}_{E}$ implies

$$
\begin{equation*}
\left(P_{\lambda} \phi\right)(t):=\lambda g\left(t, \frac{\phi(t)}{\lambda}\right)+\lambda \int_{0}^{t} A(t, s) f(s, \phi(s)) d s, \quad t \in[0, E] . \tag{3}
\end{equation*}
$$

Then $P_{\lambda} \phi$ is continuous on $[0, E]$, so $P_{\lambda} \phi: \mathcal{B}_{E} \rightarrow \mathcal{B}_{E}$.
Our first result presents a limit condition posed on the kernel $a(t, s)$ ensuring that $P_{\lambda} M_{K} \subset M_{K}^{o}$ for properly chosen positive numbers $E$ and $K$.

Theorem 2.3 Assume that

$$
\begin{equation*}
\lim _{t \rightarrow 0+} \int_{0}^{t}|a(t, s)| d s=0 \tag{4}
\end{equation*}
$$

Then there always exist $E>0$ and $K>0$ such that for the mapping $P_{\lambda}$ defined by (3) we have $P_{\lambda}: M_{K} \rightarrow M_{K}^{o}$ for any $\lambda \in(0,1]$.

Proof. Let $\lambda \in(0,1]$ and consider an arbitrary $E_{1}>0$. As $L_{E_{1}}:=\sup _{t \in\left[0, E_{1}\right]}|g(t, 0)|$ is a nonnegative real number, we may consider a $K>0$ such that

$$
\begin{equation*}
\frac{L_{E_{1}}+1}{1-\alpha}<K . \tag{5}
\end{equation*}
$$

By continuity of $f$ on the compact set $S_{1}:=\left[0, E_{1}\right] \times[-K, K]$ we see that

$$
m:=\sup _{(t, z) \in S_{1}}|f(t, z)| \in \Re .
$$

In view of (4), if necessary, we may choose an $E \in\left(0, E_{1}\right]$ such that

$$
\begin{equation*}
m \int_{0}^{t}|a(t, s)| d s<1, \quad t \in[0, E] . \tag{6}
\end{equation*}
$$

With the real numbers $E$ and $K$ defined above, we consider the Banach space $\mathcal{B}_{E}$ and the ball

$$
M_{K}:=\left\{\phi \in \mathcal{B}_{E}:\|\phi\| \leq K\right\},
$$

and note that as $[0, E] \subset\left[0, E_{1}\right]$, we have

$$
S:=[0, E] \times[-K, K] \subset\left[0, E_{1}\right] \times[-K, K]=S_{1},
$$

so

$$
|f(t, z)| \leq m \quad \text { for all } \quad(t, z) \in[0, E] \times[-K, K]
$$

and

$$
|f(t, \phi(t))| \leq m \quad \text { for all } t \in[0, E], \quad \phi \in M_{K}
$$

Now for $\phi \in M_{K}$ and $\lambda \in(0,1]$ we have for $t \in[0, E]$

$$
\left|g\left(t, \frac{\phi(t)}{\lambda}\right)-g(t, 0)\right| \leq \alpha\left|\frac{\phi(t)}{\lambda}\right| \Longrightarrow\left|g\left(t, \frac{\phi(t)}{\lambda}\right)\right| \leq|g(t, 0)|+\alpha\left|\frac{\phi(t)}{\lambda}\right|,
$$

so

$$
\begin{aligned}
\left|\left(P_{\lambda} \phi\right)(t)\right| & \leq\left|\lambda g\left(t, \frac{\phi(t)}{\lambda}\right)\right|+\lambda \int_{0}^{t}|a(t, s)||f(s, \phi(s))| d s \\
& \leq \lambda\left[|g(t, 0)|+\alpha\left|\frac{\phi(t)}{\lambda}\right|\right]+\lambda \int_{0}^{t}|a(t, s)||f(s, \phi(s))| d s \\
& \leq L_{E_{1}}+\alpha \lambda \frac{|\phi(t)|}{\lambda}+\int_{0}^{t}|a(t, s)| m d s \\
& \leq L_{E_{1}}+\alpha\|\phi\|+m \int_{0}^{t}|a(t, s)| d s
\end{aligned}
$$

from which, by the use of (6) we find

$$
\left|\left(P_{\lambda} \phi\right)(t)\right|<L_{E_{1}}+\alpha K+1, \quad t \in[0, E], \quad \phi \in M_{K}
$$

Consequently, in view of (5) we have

$$
\left\|P_{\lambda} \phi\right\| \leq L_{E_{1}}+\alpha K+1:=K_{0}<K, \quad \phi \in M_{K}
$$

and hence for any $\phi \in M_{K}$ it holds

$$
P_{\lambda} \phi \in\left\{\phi \in \mathcal{B}_{E}:\|\phi\|<K_{0}+\frac{K-K_{0}}{2}\right\} \subset M_{K}^{o}
$$

i.e., $P_{\lambda}\left(M_{K}\right) \subset M_{K}^{o}$.

As already mentioned, when $a$ is continuous on the closed triangle sets $\{(s, t): 0 \leq s \leq t\}, t>0$, then (4) is automatically satisfied. However, if the kernel $a$ has singularity at $t=0$, the limit condition (4) may not be satisfied. Indeed, the function $a(t, s):\{0<s<t\}, \rightarrow \mathbb{R}$, defined by $a(t, s)=\frac{1}{\sqrt{t}}(t-s)^{-1 / 2}, 0<s<t$, is absolutely integrable with respect to $s$ on $[0, t]$ for any $t>0$, also the function $\widetilde{a}(t)=\int_{0}^{t}|a(t, s)| d s$ may be well defined and continuous on $[0, t]$ by setting

$$
\widetilde{a}(0)=\lim _{t \rightarrow 0+} \int_{0}^{t} a(t, s) d s=\lim _{t \rightarrow 0+} \frac{1}{\sqrt{t}} \int_{0}^{t}(t-s)^{-1 / 2} d s=\lim _{t \rightarrow 0+} \frac{1}{\sqrt{t}} 2 \sqrt{t}=2
$$

however, the limit condition (4) is not satisfied.
Example 2.1 Fractional kernels of the type

$$
a(t, s)=(t-s)^{q-1}, \quad 0<s<t
$$

with $q \in(0,1)$ do satisfy condition (4) since

$$
\lim _{t \rightarrow 0+} \int_{0}^{t}(t-s)^{q-1} d s=\lim _{t \rightarrow 0+} \frac{t^{q}}{q}=0
$$

and so Theorem 2.3 may be applied on the equation with fractional kernel

$$
x(t)=g(t, x(t))+\int_{0}^{t}(t-s)^{q-1} f(s, x(s)) d s, \quad t \geq 0
$$

with $q \in(0,1), g, f$ continuous, and $g$ being a contraction. In particular, Caputo type fractional equations can be considered as special cases of the above equation.

Theorem 2.3 yields the existence of a (sufficiently small) interval $[0, E]$ and a corresponding $K>0$ so that it holds $P_{\lambda} M_{K} \subset M_{K}^{o}$. When $f$ is bounded we may always find a $K_{E}>0$ so that $P_{\lambda} M_{K_{E}} \subset M_{K_{E}}^{o}$ for any (arbitrarily large) $E>0$, yet without assuming (4). In view of continuity of the function $\widetilde{a}(t):=\int_{0}^{t}|a(t, s)| d s$, we set

$$
a_{T}:=\sup _{0 \leq t \leq T} \widetilde{a}(t)=\sup _{0 \leq t \leq T} \int_{0}^{t}|a(t, s)| d s, \quad T>0 .
$$

Theorem 2.4 Assume that there exists an $m_{f} \geq 0$ with

$$
|f(t, z)| \leq m_{f}, \quad(t, z) \in[0, \infty) \times \Re .
$$

Then for an arbitrary $E>0$, there always exists a $K_{E}>0$ so that for the mapping $P_{\lambda}$ defined by (3) we have $P_{\lambda} M_{K_{E}} \subset M_{K_{E}}^{o}$ for any $\lambda \in(0,1]$.

Proof. Let $\lambda \in(0,1]$ and consider an arbitrary $E>0$. Take $K_{E}>0$ with

$$
\begin{equation*}
\frac{L_{E}+m_{f} a_{E}}{1-\alpha}<K_{E} \tag{7}
\end{equation*}
$$

Then for $\phi \in M_{K_{E}}, t \in[0, E]$, we have

$$
\begin{aligned}
\left|\left(P_{\lambda} \phi\right)(t)\right| & \leq\left|\lambda g\left(t, \frac{\phi(t)}{\lambda}\right)\right|+\lambda \int_{0}^{t}|a(t, s)||f(s, \phi(s))| d s \\
& \leq L_{E}+\alpha|\phi(t)|+m_{f} \int_{0}^{t}|a(t, s)| d s \\
& \leq L_{E}+\alpha\|\phi\|+m_{f} \sup _{0 \leq t \leq E} \int_{0}^{t}|a(t, s)| d s \\
& \leq L_{E}+\alpha K_{E}+m_{f} a_{E}:=\widehat{K}_{E}
\end{aligned}
$$

so by (7) we take $\left\|\left(P_{\lambda} \phi\right)\right\| \leq \widehat{K}_{E}<K_{E}, \quad \phi \in M_{K_{E}}$, from which it follows that $P_{\lambda} M_{K_{E}} \subset$ $M_{K_{E}}^{o}$.

Example 2.2 In relation to Example 2.1, as the function $f(t, x)=\sin ^{3} x+\frac{x}{x^{2}+1}$ is bounded, one can easily see that Theorem 2.4 applies to the equation

$$
x(t)=g(t, x(t))+\int_{0}^{t}(t-s)^{q-1}\left[\sin ^{3} x(s)+\frac{x(s)}{x^{2}(s)+1}\right] d s, \quad t \geq 0
$$

with $q \in(0,1), g$ continuous and contraction in $x$.

In the next result the strict condition of boundedness of $f$ is removed and sufficient conditions yielding that for a given $E>0$ there exists a set $M_{E} \subset B_{E}$ so that $P_{\lambda} M_{E} \subset$ $M_{E}^{o}$ are given.

Theorem 2.5 Assume that for a given $E>0$, there exists $K_{E}>0$ such that

$$
\begin{equation*}
L_{E}+a_{E}\left[\sup _{(s, z) \in[0, E] \times\left[-K_{E}, K_{E}\right]}|f(s, z)|\right]<(1-\alpha) K_{E} . \tag{8}
\end{equation*}
$$

Then for the mapping $P_{\lambda}$ defined by (3) we have $\left.P_{\lambda} M_{K_{E}}\right) \subset M_{K_{E}}^{o}$ for any $\lambda \in(0,1]$.
Proof. Let $E>0$ be given and $K_{E}>0$ be such that (8) holds true, i.e.,

$$
\begin{equation*}
\frac{L_{E}}{(1-\alpha) K_{E}}+\frac{a_{E}}{(1-\alpha) K_{E}}\left[\sup _{(s, z) \in[0, E] \times\left[-K_{E}, K_{E}\right]}|f(s, z)|\right]<1 . \tag{9}
\end{equation*}
$$

Then for $\lambda \in(0,1], \phi \in M_{K_{E}}, t \in[0, E]$, we have

$$
\begin{aligned}
\left|\left(P_{\lambda} \phi\right)(t)\right| & \leq \lambda\left|g\left(t, \frac{\phi(t)}{\lambda}\right)\right|+\lambda \int_{0}^{t}|a(t, s)||f(s, \phi(s))| d s \\
& \leq \lambda L_{E}+\lambda \alpha\left|\frac{\phi(t)}{\lambda}\right|+\lambda \int_{0}^{t}|a(t, s)|\left[\sup _{(s, z) \in[0, E] \times\left[-K_{E}, K_{E}\right]}|f(s, z)|\right] d s \\
& \leq L_{E}+\alpha K_{E}+a_{E}\left[\sup _{(s, z) \in[0, E] \times\left[-K_{E}, K_{E}\right]}|f(s, z)|\right]
\end{aligned}
$$

thus

$$
\left\|P_{\lambda} \phi\right\| \leq L_{E}+\alpha K_{E}+a_{E}\left[\sup _{(s, z) \in[0, E] \times\left[-K_{E}, K_{E}\right]}|f(s, z)|\right]:=\widetilde{K}_{E}
$$

In view of (9) we have $\widetilde{K}_{E}<K_{E}$ and so

$$
P_{\lambda} \phi \in\left\{\phi \in \mathcal{B}_{E}:\|\phi\| \leq \widetilde{K}_{E}\right\} \subset\left(M_{K_{E}}\right)^{o}
$$

i.e., $P M_{K_{E}} \subset M_{K_{E}}^{o}$.

Example 2.3 Consider the equation

$$
\begin{aligned}
x(t) & =g_{0}(t)+\frac{t}{2 t+1} \sin x(t) \\
& +\frac{1}{2\left(11^{2} t+1\right)} \int_{0}^{t}(t-s)^{-1 / 2}\left(x^{2}(s)+\sqrt{|x(s)|}\right) \sin s d s, \quad t \geq 0
\end{aligned}
$$

with $g_{0}$ continuous and bounded by 1 . Here we have

$$
g(t, x)=g_{0}(t)+\frac{t}{2 t+1} \sin x, \quad t \geq 0, \quad x \in \Re,
$$

and

$$
|g(t, x)-g(t, y)|=\frac{t}{2 t+1}|\sin x-\sin y| \leq \frac{1}{2}|x-y|
$$

so $g$ is a contraction with $\alpha=1 / 2$. Setting

$$
a(t, s)=\frac{(t-s)^{-1 / 2}}{2\left(11^{2} t+1\right)}, \quad 0<s<t
$$

we may see that the function $\widetilde{a}(t)$ is continuous and for any $t \in[0,1]$ we have

$$
\int_{0}^{t}|a(t, s)| d s=\frac{1}{2\left(11^{2} t+1\right)} \int_{0}^{t}(t-s)^{-1 / 2} d s=\frac{2 \sqrt{t}}{2\left(11^{2} t+1\right)} \leq \frac{1}{2 \cdot 11}
$$

thus, for any $T \geq 0$ it holds

$$
a_{T}:=\sup _{0 \leq t \leq T} \int_{0}^{t}|a(t, s)| d s \leq \frac{1}{2 \cdot 11}
$$

Next, we let $f(s, x)=\left(x^{2}+\sqrt{|x|}\right) \sin s, s \geq 0, x \in \Re$ and so, taking $K_{E}=3$ for any $E>0$, we have

$$
\sup _{(s, z) \in[0, E] \times\left[-K_{E}, K_{E}\right]}|f(s, z)| \leq \sup _{z \in[-3,3]}\left(z^{2}+\sqrt{|z|}\right)=9+\sqrt{3},
$$

and

$$
\begin{aligned}
L_{E}+A_{E}\left[\sup _{(s, z) \in[0, E] \times\left[-K_{E}, K_{E}\right]}|f(s, z)|\right] & \leq 1+\frac{1}{2 \cdot 11}(9+\sqrt{3}) \\
& <1+\frac{1}{2 \cdot 11}(9+2) \\
& =\frac{3}{2}=\left(1-\frac{1}{2}\right) 3 \\
& =(1-\alpha) K_{E},
\end{aligned}
$$

i.e., condition (8) is satisfied with $K_{E}=3$ for any $E>0$, so Theorem 2.5 is applied. We conclude that for any $\lambda \in(0,1]$, if $P_{\lambda}$ is the mapping defined by (3), then $P_{\lambda} M_{3} \subset M_{3}^{o}$ for any $E>0$. In particular, for any $\phi \in M_{3}$ we have

$$
\left\|P_{\lambda} \phi\right\| \leq \frac{31+\sqrt{3}}{11}<3
$$

To get a more convenient condition than (8), for a fixed (but arbitrary) $z \in \Re$ we set

$$
f_{E}(z):=\sup _{s \in[0, E]}|f(s, z)|, \quad z \in \Re,
$$

and consider $\widehat{f_{E}}: \Re \rightarrow \Re^{+}$with

$$
\widehat{f}_{E}(z):=\sup _{t \in[-z, z]} f_{E}(t) \quad z \in \Re .
$$

From Theorem 2.5 we have the following corollary.

Corollary 2.1 If for some $E>0$ it holds

$$
\begin{equation*}
a_{E} \liminf _{z \rightarrow \infty} \frac{\widehat{f}_{E}(z)}{z}<1-\alpha, \tag{10}
\end{equation*}
$$

then there always exists an $M_{E} \subset B_{E}$ such that for the mapping $P_{\lambda}$ defined by (3) we have $\left.P M_{E} \subset M_{E}\right)^{o}$, for any $\lambda \in(0,1]$.

Proof. Let $E>0$ be such that (10) holds. Since $\lim _{z \rightarrow \infty} \frac{L_{E}}{z}=0$, by (10) we may find a $z_{0}>0$ so large that

$$
\frac{L_{E}}{z}+a_{E} \liminf _{z \rightarrow \infty} \frac{\widehat{f}_{E}(z)}{z}<1-\alpha, \quad z>z_{0}
$$

It follows that we may choose a $K_{E}>z_{0}$ so that

$$
\frac{L_{E}}{K_{E}}+a_{E} \frac{\widehat{f}_{E}(z)}{K_{E}}<1-\alpha
$$

i.e.,

$$
\begin{equation*}
L_{E}+a_{E} \widehat{f}_{E}(z)<K_{E}(1-\alpha), \tag{11}
\end{equation*}
$$

or

$$
L_{E}+a_{E}\left[\sup _{(s, z) \in[0, E] \times\left[-K_{E}, K_{E}\right]}|f(s, z)|\right]<K_{E}(1-\alpha),
$$

which is (8), so Theorem 2.5 is applied.

## 3 Non-uniqueness and Examples

If $M$ is bounded, then the conclusion that any solution resides in $M$ can be far more important than Krasnoselskii's theorem itself for it can be a suitable substitute for uniqueness, a property that neither Krasnoselskii's nor Schauder's theorem yield. This brings us to another main idea. It was Kneser [12] in 1923 who jolted us with the idea that non-uniqueness is the father of disaster, as the example $x^{\prime}=x^{1 / 3}, x(0)=0$, shows by having both a bounded solution, namely $x(t)$ identically zero, and an infinite collection of unbounded solutions. In such cases what possible good can come from the information that there is a solution in the form of a fixed point of a natural mapping?

That information was one of the great motivating factors in the study of stability theory showing that solutions of differential equations starting near each other will stay near each other.

Our focus here will be on the mapping into $M^{o}$ and on uniqueness which we believe is a new project.

Example 3.1 We consider the scalar integral equation

$$
x(t)=(1 / 2) x(t) \sin t+\int_{0}^{t} a(t-s) x^{1 / 3}(s) d s
$$

in which $a:(0, \infty) \rightarrow[0, \infty)$ is continuous and there is an $E>0$ with

$$
\int_{0}^{E} a(s) d s \leq 1
$$

The mapping set is

$$
M=\{\phi:[0, E] \rightarrow \Re:|\phi(t)| \leq 8\}
$$

and our Banach space is the continuous functions on $[0, E]$ with the supremum norm.
The natural mapping $P: M \rightarrow M$ is defined by $\phi \in M$ implies

$$
(P \phi)(t)=(1 / 2) \phi(t) \sin t+\int_{0}^{t} a(t-s) \phi^{1 / 3}(s) d s
$$

so that by inserting $\lambda$ as in (3) and then taking norms we obtain

$$
\|P \phi\| \leq(1 / 2)\|\phi\|+\|\phi\|^{1 / 3} \int_{0}^{E} a(s) d s \leq(1 / 2) 8+8^{1 / 3}=6<8
$$

and so $P: M \rightarrow M^{o}$ for every $\lambda \in(0,1]$. A result in [10] shows the continuity and the compactness of the integral maps. The conditions of Theorem 2.1 are satisfied and there is a fixed point. Moreover, every fixed point resides in $M$. More general results on compact mappings by integrals are found in [7] and [6].

Our next example will show that the mapping into $M$ but not into $M^{o}$ results in a fixed point in $M$ and one which is not in $M$. This problem starts from a differential equation about which we know a great deal. This enables us to see what the fixed point theorem can do and cannot do.

Example 3.2 Consider the initial value problem

$$
x^{\prime}=x^{1 / 3}, \quad x(0)=0
$$

which has one solution $x(t) \equiv 0$. Separation of variables yields

$$
x^{-1 / 3} d x=d t \Longrightarrow(3 / 2) x^{2 / 3}=(3 / 2) x(0)^{2 / 3}+t
$$

and

$$
x^{2 / 3}=(2 / 3) t \Longrightarrow x= \pm\left(\frac{2}{3} t\right)^{3 / 2}
$$

as second and third solutions which are unbounded and hence are of a very different type than the first solution.

This problem occurs in elementary text books, but it is enormously complicated. Kneser's theorem tells us that there is a continuum of solutions between

$$
x=0 \text { and } x=(2 t / 3)^{3 / 2}
$$

as well as between

$$
x=0 \text { and } x=-(2 t / 3)^{3 / 2} .
$$

If we applied Schauder's fixed point theorem it would tell us that there is a solution, but would not suggest which of the three types it might be. But things can get worse. Do we really know that these are the only kinds which might arise? We are going to find out.

It is a routine matter to convert our initial value problem into an integral equation which is

$$
\begin{equation*}
x(t)=\int_{0}^{t} e^{-(t-s)}\left(x(s)+x^{1 / 3}(s)\right) d s \tag{12}
\end{equation*}
$$

still retaining the solution $x(t) \equiv 0$.
Let $E>0$ be given and find

$$
\int_{0}^{E} e^{-s} d s=1-e^{-E}
$$

Next, find $a>0$ so that

$$
\begin{equation*}
\left(a+a^{1 / 3}\right)\left(1-e^{-E}\right)<a \tag{13}
\end{equation*}
$$

This is possible since

$$
\frac{a+a^{1 / 3}}{a} \rightarrow 1
$$

as $a \rightarrow \infty$.
Let

$$
M=\{\phi:[0, E] \rightarrow \Re: 0 \leq \phi(t) \leq a\}
$$

and define $P: M \rightarrow M$ by $\phi \in M$ implies

$$
0 \leq(P \phi)(t)=\int_{0}^{t} e^{-(t-s)}\left[\phi(s)+\phi^{1 / 3}(s)\right] d s \leq\left[a+a^{1 / 3}\right]\left(1-e^{-E}\right)<a
$$

Notice that $P M$ is not in $M^{o}$ since $\phi(t) \geq 0$. It is shown in [10] that $P$ is a compact map, so by Schauder's theorem $P$ has a fixed point. As this is not an open map, we cannot be sure that all fixed points are in $M$, as we already know.

First, there is a parallel mapping with

$$
M=\{\phi:[0, E] \rightarrow \Re: 0 \geq \phi(t) \geq-a\}
$$

which is mapped into itself, but not into its interior as it still contains the zero function.
We now combine the two and take

$$
M=\{\phi:[0, E] \rightarrow \Re:\|\phi\| \leq a\}
$$

with $a$ and $E$ generated as before. This time when we take the natural mapping we find that $M$ is mapped into $M^{o}$ and we now know that all solutions reside in this set.

Note that Theorem 2.5 can be applied here with $g \equiv 0, a(t, s)=e^{-(t-s)}, f(s, x)=$ $x+x^{1 / 3}$. We find

$$
L_{E}=0, \quad a_{E}=1-e^{-E}, \quad \sup _{(s, z) \in[0, E] \times[-x, x]}|f(s, z)|=x+x^{1 / 3}
$$

Since $g \equiv 0$ may be considered as a contraction with contraction constant any $\alpha \in(0,1)$, condition (8) reduces to asking for a constant $K_{E}$ with

$$
\begin{equation*}
a_{E}\left[K_{E}+\left(K_{E}\right)^{1 / 3}\right]<(1-\alpha) K_{E} \tag{14}
\end{equation*}
$$

and $\alpha$ being any convenient number in $(0,1)$. This is equivalent to asking for a $K_{E}>0$ with

$$
\begin{equation*}
a_{E}\left[K_{E}+\left(K_{E}\right)^{1 / 3}\right]<K_{E} \tag{15}
\end{equation*}
$$

Indeed, if a $K_{E}>0$ satisfying (15) exists, then (14) is satisfied by taking $0<\alpha<$ $1-\frac{a_{E}\left[K_{E}+\left(K_{E}\right)^{1 / 3}\right]}{K_{E}}$. Clearly, (15) is (13) with $a=K_{E}$.

## 4 The Transformation: Large Kernels

The reader has noticed that some of our examples involve small kernels, quite unlike the vast majority of real-world problems. That can be remedied in an interesting and useful way provided that the kernel $a(t)$ satisfies a set of conditions ensuring the existence of a resolvent, $R(t)$, having a small integral. The conditions are as follows and they include kernels typified by $(t-s)^{q-1}, 0<q<1$, occurring in heat problems and fractional differential equations of both Riemann-Liouville and Caputo type, as well as many others. That class is discussed in depth by Miller [13, p. 209] with consequences on pp. 212-213 and Gripenberg [11]. They are defined as follows:
(A1) $a(t) \in C(0, \infty) \cap L^{1}(0,1)$.
(A2) $a(t)$ is positive and non-increasing for $t>0$.
(A3) For each $T>0$ the function $a(t) / a(t+T)$ is non-increasing in $t$ for $0<t<\infty$.
In those references it is shown that when $a$ has an infinite integral then the resolvent equation is

$$
\begin{equation*}
R(t)=a(t)-\int_{0}^{t} a(t-s) R(s) d s \tag{16}
\end{equation*}
$$

and that

$$
\begin{equation*}
0<R(t) \leq a(t), \quad \int_{0}^{\infty} R(t) d t=1 \tag{17}
\end{equation*}
$$

When

$$
\int_{0}^{\infty} a(t) d t=\alpha<\infty
$$

then

$$
\int_{0}^{\infty} R(t) d t=\frac{\alpha}{1+\alpha}
$$

and that can simplify some of the calculations we previously saw with $E$.
In the work to follow, notice that if $J$ is a positive constant, then $J a(t)$ still satisfies (A1)-(A3).

In a sequence of papers we showed the advantages of transforming an integral equation

$$
\begin{equation*}
x(t)=b(t)-\int_{0}^{t} a(t-s) f(s, x(s)) d s \tag{18}
\end{equation*}
$$

using a variation of parameters formula of Miller [13, pp. 191-192] into

$$
\begin{equation*}
x(t)=z(t)+\int_{0}^{t} R(t-s)\left[x(s)-\frac{f(s, x(s))}{J}\right] d s \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
z(t)=b(t)-\int_{0}^{t} R(t-s) b(s) d s \tag{20}
\end{equation*}
$$

Here are the steps. Starting with (18) and $b(t)$ continuous on $[0, \infty)$ while $a$ satisfies (A1)-(A3) we have

$$
\begin{aligned}
x(t) & =b(t)-\int_{0}^{t} a(t-s)[J x(s)-J x(s)+f(s, x(s)) d s] \\
& =b(t)-\int_{0}^{t} J a(t-s) x(s) d s+\int_{0}^{t} J a(t-s)\left[x(s)-\frac{f(s, x(s))}{J}\right] d s
\end{aligned}
$$

The linear part is

$$
\begin{equation*}
z(t)=b(t)-\int_{0}^{t} J a(t-s) z(s) d s \tag{21}
\end{equation*}
$$

and the resolvent equation is

$$
\begin{equation*}
R(t)=J a(t)-\int_{0}^{t} J a(t-s) R(s) d s \tag{22}
\end{equation*}
$$

so that by the linear variation-of-parameters formula we have

$$
\begin{equation*}
z(t)=b(t)-\int_{0}^{t} R(t-s) b(s) d s \tag{23}
\end{equation*}
$$

and the non-linear variation of parameters formula then yields

$$
\begin{equation*}
x(t)=z(t)+\int_{0}^{t} R(t-s)\left[x(s)-\frac{f(s, x(s))}{J}\right] d s \tag{24}
\end{equation*}
$$

Miller [13, p. 192] points out that all steps are reversible and that will be important for our next step. This transformation was first given in [3] for integral equations of Caputo type and has since been worked out in a variety of situations. Many fine details are found in [1].

## 5 Extending the Transformation

Our transformation involves

$$
\begin{equation*}
x(t)=b(t)-\int_{0}^{t} a(t-s) f(s, x(s)) d s \tag{25}
\end{equation*}
$$

and that does not cover the sum of two operators as in

$$
\begin{equation*}
x(t)=g(t, x(t))-\int_{0}^{t} a(t-s) f(s, x(s)) d s \tag{26}
\end{equation*}
$$

with $g$ a contraction and the last term a compact mapping. But we are reminded of an old trick that can be found in Bellman [2, p. 35]. The idea is to say: if there is a solution $x(t)$, then we can identify $g(t, x(t))$ as the forcing function $b(t)$ and perform the transformation. Recall that Miller [13, p. 192] points out that all steps are reversible and that will be important for our next step. According to our transformation, this equation is transformed into

$$
\begin{equation*}
x(t)=b(t)-\int_{0}^{t} R(t-s) b(s) d s+\int_{0}^{t} R(t-s)\left[x(s)-\frac{f(s, x(s))}{J}\right] d s \tag{27}
\end{equation*}
$$

If we can show that this equation has a solution, then reversing the steps we have $b(t)=$ $g(t, x(t))$ so that this last equation is now

$$
\begin{equation*}
x(t)=g(t, x(t))+\int_{0}^{t} R(t-s)\left[x(s)-g(s, x(s))-\frac{f(s, x(s))}{J}\right] d s \tag{28}
\end{equation*}
$$

Once again we are looking at the sum of two operators, one is the same original function, while the integral is the compact map.

Strategy In this form, the equation is more algebraic than it is differential. With the integral of $R$ being 1 , when we take the norm of both sides the integrand slips out as the sup of $g$ and $f$, multiplied by the integral of $R$ which is bounded by 1 . Now in the derivation of the transformation the idea is to work inside a bounded mapping set in which we can take $J$ so large that $x(s)$ dominates $f(s, x(s)) / J$. But now we have $g(s, x(s))$ in the integrand but it is a contraction, so $x(s)$ can still dominate it AND $f(s, x(s)) / J$. In many problems from applied mathematics $f$ satisfies the "spring condition", $f$ has the sign of $x$.

What this means is that we can very often get a mapping set as simply

$$
M=\{\phi:\|\phi\| \leq \text { constant }\}
$$

and that is going to be a set where $P: M \rightarrow M^{o}$. The problems become almost entirely algebraic.

Example 5.1 We will go through the details for an integral equation of the type of (1), namely

$$
\begin{equation*}
x(t)=g(t, x(t))-\int_{0}^{t} C(t-s) f(s, x(s)) d s \tag{1}
\end{equation*}
$$

Using the transformation and the nonlinear variation of parameters formula, we write (1) as

$$
\begin{equation*}
x(t)=g(t, x(t))+\int_{0}^{t} R(t-s)\left[x(s)-g(s, x(s))-\frac{f(s, x(s))}{J}\right] d s \tag{29}
\end{equation*}
$$

where $J$ is an arbitrary positive constant and

$$
\begin{equation*}
0<R(t) \leq C(t), \quad \int_{0}^{\infty} R(s) d s=1 \tag{30}
\end{equation*}
$$

Compactness: There are many known conditions under which $\int_{0}^{t} R(t-s) h(s, \phi(s)) d s$ maps bounded sets into compact sets. The prime example is $C(t)=t^{q-1}, 0<q<1$, which includes heat transfer problems as well as fractional differential equations of both Caputo and Riemann-Liouville type. See, for example, [13, pp. 207-213] and [9].

To get a bound on solutions we ask the "spring conditions"

$$
\begin{equation*}
x \neq 0 \Longrightarrow x g(t, x)>0, \quad x f(t, x) \geq 0 \tag{31}
\end{equation*}
$$

In view of Krasnoselskii's theorem we ask that $g(t, 0)=0$ and that there exist $0<$ $\alpha<1$ with

$$
\begin{equation*}
|g(t, x)-g(t, y)| \leq \alpha|x-y|, \tag{32}
\end{equation*}
$$

for all $x, y \in \Re, t \geq 0$. Concerning $f$ we ask that there exist a $K>0$ and a $J>0$ such that $|x| \leq K$ and $t \geq 0$ imply that

$$
\begin{equation*}
1-\alpha \leq \frac{f(t, x)}{J x} \leq 1, \quad x \neq 0 \tag{33}
\end{equation*}
$$

Proposition 5.1 For $h$ continuous and bounded for $\phi$ bounded, let $\int_{0}^{t} R(t-$ s) $h(s, \phi(s)) d s$ map bounded sets in $\left(\mathcal{B},\|\cdot\|_{[0, E]}\right)$ into compact sets. Under conditions (30)-(33) with $\alpha \leq 1 / 2, K>0$ fixed and

$$
M=\{\phi \in \mathcal{B}:\|\phi\| \leq K\}
$$

there is a solution of (29) in $M$ and if there is any other solution of (29), then it also resides in $M$. As $M$ is bounded, all possible solutions of (29) share that bound.

Proof. We verify the conditions of Theorem 2.1. For a fixed $K>0$ let $J>0$ be such that (32) and (33) hold. Following (2) we change (29) to

$$
\begin{equation*}
x(t)=\lambda g\left(t, \frac{x(t)}{\lambda}\right)+\lambda \int_{0}^{t} R(t-s)\left[x(s)-g(s, x(s))-\frac{f(s, x(s))}{J}\right] d s \tag{34}
\end{equation*}
$$

for $0<\lambda \leq 1$, and define $P_{\lambda}: M \rightarrow \mathcal{B}$ by $\phi \in M$ implies

$$
\left(P_{\lambda} \phi\right)(t)=\lambda g(t, \phi(t) / \lambda)+\lambda \int_{0}^{t} R(t-s)\left[\phi(s)-g(s, \phi(s))-\frac{f(s, \phi(s))}{J}\right] d s, t \geq 0
$$

Then, in view of (32) we have $|g(s, x)| \leq a|x|$ and

$$
1-\alpha \leq \frac{g(s, x)}{x}+\frac{f(s, x)}{J x} \leq 1+\alpha
$$

or

$$
-\alpha \leq\left[\frac{g(s, x)}{x}+\frac{f(s, x)}{J x}\right]-1 \leq \alpha
$$

thus

$$
\left|1-\left(\frac{g(s, x)}{x}+\frac{f(s, x)}{J x}\right)\right| \leq \alpha
$$

It follows that for any $\phi \in M$ we take for $t \in[0, E]$

$$
\begin{aligned}
\left|\left(P_{\lambda} \phi\right)(t)\right| \leq & \lambda|g(t, \phi(t) / \lambda)|+\int_{0}^{t} R(t-s)|\phi(s)|\left|1-\left(\frac{g(s, \phi)}{\phi}+\frac{f(s, \phi)}{J \phi}\right)\right| d s \\
& \leq \lambda \alpha|\phi(t)| / \lambda+\int_{0}^{t} R(t-s)\|\phi\| \alpha d s \\
& \left.\leq\|\phi\|\left[\alpha+\alpha \int_{0}^{t} R(t-s) d s\right]\right] \leq \alpha\left(1+\int_{0}^{E} R(t-s) d s\right)\|\phi\|
\end{aligned}
$$

so, by $\alpha \leq 1 / 2$ and in view of $\int_{0}^{E} R(t-s) d s<1$ we conclude that $P_{\lambda} M \subset M^{o}$.
The conditions of Theorem 2.1 hold, so there is a solution in $M$ which also contains any other solution of (29). This proves Proposition 5.1.

We may easily see that if there exist positive numbers $m_{1}, m_{2}$ with $1-\alpha \leq \frac{m_{1}}{m_{2}}$ and such that

$$
m_{1}|x| \leq|f(t, x)| \leq m_{2}|x|, \quad t \in[0, E],|x| \leq K
$$

then condition (33) is satisfied by taking $J=m_{2}$.

We note that the requirement that the contraction constant satisfies $\alpha \leq 1 / 2$ may be relaxed to $\alpha \leq 2 / 3$ by replacing (33) in Proposition 5.1 by the assumption that there exists a $J>0$ such that $f$ satisfies

$$
\begin{equation*}
\alpha \leq \frac{f(t, x)}{J x} \leq 2(1-\alpha), \quad t \in[0, E], 0 \neq|x| \leq K \tag{35}
\end{equation*}
$$

Indeed, by (32) and (35) we take

$$
\alpha-1 \leq \frac{g(s, x)}{x}+\frac{f(s, x)}{J x}-1 \leq 1-\alpha
$$

so

$$
\left|\frac{g(s, x)}{x}+\frac{f(s, x)}{J x}-1\right| \leq 1-\alpha
$$

and the result is obtained following the arguments in the proof of Proposition 5.1.
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#### Abstract

Production of electrical energy is carried out mainly from fossil fuels and nuclear fuel. The excessive consumption of these energies during the 20th century has led to an aggravated pollution of the atmosphere. Since this form of energy covers most of the current energy production, it is necessary to find alternative solutions. The constraint is therefore to have an economical and sustainable source of energy, since environmental protection has also become a very important point. Several studies have been carried out in the field of renewable energies, such as photovoltaic energy, it has gained a lot of attention in recent years because it is environmentally friendly and sustainable compared to traditional energy sources. We can consider also the direct torque control (DTC) as an alternative to conventional methods of control by pulse width modulation (PWM) and by field oriented control (FOC), the direct torque control (DTC) found by Takahashi offers high performance in terms of simplicity in control and fast electromagnetic torque response. With dominant characteristics, the direct torque control for AC electric motor drive supplied by a solar energy is alternative in industrial applications. This paper discusses and presents the application of direct torque control (DTC) in open and closed loop, using voltage source inverter to control motor torque and flux with maximum power point tracking in weather conditions and load variation.

The P\&O MPPT algorithm is mostly used, due to its ease of implementation, however, this MPPT algorithm gives us more torque ripples mainly with load variation. To resolve this problem, we will propose in this paper a fuzzy logic type-2 technique to replace the first one ( $\mathrm{P} \& \mathrm{O}$ ).
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## 1 Introduction

At present, photovoltaic (PV) cell arrays are a promising source of renewable energy since solar energy is free, abundant and readily available in many locations [1]. It is durable, clean and environmentally friendly. Solar energy is an attractive alternative solution to the energy of fossil fuels. Photovoltaic energy develops very quickly. It is multidisciplinary in nature, involving mechanics, power electronics, control theory, and other fields.

In order to control the electrical power delivered by PV panel, various methods are used: the action on the physicochemical properties of the cells, the action on the mechanical trackers for automatic orientation of the solar panels, and the action on the interface power electronics that connects the PV generator with its load. This last action is commonly called the electrical control of PV systems. It consists in the development of topologies of static converters and the development of MPPT (Maximum Power Point Tracking) control algorithms for the best capture of maximum power. Several studies have dealt with the problem of finding the operating point to draw the maximum energy from the PV modules using different MPPT methods. However, the non-linearity of the characteristic of the PV modules, their dependence on temperature, sunlight and the level of degradation of the characteristic make the implementation of these methods very complex. In the case of variations in weather conditions, these methods also exhibit poor convergence or oscillation around the optimum power point under normal operating conditions. If the transfer of power between the renewable energy sources and the load is not optimal, the overall efficiency of the system will be greatly affected. The research is going on to make these methods more effective.

The perturbation and observation ( $\mathrm{P} \& \mathrm{O}$ ) and incontinence (IncCond) techniques are widely used in the literature, but they fail under a rapid variation of weather conditions. This is why many researchers have made changes to these algorithms to improve their performance. Kook Soon et al. proposed an improvement of the IncCond algorithm to attenuate inaccurate responses during abrupt changes in the level of sunlight. There are also other techniques such as the method based on short-circuit current measurement, the method based on open-circuit voltage measurement, the method based on artificial neural networks and the method based on fuzzy logic [2-5].

Among the techniques mentioned above, the MPPT method based on fuzzy logic type-2 is presented in this paper. The application of this method allows to adapt the load to the PV modules and to follow the PPM whatever the variations of the meteorological conditions. In recent years, the field of the AC machines application is significantly expanded with the development of power electronics, the Microelectronics and computer engineering. Indeed, technological developments have allowed alternative machines, especially the double stator machine DSM, to acquire the control flexibility and dynamic performance naturally obtained. Since the late 1920s, stator machines with two three-phase windings were introduced to increase the power of synchronous generators of high-power. Multi-phase machines have subsequently been a growing interest, especially the dual star induction machine (DSIM), which has many advantages compare to asynchronous machines. Indeed, multiphase drives have several advantages over conventional three-phase machine, such as power segmentation, minimizing torque ripples and rotor losses, reduction of harmonic currents, high reliability and high power etc. Multi-phase machines are used much more in high power applications. Among these applications there are pumps, fans, compressors, compressor mills, cement mill. It uses a power elec-
tronics devices which allow a higher commutation frequency if compared to the simple three phases machines. Usually, high performance motor drive systems used in robotics, rolling mills, machine tools etc. require fast and accurate speed response, quick recovery of speed from any disturbance and uncertainties [6]. The introductions of new control such as DTC are very promising. In PV systems, they achieve great performance, fast responses and less fluctuations in steady state, for rapid irradiance and/or temperature variation improving the amount of energy effectively extracted from PV generator [7], the first idea of direct torque control was developed in 1986. This method of controlling that has progressed during past decade, provides a fast torque response and also it is robust against machine parameter variations [8-10].

In this paper, we study and discuss the application of Fuzzy logic type-2 for DTCDSIM which is supplied with photovoltaic energy.

## 2 PV Module

A practical PV array consists of a collection of solar cells connected in series and/or parallel. An equivalent circuit model for a solar cell is shown in Fig. 1. The model consists of a current source, a diode, a shunt resistor $\mathrm{R}_{P}$ and a series resistance $\mathrm{R}_{S}$.


Figure 1: PV cell model.

The topology of boost converter is shown in Fig. 2. For this converter, the output voltage is always higher than the input PV voltage. Power flow is controlled by the on/off duty cycle of the switching transistor.


Tracking MPPT

Figure 2: Boost converter DC/DC.

For sizing a photovoltaic system, we have to specify first the motor consumption in order to define the energy need for the load. Second we must take into account the obtained results and also the meteorological data as the input parameters of the photovoltaic installation of the input program. The sizing of the photovoltaic system is carried out according to the algorithm [11].

## 3 MPPT Control

To optimize the power provided by the generator, a static converter which operates as an adapter must be added as cited below. It exploits the MPPT technique, there are many algorithms that are used to control the MPPT, classical as P and O or artificial intelligent technique as ANN.

The commercialized solar modules are formed generally by a number of cells assembled in parallel $\mathrm{N}_{P}$ or /and in series $\mathrm{N}_{S}$. In addition, a data sheet is provided and includes the following main information about the product presented in Table 1. 12 panels are assembled in series and parallel to generate a DC voltage range in a MPP operation under different load changes.

| The nominal open-circuit voltage | 42.1 V |
| :--- | :--- |
| The nominal short-circuit current | 3.87 A |
| The voltage at the MPP | 33.7 V |
| The maximum experimental peak output power | 120 W |
| The current at the MPP | 3.56 A |
| Parallel resistance Rs | $0.473 \Omega$ |
| Serie resistance Rp | $1367 \Omega$ |

Table 1: Data sheet information on a PV panel BP MSX120.

The algorithms that are most commonly used are the perturbation and observation method ( $\mathrm{P} \& \mathrm{O}$ ), the dynamic approach method and the incremental conductance algorithm. The P\&O method is used because of its simplicity [11]. The Perturbation and observation ( $\mathrm{P} \& \mathrm{O}$ ) method has a simple feedback structure and fewer measured parameters. The P\&O method is the most widely applied method in PV industry. It is based on the idea of introducing perturbation to the operating voltage and observing whether the power increases or decreases [12].

However, when we use this method on the panel related to the DTC-DSIM we face a problem to couple the inverter and the boost chopper, which appears in high torque ripples (Fig. 8) to resolve this problem, we propose in this paper to replace $\mathrm{P} \& \mathrm{O}$ by fuzzy logic type-2 approach (Fig. 3).

## 4 MPPT With Fuzzy Logic Type-2

Fuzzy logic is an approach for easy and flexible modeling of complex systems whose modeling is difficult and in some cases impossible by mathematics or classic modeling methods [10, 13-15].

In this section, we will replace the most algorithms of $\mathrm{P} \& \mathrm{O}$ (used to get the maximum of power provided by the PVG), by fuzzy logic type-2. The Fig. 4 presents the structure


Figure 3: Boost converter DC/DC using MPPT-FL2.
of fuzzy logic type-2.


Figure 4: Structure of type-2 fuzzy logic system.

Fuzzy controller contains the five Gaussian membership function forms. The FL2 membership function has lower and upper bounds, their rules are almost similar to those for the conventional type-1.

The Reduction type used in this paper is centroid. The input and the output present respectively the power error and the duty cycle of the switching transistor.


Figure 5: Fuzzy logic-2 MPPT.

## 5 Dual-Star Induction Motor

The most used example of multi-phase motors is the dual-star induction motor. In the conventional configuration, the double stator induction machine needs a double threephase supply; the two stars share the same stator and are shifted by an electrical angle $\alpha$ (in this work $\alpha=30^{\circ}$ ) and a rotor is either wound or a squirrel cage. To simplify the study, we consider the electrical circuits of the rotor as equivalent to a three-phase short-circuit winding.

The position of the winding axes of the nine phases constituting the machine is shown in Fig. 6. There are six phases for the stator and three phases for the rotor. The sixstator phases are divided into two wyes-connected three phase sets labeled $\mathrm{A}_{S 1}, \mathrm{~B}_{S 1}$, $\mathrm{C}_{S 1}$, and $\mathrm{A}_{S 2}, \mathrm{~B}_{S 2}, \mathrm{C}_{S 2}$, The windings of each three phase set are uniformly distributed with their axes spaced by $2 \pi / 3$ in the space. The three phase rotor windings $\mathrm{A}_{r}, \mathrm{~B}_{r}, \mathrm{C}_{r}$ are also sinusoidal distributed and have axes that are displaced apart by $2 \pi / 3$ [17].

The following assumptions are made [18]:

- Motor windings are sinusoidal distributed.
- The two stars have same parameters.
- Symmetrical construction machine.
- The magnetic saturation, the mutual leakage inductances and the core losses are negligible.
- Resistances of the windings do not vary with the temperature and neglect the effect of skin (skin effect).
- Flux path is linear.


Figure 6: Windings of the six phase induction machine [18].

The equations for the stator are calculated in the reference frame related to the rotor.

$$
\begin{gather*}
\frac{d \varphi_{s d 1}}{d t}=V_{s d 1}-R_{s 1} I_{s d 1}+\omega_{s} \varphi_{s q 1}, \\
\frac{d \varphi_{s q 1}}{d t}=V_{s q 1}-R_{s 1} I_{s q 1}-\omega_{s} \varphi_{s d 1}, \\
\frac{d \varphi_{s d 2}}{d t}=V_{s d 2}-R_{s 2} I_{s d 2}+\omega_{s} \varphi_{s q 2}, \\
\frac{d \varphi_{s q 2}}{d t}=V_{s q 2}-R_{s 2} I_{s q 2}-\omega_{s} \varphi_{s d 2},  \tag{1}\\
\frac{d \varphi_{r d}}{d t}=V_{r d}-R_{r} I_{r d}+\left(\omega_{s}-\omega_{r}\right) \varphi_{r q}, \\
\frac{d \varphi_{r q}}{d t}=V_{r q}-R_{r} I_{r q}+\left(\omega_{s}-\omega_{r}\right) \varphi_{r d},
\end{gather*}
$$

where the expressions for the stator and rotor flux are:

$$
\begin{align*}
\varphi_{s d 1} & =L_{s 1} I_{s d 1}+L_{m}\left(I_{s d 1}+I_{s d 2}+I_{r d}\right), \\
\varphi_{s q 1} & =L_{s 1} I_{s q 1}+L_{m}\left(I_{s q 1}+I_{s q 2}+I_{r q}\right), \\
\varphi_{s d 2} & =L_{s 2} I_{s d 2}+L_{m}\left(I_{s d 1}+I_{s d 2}+I_{r d}\right), \\
\varphi_{s q 2} & =L_{s 2} I_{s q 2}+L_{m}\left(I_{s q 1}+I_{s q 2}+I_{r q}\right),  \tag{2}\\
\varphi_{r d} & =L_{r} I_{r d}+L_{m}\left(I_{s d 1}+I_{s q 2}+I_{r d}\right), \\
\varphi_{r q} & =L_{r} I_{r q}+L_{m}\left(I_{s q 1}+I_{s q 2}+I_{r q}\right),
\end{align*}
$$

The electromagnetic torque is obtained by:

$$
\begin{equation*}
T_{e}=\frac{P L_{m}}{L_{r}+L_{m}}\left[\left(\varphi_{r d}\left(I_{s q 1}+I_{s q 2}\right)-\varphi_{r q}\left(I_{s q 1}+I_{s q 2}\right)\right] .\right. \tag{3}
\end{equation*}
$$

## 6 Direct Torque Control (DTC)

With the development of power electronics components, numerous studies of AC drive control have been proposed. One of most known, presents the vector control, which was in latest years the most important field research and most suitable to industrial requirements; however, this structure suffers from some drawbacks because it need establishment of a mechanical sensor and it is very sensitive to parameter variations. To resolve these problems, a new technique called control DTC (the Direct Torque Control) has been applied as an alternative.

The basic idea of DTC focuses on the flux orientation, using the instantaneous values of voltage vector. An inverter provides eight voltage vectors, among which two are zeros [19]. These vectors are chosen from a switching table according to the flux and torque errors as well as the stator flux vector position. In this technique, we do not need a modulator and a mechanical sensor to ensure feedback of speed or position [18].

To determine the electromagnetic state of the motor in order to determine the control of the inverter switches, a suitable model of the machine must be available. From the measurements of the DC voltage at the input of the inverter and of the stator currents, the model gives at each moment:

- actual stator flux of the machine,
- the real torque that it develops,
- its rotor speed.

Measurement of the rotor speed is not necessary, which is a great advantage of these methods. Which is independent of the rotor machine parameters, it provides a faster
torque response and it has a simpler configuration. The structure of the DTC-DSIM fed by double PV panel is shown in Fig 7, the basic idea of DTC control is to choose the best stator voltage vector, which is taken from a switching table according to the stator flux vector position, the flux and torque errors. During this rotation, the amplitude of the flux rests in a pre-defined band [20], [21]. In this technique, we do not need the rotor position in order to choose the voltage vector. This particularity defines the DTC as an adapted control technique of AC machines and is inherently a motion sensor-less control method [19].


Figure 7: Schematic diagram of DTC-DSIM supplied by double PVG.


Figure 8: Torque, flux and current responses using DTC-DSIM in open loop with P\&O method and load variation $\left(G=1000 \mathrm{~W} / \mathrm{m}^{2}, \mathrm{~T}=298 \mathrm{~K}\right)$.

The stator flux vector can be estimated using the measured current and voltage vectors [20]:

$$
\begin{equation*}
\frac{d \varphi_{s}}{d t}=V_{s}-R_{s} I_{s} \tag{4}
\end{equation*}
$$



Figure 9: Torque, flux and current responses using DTC-DSIM in open loop by using Fuzzy logic type- 2 with $\mathrm{T}=298 \mathrm{~K}^{\circ}, \mathrm{G}=1000 \mathrm{~W} / \mathrm{m}^{2}$.


Figure 10: Torque, flux and current responses using DTC-DSIM in open using Fuzzy logic type-2 with $\mathrm{T}=298 \mathrm{~K}^{\circ}, \mathrm{G}=1000 \mathrm{~W} / \mathrm{m}^{2}$.
or

$$
\begin{equation*}
\varphi_{s}=\int\left(V_{s-} R_{s} I_{s}\right) d t \tag{5}
\end{equation*}
$$

## 7 Digital Simulation

Firstly, our system has been simulated in the same conditions to compare the performances of dynamic torque control with and without speed control. To verify the effectiveness of the proposed techniques, simulations are performed in this section by using MATLAB/SIMULINK. In this simulation of dual-star asynchronous machine, the nom-


Figure 11: Torque and rotor speed responses using DTC-DSIM in closed loop using Fuzzy logic type- 2 with $\mathrm{T}=298 \mathrm{~K}^{\circ}, \mathrm{G}=1000 \mathrm{~W} / \mathrm{m} 2$ and load parameters variation (stator and rotor resistance, friction f and moment of inertia J ).
inal voltage is 220 V , nominal power is 4.5 kw , stator resistances are 3.72 Ohm , rotor resistance is 2.12 Ohm , mutual inductance is 0.3672 H , rotor inductance is 0.006 H , moment of inertia is $0.0662 \mathrm{~kg} . \mathrm{m}^{2}$ and friction coefficient is 0.001 .

## 8 Discussion of Results

As a first step, we have presented simulation results of DTC-DSIM without speed regulation (in open loop) as shown Figs. 8,9 and 10.

It can be seen that the estimated values follow their references by applying a load torque 10 N , with a changing load torque applied from 10 Nm to -10 Nm (at 0.5 sec ) and constant command flux of 1 Wb .

It can be noticed that these results obtained by using $\mathrm{P} \& \mathrm{O}$ algorithm give us higher torque and flux ripples (Fig 8) than the results obtained by using fuzzy logic type-2 (Fig.


Figure 12: Torque, flux, current and rotor speed responses using DTC-DSIM (in closed loop) with load torque, speed variation.


Figure 13: Torque and rotor speed responses using DTC-DSIM (in closed loop) with load torque, speed, irradiation and temperature variation.

9 and Fig. 10).
In order to verified the robustness of the proposed approach under load parameters variation (stator and rotor resistance, friction f and moment of inertia J) we carried out a test for DTC-DSIM in closed loop as is shown in Fig. 11.

Fig. 12 depicts, during the starting up with no load,the system simulated with changing speed reference; ( $50 \mathrm{rad} / \mathrm{sec}$ changed to 200 and $100 \mathrm{rad} / \mathrm{sec}$, at 3 sec the rotor speed is inversed to $-200 \mathrm{rad} / \mathrm{sec}$ ). The speed reaches quickly its reference value without overshoot, however, when the nominal load is applied at 2.5 sec , a little overtaking is noticed and the command reject rapidly the disturbance.

Fig. 13 presents also the same responses as the first one but simulated under different conditions, that means by changing the load (electromagnetic torque) and weather conditions such the temperature and irradiation. From this figure, it can be found that our system has satisfactory performance.

## 9 Conclusion

Direct torque controlling dual star induction motor with and without speed regulation has been discussed in this paper. As can be analyzed from current waveforms,it shows that it is nearly sinusoidal; stator flux and electromagnetic torque track their references. So, the obtained results were very successful and confirm the validity of the proposed technique. It has been possible to obtain satisfactory results using DSIM supplied by double PVG which alone fed power to the AC motor and maintained the output voltage at a predetermined value. Summing up the results, it can be concluded that this study show the feasibility of fuzzy logic type-2 approaches and the improved dynamic performance of the machine in the case of variations in weather conditions or load. This can offer a very interesting solution to the conventional controller, and give us a control of the AC motor in a friendly and clean environment.
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#### Abstract

The paper deals with Bayesian approach for multi-mode Kalman filter estimation for the states $x(k)$ from the set of successive observations $Y_{k}=$ $\{y(1) y(2) \ldots y(k)\}$ in normal and abnormal operations is driven. Abnormal operations may be related to fault in one of system components; sudden internal thermal noise or even missing the input signal and can be extended to the maneuver target tracking case. Whenever the abnormal operation is detected, we can start tracking the states in this mode of operation. So the main problem may be reformulated to be detection of the starting point of the abnormal operation. The numerical simulation for fault estimation of phosphor furnace in different conditions are used to show the effectiveness of the proposed approach.
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## 1 Introduction

Fault detection and isolation problems have many significant applications during the past three decades, such as parity space Eigen structure assignment, $H_{\infty}$ filtering, $H_{\infty}$ optimization, and unknown input observer [1]. It is known that multiple model systems (known as hybrid systems) are an important class of combination filtering, which are mostly used in many practical engineering and industrial fields such as maneuver target tracking systems and fault detection systems, ets. In general, the multiple model systems combine hierarchically discrete or continuous state spaces, and each state (which is called the mode) is associated with a dynamic process [2].

[^4]Many algorithms have been proposed for solving the problem of hybrid systems, such as the generalized pseudo Bays [3], interacting multiple model [4], expectation propagation algorithm [5]. These algorithms estimate the states with low computational costs by approximating of the posterior state distributions in finite mixture models. The main drawback of these algorithms is that, whenever the system contains nonlinear or nonGaussian modes, the mixture models can not approximate the distribution accurately, that leads to the estimation fail. The interactive multiple model (IMM) algorithm, see [4] and [9], may be considered one of the most important approaches for solving the switching systems with the Gaussian linear states. It is basic operation by applying the Kalman filter for each estimation mode under consideration that this mode is a correct one at this operational instant. Then, the weighted combination of state estimations by all filters is calculated to produce the final Gaussian mean and covariance [7]. This mixed estimation is used for the next estimation. The weights are calculated according to the probabilities of the models.

In this paper, a Bayesian approach for multi-mode Kalman filter estimation for the states $x(k)$ from the set of successive observations $Y_{k}=\{y(1) y(2) \ldots y(k)\}$ in normal and abnormal operations is developed. The rest of the paper is organized as follows: Statement of the problem is described in Section 2. Multi-mode Kalman filter approach is described in Section 3. Proposed multi model estimation is described in Section 4. Simulation Results is described in Section 5. Conclusion is described in Section 6.

## 2 Statement of The Problem

Consider the classical discrete-time state space problems in case of linear model of the form:

$$
\begin{gather*}
x(k+1)=F(k+1, k) x(k)+B U(k)+\Gamma(k) v(k),  \tag{1}\\
y(k)=H x(k)+w(k), \tag{2}
\end{gather*}
$$

where $x(k)$ is the discrete time state, $F$ is a state transition matrix, $B$ is an input matrix, the vector $U(k)$ is the input and assumed to be known at perspective times, $y(k)$ is a vector including the measurements at time $k, H$ is the associated observation matrix, $v(k)$ is a state noise process (or an input noise), and $w(k)$ is the measurement noise; both sequences $w(k)$ and $v(k)$ are assumed to be uncorrelated with the white Gaussian noise sequence with zero means and the covariance matrices $Q(k)$ and $R(k)$, and $v(k) \sim N(0, Q(k)), w(k) \sim N(0, R(k)),\left[\operatorname{cov}(v(k), v(j))=E\left[v(k) v(j)^{T}\right] \delta(k, j)=Q_{k} \delta(k, j)\right]$, $\delta(k, j)$ is the Kronecker delta, $\operatorname{cov}(w(k), w(j))]=E\left[w(k) w(j)^{T}\right] \delta(k, j)=R_{k} \delta(k, j)$.

It is also assumed that $w$ and $v$ are uncorrelated and $\operatorname{cov}(w(k), v(k))=0$ for all $k, j$. The initial value of $x$ represents a random variable with an average $\mu_{x}(0)$ and variance $V_{x}(0)$ such that $E[x(0)]=\mu_{x}(0)$ and $\operatorname{var}[x(0)]=V_{x}(0)$. Assume that the observation noise $w(k)$ is uncorrelated with the system discrete-time state $x(k)$, such that $E\left[x(k) w(k)^{T}\right]=0 \forall k \geq 0$.

Now our problem is to estimate the states $x(k)$ from the set of successive observations $Y^{k}=\{y(1) y(2) \ldots y(k)\}$ in normal and abnormal operations. Abnormal operations are related to the fault in one of the system components; sudden internal thermal noise or even missing the input signal and can be extended to the maneuver target tracking case. Whenever the abnormal operation is detected, we can start tracking the states in this mode of operation. So the main problem may be reformulated to be: detection of the starting point of the abnormal operation.

## 3 Multi-Mode Kalman Filter Approach

Let $\hat{x}(k / k)$ be the state estimation, then the estimation error will be:

$$
\begin{equation*}
\tilde{x}=x(k)-\hat{x}(k / k), \tag{3}
\end{equation*}
$$

The estimation will be conditionally and unconditionally unbiased, such that

$$
\begin{equation*}
E\{\hat{x}(k / k) \mid y(k)\}=E\{x(k) \mid y(k)\} \tag{4}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
E\{\hat{x}(k / k)\}=E\{x(k)\} \tag{5}
\end{equation*}
$$

which is a linear function of the observations $y(k)$. According to the linear unbiased estimation algorithms, we choose only the one that gives the minimal variance of error, i.e., $V_{\widetilde{x}}(k / k)=\operatorname{var}\{\tilde{x}(k / k)\}$ or simply $\operatorname{var}\{\tilde{x}(k / k) \mid y(k)\}$ is as minimum as possible. For a given set of observations $Y^{k}$, the estimate based on the minimum of the meansquare error coincides with the conditional mean value of $x$, which is based on linear Kalman filter process.
1- Extrapolation process:

$$
\begin{equation*}
\widehat{x}(k / k-1)=F(k, k-1) \widehat{x}(k-1 / k-1) . \tag{6}
\end{equation*}
$$

2- Estimation:

$$
\begin{equation*}
\widehat{x}(k / k)=\widehat{x}(k / k-1)+K(k)[y(k)-H(k) \widehat{x}(k / k-1)] . \tag{7}
\end{equation*}
$$

3- Coefficient gain:

$$
\begin{equation*}
K(k)=P(k / k-1) H^{T}(k)\left[H(k) P(k / k-1) H^{T}(k)+R(k)\right]^{-1} . \tag{8}
\end{equation*}
$$

4- Covariance extrapolation:

$$
\begin{equation*}
P(k+1 / k)=F(k+1, k) P(k / k) F^{T}(k+1, k)+Q(k) . \tag{9}
\end{equation*}
$$

5- Covariance filtration:

$$
\begin{equation*}
P(k / k)=[1-K(k) H(k)] P(k / k-1) . \tag{10}
\end{equation*}
$$

Definition 3.1 Let the innovation process noise $\vartheta(k)$ be [8]

$$
\begin{equation*}
\vartheta(k)=y(k)-H(k) \widehat{x}(k / k-1) . \tag{11}
\end{equation*}
$$

Assume the innovation process noise $\vartheta(k)$ is the white Gaussian noise with zero mean expectation in the normal operation and, also, the white Gaussian noise but with nonzero mean expectation in the abnormal operation:

$$
E[\vartheta(k)]=\left\{\begin{array}{l}
0, \text { at the normal operation, }  \tag{12}\\
g\left(k-k_{0}, \alpha\right), \text { at the abnormal operation, }
\end{array}\right.
$$

where $g$ is a deterministic function, $k_{0}+1$ is the starting of abnormal operation and $\alpha$ is an intensity vector.

Definition 3.2 Let us define the covariance of the additional intensity vector $\alpha$ as

$$
\begin{equation*}
s(k)=H(k) P(k / k-1) H^{T}(k)+R(k) . \tag{13}
\end{equation*}
$$

Definition 3.3 Let the density of the probability distribution of the innovation process noise $\vartheta(k)$ be $w(\vartheta)$ :

$$
\begin{equation*}
w(\vartheta)=\frac{1}{\sqrt{(2 \pi)^{n} \operatorname{det}(s)}} e\left(\frac{-1}{2} \vartheta^{T} s^{-1} \vartheta\right) . \tag{14}
\end{equation*}
$$

The following equation is a Riccati equation

$$
\begin{align*}
& P(k+1 / k)=F(k+1, k)  \tag{15}\\
& \quad\left[P(k / k-1)-P(k / k-1) H^{T}(k) s(k)^{-1} H(k) P(k / k-1)\right] F(k+1 / k)^{T}+Q(k) .
\end{align*}
$$

Note: The Riccati equation will converge to the constant matrix $P$ as $k \rightarrow \infty$ in case of the system we are dealing with time invariant. As a result, the gain coefficient $K$ converges to a constant small value and estimates of the parameters practically independent of the observed data. The result, is that, for small intensity $\alpha$, will not be taken into account in any way.

The problem of detection the starting point of the abnormal operation $k_{o}$ and estimation of its intensity vector $\alpha$ is a problem of detection a useful signal $g\left(k-k_{o}, \alpha\right)$ from the white noise and estimation of its parameters. It is known that, when solving the problem of detection, various optimality criteria (Bayesian or non-Bayesian) lead to a general decisive rule - the formation of the likelihood ratio and comparison with the threshold. The difference lies in the choice of the detection threshold. Here we assume that the abnormal operation intensity is a nonrandom process. To synthesize the meter of the intensity of the abnormal operation, it is convenient to use the maximum likelihood criterion. In this subsection we consider a general approach to the synthesis of the algorithm for simultaneous detection of the moment of the beginning and estimation of the abnormal operation. Let

$$
U(k)= \begin{cases}u(k), & \text { at normal operation }  \tag{16}\\ u(k)+\alpha, & \text { at abnormal operation }\end{cases}
$$

It is assumed that the system starts the abnormal operation in the time between the moments $k_{0}$ and $k_{0}+1$, therefore the time moment, which is considered the beginning of the abnormal operation, is $k_{0}+1$. Let $\vartheta^{0}(k)$ and $\vartheta^{1}(k)$ be the updating processes corresponding to the absence and presence of an abnormal operation, then the problem of finding an abnormal operation consists of choosing one of the two alternative hypotheses.

$$
\begin{gather*}
H_{0}: \vartheta(k)=\vartheta^{0}(k) \text { at the normal operation, }  \tag{17}\\
H_{1}: \vartheta(k)=\vartheta^{1}(k)=\vartheta^{0}(k)+g\left(k-k_{0}, \alpha\right) \text { at the abnormal operation, } \tag{18}
\end{gather*}
$$

where $g\left(k-k_{0}, \alpha\right)$ is a useful signal that should be detected, whenever the abnormal operation is started, $g\left(k-k_{0}, \alpha\right)$ is introduced as an offset or bias in the innovation process at the time $k-k_{0}$. Since $\vartheta^{0}(k)$ is a random process with the white Gaussian noise with zero expectation and covariance and $\vartheta^{1}(k)$ is the mixing of the useful signal and the white noise $\vartheta^{0}(k)$, with the mathematical expectation $g\left(k-k_{0}, \alpha\right)$.

Theorem 3.1 The task is detecting a vector of deterministic signal $g\left(k-k_{0}, \alpha\right)$ with unknown parameters (the intensity $\alpha$ and the moment of the onset of the abnormal operation $k_{0}+1$ ) from a background of the white noise $\vartheta^{0}(k)$.

Proof. The optimal procedure for detection the of intensity vector $\alpha$ may be reduced to the formation of the likelihood ratio and compared with a predetermined threshold value $\lambda$,

$$
\begin{equation*}
L(k)=\frac{p\left[\vartheta(k-m+1), \ldots, \vartheta(k) \mid H_{1}\right]}{p\left[\vartheta(k-m+1), \ldots, \vartheta(k) \mid H_{0}\right]} \geq \lambda, \tag{19}
\end{equation*}
$$

where $m=k-k_{0}=1 \ldots M, M$ is the number of samples. Assume that the samples of the white Gaussian noises are statistically independent, then we have

$$
\begin{equation*}
p\left[\vartheta(k-m+1), \ldots, \vartheta(k) \mid H_{0}\right]=\prod_{n=k-m+1}^{k} \frac{1}{\sqrt{(2 \pi)^{l} \operatorname{det}(s(n))}} e\left(\frac{-1}{2} \vartheta^{T}(n) s^{-1} \vartheta(n)\right) \tag{20}
\end{equation*}
$$

and

$$
\begin{align*}
& p\left[\vartheta(k-m+1), \ldots, \vartheta(k) \mid H_{1}\right]= \\
& \prod_{n=k-m+1}^{k} \frac{1}{\sqrt{(2 \pi)^{l} \operatorname{det}(s(n))}} e\left(\frac{-1}{2}\left[\vartheta(n)-g\left(n-k_{0}, \alpha\right)\right]^{T} s^{-1}(n)\left[\vartheta(n)-g\left(n-k_{0}, \alpha\right)\right]\right), \tag{21}
\end{align*}
$$

where $l$ is the order of the vector $\vartheta(k)$ and $k$ is the current instant of time. From the equations (19)-(21) after algebraic transformations, taking into account that $s$ is a symmetric matrix, $\vartheta$ and $g$ are columns vectors,

$$
\begin{equation*}
\vartheta^{T} s^{-1} g=g^{T} s^{-1} \vartheta \tag{22}
\end{equation*}
$$

we get

$$
\begin{equation*}
L(k)=e\left\{\sum_{n=k-m+1}^{k}\left[g^{T}\left(n-k_{0}, \alpha\right) s^{-1}(n) \vartheta(n)-\frac{1}{2} g^{T}\left(n-k_{0}, \alpha\right) s^{-1}(n) g\left(n-k_{0}, \alpha\right)\right]\right\} \tag{23}
\end{equation*}
$$

Taking the logarithm of both sides of (23), we get

$$
\begin{equation*}
\ln L(k)=\sum_{n=k-m+1}^{k}\left[g^{T}\left(n-k_{0}, \alpha\right) s^{-1}(n) \vartheta(n)-\frac{1}{2} g^{T}\left(n-k_{0}, \alpha\right) s^{-1}(n) g\left(n-k_{0}, \alpha\right)\right], \tag{24}
\end{equation*}
$$

Let $g(m, \alpha)=\vartheta^{1}(k)-\vartheta^{0}(k)=\vartheta^{1}\left(k_{0}+m\right)-\vartheta^{0}\left(k_{0}+m\right)$. Then $\vartheta^{1}\left(k_{0}+m\right)$ is the updating process at the time $k=k_{0}+m$ under the condition of correspondence between the real state (presence of the abnormal operation) of the system and the model of system used by the abnormal operation (model equation with $U(k)=u(k)+\alpha$ ), and $\vartheta^{0}\left(k_{0}+m\right)$ is the updating process at time $k=k_{0}+m$ under the condition of a discrepancy between the real state (the presence of the abnormal operation) of the system and the model of
system used by the abnormal operation (model equation 1 with $U(k)=u(k)$ ). Then

$$
\begin{align*}
\widehat{g}(m, \alpha)= & {\left[y\left(k_{0}+m\right)-H \widehat{x}^{1}\left(k_{0}+m / k_{0}+m-1\right)\right] } \\
& -\left[y\left(k_{0}+m\right)-H \widehat{x}^{0}\left(k_{0}+m / k_{0}+m-1\right)\right]  \tag{25}\\
= & H\left[\widehat{x}^{0}\left(k_{0}+m / k_{0}+m-1\right)-\widehat{x}^{1}\left(k_{0}+m / k_{0}+m-1\right)\right] \\
= & H F\left[\widehat{x}^{0}\left(k_{0}+m / k_{0}+m-1\right)-\widehat{x}^{1}\left(k_{0}+m / k_{0}+m-1\right)\right] .
\end{align*}
$$

Proof: The state estimation equation (1) at the normal and abnormal operation will be:

1. At time step 1

$$
\begin{align*}
\widehat{x}^{0}\left(k_{0}+1 / k_{0}+1\right) & =\left[F-K\left(k_{0}+1\right) H F\right] \widehat{x}\left(k_{0} / k_{0}\right)  \tag{26}\\
& +K\left(k_{0}+1\right) y\left(k_{0}+1\right)+\left[B-K\left(k_{0}+1\right) H B\right] u(k),
\end{align*}
$$

2. At time step 2

$$
\begin{align*}
& \widehat{x}^{0}\left(k_{0}+2 / k_{0}+2\right)= \\
& {\left[F-K\left(k_{0}+2\right) H F\right]\left[F-K\left(k_{0}+1\right) H F\right] \widehat{x}\left(k_{0} / k_{0}\right)\left[F-K\left(k_{0}+2\right) H F\right] K\left(k_{0}+1\right) y\left(k_{0}+1\right)} \\
& \quad+K\left(k_{0}+2\right) y\left(k_{0}+2\right)\left\{\left[F-K\left(k_{0}+2\right) H F\right]\left[B-K\left(k_{0}+1\right) H B\right]+\left[B-K\left(k_{0}+2\right) H B\right]\right\} \\
& u(k) \tag{27}
\end{align*}
$$

3. At time step m

$$
\begin{align*}
& \widehat{x}^{0}\left(k_{0}+m / k_{0}+m\right)=\prod_{i=0}^{m-1}\left[F-K\left(k_{0}+m-i\right) H F\right] \widehat{x}\left(k_{0} / k_{0}\right) \\
& \quad+\sum_{j=0}^{m-2}\left\{\left[\prod_{i=0}^{j}\left[F-K\left(k_{0}+m-i\right) H F\right]\right] K\left(k_{0}+m-j-1\right) y\left(k_{0}+m-j-1\right)\right\} \\
& \quad+K\left(k_{0}+m\right) y\left(k_{0}+m\right) \\
& \quad+\sum_{j=0}^{m-2}\left\{\left[\prod_{i=0}^{j}\left[F-K\left(k_{0}+m-i\right) H F\right]\right]\left[B-K\left(k_{0}+m-j-1\right) H B\right]\right\} \\
& \quad+\left[B-K\left(k_{0}+m\right) H B\right] u(k), \tag{28}
\end{align*}
$$

from the above equations (25)-(28) and after the substitution $m=k-k_{0}$, we obtain the expression for the "useful signal" $g(m, \alpha)$ in the following form

$$
\begin{align*}
& g(m, \alpha)=H F\left\{\sum _ { j = 0 } ^ { m - 2 } \left\{\left[\prod_{i=0}^{j}[F-K(k-i) H F]\right]\right.\right. {[B-K(k-j-1) H B]\} } \\
&+[B-K(k) H B]\} u(k)  \tag{29}\\
&=G(m) u(k)
\end{align*}
$$

where

$$
G(m)=H F \ldots
$$

$$
\begin{equation*}
\left\{\sum_{j=0}^{m-2}\left\{\left[\prod_{i=0}^{j}[F-K(k-i) H F]\right][B-K(k-j-1) H B]\right\}+[B-K(k) H B]\right\} \tag{30}
\end{equation*}
$$

$m \geq 1$. When $m=1$, the term $\sum_{j=0}^{m-2}\left\{\left[\prod_{i=0}^{j}[F-K(k-i) H F]\right][B-K(k-j-1) H B]\right\}$ will be equal to zero, and the matrix $G(m)$ becomes square matrix with dimensions $l \times l$, $l$ is the order of the observation vector. Substituting equation (29) into (24), we obtain
$\ln L(k, \alpha)=\sum_{n=k-m+1}^{k}\left[\alpha^{T} G^{T}\left(n-k_{0}\right) s^{-1}(n) \vartheta(n)-\frac{1}{2} \alpha^{T} G^{T}\left(n-k_{0}\right) s^{-1}(n) G\left(n-k_{0}\right) \alpha\right]$,
then

$$
\begin{align*}
\ln L(k, \alpha)= & \alpha^{T}\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) \vartheta(n)\right]\right]  \tag{32}\\
& -\frac{1}{2} \alpha^{T}\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G^{T}\left(n-k_{0}\right)\right]\right] \alpha .
\end{align*}
$$

From equation (32), by the criterion of maximum likelihood ratio, we find the estimate of the intensity vector,

$$
\begin{aligned}
\frac{\partial \ln L(k, \alpha)}{\partial \alpha}= & \sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) \vartheta(n)\right] \\
& -\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G^{T}\left(n-k_{0}\right)\right]\right] \alpha \\
= & 0
\end{aligned}
$$

Then

$$
\begin{equation*}
\widehat{\alpha}_{m}=\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G\left(n-k_{0}\right)\right]\right]^{-1}\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) \vartheta(n)\right]\right] . \tag{34}
\end{equation*}
$$

Taking the second order derivative, we get

$$
\begin{equation*}
\frac{\partial^{2} \ln L(k, \alpha)}{\partial \alpha \partial \alpha^{T}}=\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G^{T}\left(n-k_{0}\right)\right]\right] \prec 0 . \tag{35}
\end{equation*}
$$

The function $\ln L(k)$ will reach its maximum value at the point $\alpha=\widehat{\alpha}_{m}$.
Theorem 3.2 var $\{X y\}=X[\operatorname{var}\{y\}] X^{T}$.

Proof. Let $X$ be an $\mathrm{m} \times \mathrm{n}$ matrix and $y$ be a $\mathrm{n} \times 1$ random vector. Then

$$
\begin{gathered}
\operatorname{var}\{X y\}=E\left[(X y-X E(y))(X y-X E(y))^{T}\right]=E\left[X(y-E(y))(y-E(y))^{T} X^{T},\right] \\
=X E\left[(y-E(y))(y-E(y))^{T}\right] X^{T}=X[\operatorname{var}\{y\}] X^{T} .
\end{gathered}
$$

If all values are scaled by a constant, the variance is scaled by the square of that constant. Then, the covariance matrix of the estimation is

$$
\begin{align*}
\operatorname{var}\left\{\overparen{\alpha}_{m}\right\}= & {\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G^{T}\left(n-k_{0}\right)\right]\right]^{-1} \ldots } \\
& {\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) \operatorname{var}\{\vartheta(n)\}\left[G^{T}\left(n-k_{0}\right) s^{-1}\right]^{T}\right]\right] \times \ldots }  \tag{36}\\
& {\left[\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G\left(n-k_{0}\right)\right]\right]^{-1}\right]^{T} . }
\end{align*}
$$

Let the covariance matrix of the innovation process be $\operatorname{var}\{\vartheta(n)\}=s(n)$. Since $s^{-1}(n)$ is a symmetrical matrix, we have that

$$
\begin{align*}
& {\left[\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G\left(n-k_{0}\right)\right]\right]^{-1}\right]^{T}}  \tag{37}\\
& =\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G\left(n-k_{0}\right)\right]\right]^{-1},
\end{align*}
$$

yields the covariance matrix of this estimate as follows

$$
\begin{equation*}
\operatorname{var}\left\{\widehat{\alpha}_{m}\right\}=\left[\sum_{n=k-m+1}^{k}\left[G^{T}\left(n-k_{0}\right) s^{-1}(n) G^{T}\left(n-k_{0}\right)\right]\right]^{-1} \tag{38}
\end{equation*}
$$

Substituting equation (33) into (32), we get

$$
\begin{equation*}
\ln L\left(k, \widehat{\alpha}_{m}\right)=\frac{1}{2} \sum_{n=k-m+1}^{k} \vartheta^{T} s^{-1} G\left[\sum_{m=k-m+1}^{k} G^{T} s^{-1} G\right]^{-1} \sum_{m=k-m+1}^{k} G^{T} s^{-1} \vartheta \geq \tilde{\lambda}_{m} \tag{39}
\end{equation*}
$$

It is obvious that for every value of $m$, there exists an estimate $\widehat{\alpha}_{m}$. Therefore, the simultaneous detection of the start of the abnormal operation and estimating the abnormal operation is the abnormal operation in multichannel ( $M$ channels). Therefore the optimal procedure for detecting the moment of the beginning of the abnormal operation has the form

$$
\begin{equation*}
\max _{m=1, M} \ln L\left(k, \widehat{\alpha}_{m}\right) \geq \tilde{\lambda}_{m} \tag{40}
\end{equation*}
$$

and the moment of the beginning of the abnormal operation is the difference $(k-m+1)$, where $m$ is the channel index, in which $\ln L\left(k, \widehat{\alpha}_{m}\right)$ takes the maximum value, and $k$ is the current time moment.

It follows that (equations (39)-(40) ) the optimal procedure for detecting the moment of the onset of the abnormal operation is reduced to linear accumulation of the values of the quadratic forms (equation (39)) of the innovation process in $m$ adjacent cycles from $\left(k_{0}+1\right)$ to $k=\left(k_{0}+m\right)$ th moments of time. Then, the maximum value is selected from the set of $M$ different values and is compared with a given threshold $\tilde{\lambda}_{m}$.

Note: The different channels accumulate different values, so to stabilize the probability of false alarm, it is necessary to compare the maximum value of the likelihood ratio (equation (40)) with different thresholds $\tilde{\lambda}_{m}$, chosen from the given probability of false alarm $P_{F A}$. Using the decision rule ( equation (40)), we can detect and evaluate, both the abnormal operation and the moment of the beginning of the abnormal operation. To calculate the probability of a false alarm, it is necessary to know the law of distribution of the quadratic form $\ln L\left(k, \widehat{\alpha}_{m}\right)$ in the absence of an abnormal operation. It is known that [8] if $\vartheta(n)$ is an $l$-dimensional vector with independent normally distributed components, each of which has the variance $\sigma_{i q}^{2}(q=1,2, \ldots, l)$ and the mathematical expectation $E[\vartheta(n)]=0$, then the probability distribution density of the quadratic form $\ln L\left(k, \widehat{\alpha}_{m}\right)$ is the central $\chi^{2}$-distribution with $l \times m$ degrees of freedom. The corresponding density of the probability distribution is written in the form

$$
\begin{equation*}
\chi^{2}\left[\ln L\left(k, \widehat{\alpha}_{m}\right)\right]=\left[2^{\frac{l m}{2}} \Gamma\left(\frac{l m}{2}\right)\right]^{-1}\left[\ln L\left(k, \widehat{\alpha}_{m}\right)\right]^{\frac{l m}{2}-1} \exp \left(\frac{1}{2} \ln L\left(k, \widehat{\alpha}_{m}\right)\right) \tag{41}
\end{equation*}
$$

Then the probability of false alarm is given by

$$
\begin{equation*}
\int_{\tilde{\lambda}_{m}}^{\infty} \chi^{2}\left[\ln L\left(k, \widehat{\alpha}_{m}\right)\right] d\left[\ln L\left(k, \widehat{\alpha}_{m}\right)\right] \tag{42}
\end{equation*}
$$

after detecting the beginning of the abnormal operation, either the Kalman filter parameters are adjusted (usually the gain factors or the covariance matrix $\mathrm{Q}(\mathrm{k})$ ), or their structure is changed by using more complex models of state change taking into account the abnormal operation.

The general scheme that realizes this algorithm is shown in Figure 1 below.
In the first case, parameters adjustment of the Kalman filter will be changed according to the following formula

$$
\begin{equation*}
\text { if } \ln L\left(k, \widehat{\alpha}_{1}\right) \geq \tilde{\lambda}_{1} \text { then } Q^{0}(k) \rightarrow Q^{1}(k), \tag{43}
\end{equation*}
$$

where $Q^{0}(k)$ and $Q^{1}(k)$ are chosen on the basis of the experiment so that to better reflect the true estimate of the state, both in the absence and in the presence of an abnormal operation. According to this, the elements of the matrix $Q^{0}(k)$ must take small values corresponding to rectilinear and uniform tracking with weak perturbations and $Q^{1}(k)$ are large values corresponding to tracking with abnormal operation. In general, the value of $Q^{1}(k)$ is selected on the basis of the possible maximum abnormal operation intensity of the system [10], for example, one may choose $Q^{0}(k)=\left[\begin{array}{cc}0.1 & 0 \\ 0 & 0.1\end{array}\right]$ and $Q^{1}(k)=\left[\begin{array}{cc}25 & 0 \\ 0 & 25\end{array}\right]$. The structure of the Kalman filter is changing by take the following


Figure 1: Kalman filter operation schema for abnormal estimation.
formula in the second case:
if $\ln L\left(k, \widehat{\alpha}_{1}\right) \geq \tilde{\lambda}_{1}$ then model $U(k)=u(k)$ converted to model $U(k)=u(k)+\alpha$.
Bayes adaptive approach [9] takes into account the possibility that the adopted model is inadequate, in other words, all possible variants of the parameters or hypotheses concerning the model are taken into account.

## 4 Proposed Multi Model Estimation

In the problem of filtering tracking of the states, the a priori uncertainty of the statistical characteristics of the system leads to an uncertainty in the statistical characteristics of the filtered state vector. According to this, which is unknown to the observer in advance, leads to a mismatch between the real state and the model used in the estimation devices. Let $\zeta$ be a vector containing all the indeterminate parameters that represent all the undefined events associated with the hypotheses about the model.

According to this, in the general case, the equations of state of the system and the observations take the form

$$
\begin{gather*}
x(k+1)=F\left(\zeta_{k+1}\right) x(k)+\Gamma\left(\zeta_{k+1}\right) v(k),  \tag{45}\\
y(k)=H x(k)+w(k) \tag{46}
\end{gather*}
$$

Then, in this section, we have to estimate the conditional mathematical expectation

$$
\begin{equation*}
\hat{x}(k / k)=E\left[x(k) \mid Y^{k}\right] . \tag{47}
\end{equation*}
$$

According to the Bayesian approach, this operation is performed on the basis of the total probability theorem:

$$
\begin{equation*}
p\left[x(k) \mid Y^{k}\right]=\int_{\Upsilon} p\left[x(k) \mid \zeta, Y^{k}\right] p\left[\zeta \mid Y^{k}\right] d \zeta \tag{48}
\end{equation*}
$$

where $\Upsilon$ is the set of all possible values of $\zeta, p\left[x(k) \mid Y^{k}\right]$ is the conditional probability distribution of states $x(k)$ for given observation, $p\left[x(k) \mid \zeta, Y^{k}\right]$ is the conditional
probability distribution of states $x(k)$ for given observation and accepted value of $\zeta$ for undefined parameters and events, $p\left[\zeta \mid Y^{k}\right]$ is the posteriori distribution of vector $\zeta$ for given observations. From equations (47) and (48) the optimal mean square estimate of $\hat{x}(k / k)$ and its covariance matrix $\hat{P}(k / k)$ are

$$
\begin{gather*}
\hat{x}(k / k)=\int_{\Upsilon} \widehat{x}^{\zeta}(k / k) p\left[\zeta \mid Y^{k}\right] d \zeta  \tag{49}\\
\hat{P}(k / k)=\int_{\Upsilon}\left\{\hat{P}^{\zeta}(k / k)+\left[\hat{x}^{\zeta}(k / k)-\hat{x}(k / k)\right]\left[\hat{x}^{\zeta}(k / k)-\hat{x}(k / k)\right]^{T}\right\} p\left[\zeta \mid Y^{k}\right] d \zeta \tag{50}
\end{gather*}
$$

where $\hat{x}^{\zeta}(k / k)$ and $\hat{P}^{\zeta}(k / k)$ are the partial estimate and its covariance obtained for a given value of $\zeta$, respectively, and equal to

$$
\begin{gather*}
\hat{x}^{\alpha}(k / k)=E\left\{x(k) \mid \alpha, Y^{k}\right\},  \tag{51}\\
\hat{P}^{\zeta}(k / k)=E\left\{\left[\hat{x}^{\zeta}(k / k)-x(k)\right]\left[\hat{x}^{\zeta}(k / k)-x(k)\right]^{T} \mid \zeta, Y^{k}\right\}, \tag{52}
\end{gather*}
$$

Therefore, the obtained estimate can be represented as a linear combination of partial estimates $\hat{x}^{\zeta}(k / k)$, each of which is obtained under a certain hypothesis with respect to the model. The weight coefficients of this linear combination expressing the total estimate are determined by the probabilities of each hypothesis under consideration. A complete covariance matrix is calculated similarly, as a linear combination (with the same weights) of conditional matrices $\hat{P}^{\zeta}(k / k)$. Therefore, in principle, by the equations (49)(52) we can obtain the optimal estimate $\hat{x}(k / k)$. In addition, as follows from equation (48), $p\left[x(k) \mid Y^{k}\right]$ is a linear combination of Gaussian probabilities. So, $\left\{\zeta_{k}=i\right\}$ or $\left\{\zeta_{k}^{i}\right\}$ the event consists the state in accordance with the state $i$ at the $k^{t h}$ instant of time; $\Upsilon(k)=\left\{\Upsilon_{1}, \Upsilon_{2}, \ldots, \Upsilon_{k}\right\}=\left\{\left\{\zeta_{1}^{i}\right\},\left\{\zeta_{2}^{j}\right\}, \ldots,\left\{\zeta_{k}^{s}\right\}\right\}, i, j, \ldots, s=0, M-1$, is the set of all possible values that the discrete-random process $\zeta_{k}$ can take from the initial value to the $k^{\text {th }}$ time moment. And $\Upsilon\left(k, l_{k}\right)=\left\{\Upsilon(k) \cap l_{k}\right\} l_{k}=1, M^{k}$ is a subset containing $k$-value. Figure 2 describes the set of possible values of $\Upsilon$.


Figure 2: The set of possible values of $\Upsilon$.

From Figure 2; $\Upsilon\left(k, l_{k}\right)$ is the $l_{k}{ }^{\text {th }}$ branch with the duration $k$. Hence the number of different branches in $\Upsilon(k)$ is equal to $M^{k}$. In this case, according to the Bayes formula, we obtain the posterior probability density of the state vector as follows:

$$
\begin{equation*}
p\left[x(k) \mid Y^{k}\right]=\sum_{l_{k}=1}^{M^{k}} p\left[x(k) \mid \Upsilon\left(k, l_{k}\right), Y^{k}\right] P\left(\Upsilon\left(k, l_{k}\right) \mid Y^{k}\right) \tag{53}
\end{equation*}
$$

the indices $i\left(l_{k}\right), j\left(l_{k}\right), \ldots, s\left(l_{k}\right)$ are varying between the limits $[0, \mathrm{M}-1]$ and the index $l_{k} \in$ $1, M^{k}$. Let the a posteriori probability density of the $l_{k}$-th branch $\Upsilon\left(k, l_{k}\right)$ be

$$
\begin{align*}
& P\left(\Upsilon\left(k, l_{k}\right) \mid Y^{k}\right)=P\left(\zeta_{1}^{i}, \zeta_{2}^{j}, \ldots, \zeta_{k}^{s} \mid y(k), Y^{k-1}\right) \\
& \quad=\frac{p\left[y(k) \mid \zeta_{1}^{i}, \zeta_{2}^{j}, \ldots, \zeta_{k}^{s}, Y^{k-1}\right] P\left[\zeta_{1}^{i}, \zeta_{2}^{j}, \ldots, \zeta_{k}^{s} \mid Y^{k-1}\right]}{p\left[y(k) \mid Y^{k-1}\right]} \tag{54}
\end{align*}
$$

then equation (53) in base of indices will be

$$
\begin{equation*}
p\left[x(k) \mid Y^{k}\right]=\sum_{i=0}^{M-1} \sum_{j=0}^{M-1} \ldots \sum_{s=0}^{M-1} p\left[x(k) \mid \zeta_{1}^{i}, \zeta_{2}^{j}, \ldots, \zeta_{k}^{s}, Y^{k}\right] P\left(\zeta_{1}^{i}, \zeta_{2}^{j}, \ldots, \zeta_{k}^{s} \mid Y^{k}\right) \tag{55}
\end{equation*}
$$

To reduce possible hypotheses, it is assumed that [4] the unknown parameter $\zeta_{k}$ is a simply-connected Markov chain, with a matrix of transition probabilities $P=$ $\left[p_{t s}\right]_{t, s=0, M-1}$, where $p_{t s}=P\left(\zeta_{k}^{s} \mid \zeta_{k-1}^{t}\right)$. Since the algorithm starts working at the $k^{t h}$ time point, at the $\mathrm{k}^{\text {th }}$ instant of time equation (55) will be

$$
\begin{equation*}
p\left[x(k) \mid Y^{k}\right]=\sum_{s=0}^{M-1} p\left[x(k) \mid \zeta_{k}^{s}, Y^{k}\right] P\left(\zeta_{k}^{s} \mid Z^{k}\right) \tag{56}
\end{equation*}
$$

The Bayes description of the expression $p\left[x(k) \mid \zeta_{k}^{s}, Y^{k}\right]$ is written in the form

$$
\begin{equation*}
p\left[x(k) \mid \zeta_{k}^{s}, Y^{k}\right]=p\left[x(k) \mid \zeta_{k}^{s}, y(k), Y^{k-1}\right]=\frac{p\left[y(k) \mid \zeta_{k}^{s}, x(k), Y^{k-1}\right] p\left[x(k) \mid \zeta_{k}^{s}, Y^{k-1}\right]}{p\left[y(k) \mid \zeta_{k}^{s}, Y^{k-1}\right]} \tag{57}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
p\left[x(k) \mid \zeta_{k}^{s}, y(k), Y^{k-1}\right]=\sum_{i=0}^{M-1} p\left[x(k) \mid \zeta_{k-1}^{i}, \zeta_{k}^{s}, Y^{k-1}\right] P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right) \tag{58}
\end{equation*}
$$

Equation (58) proves that the term $p\left[x(k) \mid \zeta_{k-1}^{i}, \zeta_{k}^{s}, Y^{k-1}\right]$ is the Gaussian apriori probability density of the state vector corresponding to the values $\left\{\zeta_{k-1}^{i}, \zeta_{k}^{s}\right\}$ between two adjacent moments. Thus

$$
\begin{align*}
& p\left[x(k) \mid \zeta_{k-1}^{i}, \zeta_{k}^{s}, Y^{k-1}\right]=N\left[x(k) ; F\left(k / k-1, \zeta_{k}^{s}\right) \widehat{x}^{i}(k-1 / k-1)\right.  \tag{59}\\
& \left.\quad F\left(k / k-1, \zeta_{k}^{s}\right) P^{i}(k-1 / k-1) F\left(k / k-1, \zeta_{k}^{s}\right)^{T}+\Gamma\left(\zeta_{k}^{s}\right) Q(k-1) \Gamma\left(\zeta_{k}^{s}\right)^{T}\right] .
\end{align*}
$$

If it is assumed that the probability density $p\left[x(k) \mid \zeta_{k}^{s}, Y^{k-1}\right]$ of the state vector corresponding to the value $\zeta_{k}^{s}$ is Gaussian, then taking into account (58)-(59) we obtain
$N\left[x(k) ; \overparen{x}^{s}(k / k-1), \overparen{P}^{s}(k / k-1)\right] \simeq N\left[x(k) ; \sum_{i=0}^{M-1} F\left(\zeta_{k}^{s}\right) \overparen{x}^{i}(k / k-1) P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right)\right.$,
$\sum_{i=0}^{M-1} F\left(\zeta_{k}^{s}\right) \overparen{C}^{i}(k-1 / k-1) F\left(\zeta_{k}^{s}\right)^{T}+\Gamma\left(\zeta_{k}^{s}\right) Q(k-1) \Gamma\left(\zeta_{k}^{s}\right)^{T}+\left[F\left(\zeta_{k}^{s}\right) \widetilde{x}^{i}(k-1 / k-1)\right.$
$\left.\left.-\hat{x}^{s}(k / k-1)\right]\left[\left[F\left(\zeta_{k}^{s}\right) \widehat{x}^{i}(k-1 / k-1)-\hat{x}^{s}(k / k-1)\right]^{T}\right] P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right)\right]$,
equating both sides of this expression, we obtain

$$
\begin{equation*}
\widehat{x}^{s}(k / k-1)=F\left(\zeta_{k}^{s}\right) \sum_{i=0}^{M-1} \hat{x}^{i}(k-1 / k-1) P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right), \tag{61}
\end{equation*}
$$

or

$$
\begin{equation*}
\widehat{x}^{s}(k / k-1)=F\left(\zeta_{k}^{s}\right) \hat{x}^{0 s}(k-1 / k-1), \tag{62}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{x}^{0 s}(k-1 / k-1)=\sum_{i=0}^{M-1} \hat{x}^{i}(k-1 / k-1) P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right) \tag{63}
\end{equation*}
$$

and

$$
\begin{align*}
& \hat{P}^{s}(k / k-1)=\sum_{i=0}^{M-1} F\left(\zeta_{k}^{s}\right) \overparen{P}^{i}(k-1 / k-1) F\left(\zeta_{k}^{s}\right)^{T}+\Gamma\left(\zeta_{k}^{s}\right) Q(k-1) \Gamma\left(\zeta_{k}^{s}\right)^{T}+ \\
& {\left[F\left(\zeta_{k}^{s}\right) \overparen{x}^{i}(k-1 / k-1)-\hat{x}^{s}(k / k-1)\right]\left[\left[F\left(\zeta_{k}^{s}\right) \overparen{x}^{i}(k-1 / k-1)-\hat{x}^{s}(k / k-1)\right]^{T}\right]} \\
& P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right) \tag{64}
\end{align*}
$$

Substituting (63) into (64), we obtain

$$
\begin{equation*}
\left[\hat{P}^{s}(k / k-1)=F\left(\zeta_{k}^{s}\right) \hat{P}^{0 s}(k / k-1) F\left(\zeta_{k}^{s}\right)^{T}+\Gamma\left(\zeta_{k}^{s}\right) Q(k-1) \Gamma\left(\zeta_{k}^{s}\right)^{T}\right. \tag{65}
\end{equation*}
$$

where
$\hat{P}^{0 s}(k-1 / k-1)=\sum_{i=0}^{M-1} P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right) \ldots$
$\left[\hat{P}^{i}(k-1 / k-1)+\left(\hat{x}^{i}(k-1 / k-1)-\hat{x}^{s}(k / k-1)\right) \times\left(\hat{x}^{i}(k-1 / k-1)-\hat{x}^{s}(k / k-1)\right)^{T}\right] \frac{\partial^{2} \Omega}{\partial v^{2}}$,
and

$$
\begin{equation*}
\left[P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right)=\frac{P\left(\zeta_{k}^{s} \mid \zeta_{k-1}^{i}\right) P\left(\zeta_{k-1}^{i} \mid Y^{k-1}\right)}{\sum_{i=0}^{M-1} P\left(\zeta_{k}^{s} \mid \zeta_{k-1}^{i}\right) P\left(\zeta_{k-1}^{i} \mid Y^{k-1}\right)}\right. \tag{67}
\end{equation*}
$$

The output estimates is calculated from equations (59) and (60)

$$
\begin{equation*}
\left[\widehat{x}(k / k)=\sum_{i=0}^{M-1} \sum_{j=0}^{M-1} \cdots \sum_{s=0}^{M-1} \hat{x}^{i j \ldots s}(k / k) P\left(\zeta_{1}^{i}, \zeta_{2}^{j}, \cdots, \zeta_{k}^{s} \mid Y^{k)},\right.\right. \tag{68}
\end{equation*}
$$

and its covariance matrix:

$$
\begin{align*}
& \hat{P}(k / k)=\sum_{i=0}^{M-1} \sum_{j=0}^{M-1} \cdots \\
& \cdot \sum_{s=0}^{M-1}\left[\hat{P}^{i j \ldots s}(k / k)+\left[\hat{x}^{i j \ldots s}(k / k)-\hat{x}(k / k)\right]\left[\hat{x}^{i j \ldots s}(k / k)-\hat{x}(k / k)\right]^{T}\right] P\left(\zeta_{1}^{i}, \zeta_{2}^{j}, \cdots, \zeta_{k}^{s} \mid Y^{k}\right), \tag{69}
\end{align*}
$$

where estimation

$$
\begin{equation*}
\hat{x}^{i j \ldots s}(k / k)=\hat{x}^{\zeta_{1}^{i}, \zeta_{2}^{j}, \ldots, \zeta_{k}^{s}}(k / k) \tag{70}
\end{equation*}
$$

and covariance matrix

$$
\begin{equation*}
\hat{P}^{i j \ldots s}(k / k)=\hat{P}_{1}^{\zeta_{1}^{i}, \zeta_{2}^{j}, \ldots, \zeta_{k}^{s}}(k / k), \tag{71}
\end{equation*}
$$

the corresponding $l_{k}{ }^{t h}$ branch of the algorithm M parallel Kalman filters Algorithm. The algorithm consists of M parallel Kalman filters, each of them is tuned to a single value $\zeta^{i}$, as described below, Figure 3 shows the realization diagram of the algorithm.

1. Initialization:
(a) Set the initial value of the M - estimates of the state vector $\hat{x}^{i}(k / k)$ :

$$
\begin{equation*}
\hat{x}^{0 s}(k-1 / k-1)=\sum_{i=0}^{M-1} \hat{x}^{i}(k-1 / k-1) P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right), \tag{72}
\end{equation*}
$$

(b) Set the initial value of the $\mathrm{M}-$ covariance $\hat{P}^{i}(k-1 / k-1)$ :

$$
\begin{align*}
& \hat{P}^{0 s}(k-1 / k-1)=\sum_{i=0}^{M-1} P\left(\zeta_{k-1}^{i} \mid \zeta_{k}^{s}, Y^{k-1}\right) \\
& {\left[\hat{P}^{i}(k-1 / k-1)+\left(\hat{x}^{i}(k-1 / k-1)-\hat{x}^{s}(k / k-1)\right) \times\left(\hat{x}^{i}(k-1 / k-1)-\hat{x}^{s}(k / k-1)\right)^{T}\right]} \\
& \frac{\partial^{2} \Omega}{\partial v^{2}} \tag{73}
\end{align*}
$$

2. Estimation process:
(a) Extrapolation of the state vectors:

$$
\begin{equation*}
\widehat{x}^{s}(k / k-1)=F\left(\zeta_{k}^{s}\right) \hat{x}^{0 s}(k-1 / k-1), \tag{74}
\end{equation*}
$$

(b) Extrapolation of correlation matrices:

$$
\begin{equation*}
\hat{P}^{s}(k / k-1)=F\left(\zeta_{k}^{s}\right) \hat{P}^{0 s}(k / k-1) F\left(\zeta_{k}^{s}\right)^{T}+\Gamma\left(\zeta_{k}^{s}\right) Q(k-1) \Gamma\left(\zeta_{k}^{s}\right)^{T} \tag{75}
\end{equation*}
$$

(c) Coefficient gain:

$$
\begin{equation*}
K^{s}(k)=\hat{P}^{s}(k / k-1) H\left[H \hat{P}^{s}(k / k-1) H^{T}+R(k)\right]^{-1} \tag{76}
\end{equation*}
$$

(d) Estimation:

$$
\begin{equation*}
\hat{x}^{s}(k / k)=\hat{x}^{s}(k / k-1)+K^{s}(k)\left[y(k)-H \hat{x}^{s}(k / k-1)\right] . \tag{77}
\end{equation*}
$$

(e) Covariance filtration

$$
\begin{equation*}
P^{s}(k / k)=\left[I-K^{s}(k) H(k)\right] \hat{P}^{s}(k / k-1) . \tag{78}
\end{equation*}
$$

3. Calculate the conditional probability density of observation, corresponding to the states of $\zeta_{k}^{s}$, we obtain

$$
\begin{align*}
& L^{s}(k)=p\left[y(k) \mid \zeta_{k}^{s}, Y^{k-1}\right]=p\left[y(k) \mid \zeta_{k}^{s}, H \hat{x}^{s}(k / k-1), \hat{P}^{s}(k / k-1)\right]  \tag{79}\\
& \quad=\left[(2 \pi)^{s} \operatorname{det}\left(s^{s}\right)(k)\right]-1 / 2 \exp \left[-0.5 \vartheta^{s}(k)^{T} s^{s}(k)^{-1} \vartheta^{j}(k)\right]
\end{align*}
$$

where

$$
\begin{equation*}
\vartheta^{s}(k)=y(k)-H(k) \widehat{x}^{s}(k / k-1) \tag{80}
\end{equation*}
$$

and

$$
\begin{equation*}
s^{s}(k)=H \hat{P}^{s}(k / k-1) H^{T}(k)+R(k) . \tag{81}
\end{equation*}
$$

4. Calculate the a posteriori probabilities of the state $\zeta_{k}^{s}$, according to the Bayes formula

$$
\begin{equation*}
P\left[\zeta_{k}^{s} \mid Y^{k}\right]=P\left[\zeta_{k}^{s} \mid y(k), Y^{k-1}\right]=\frac{p\left[y(k) \mid \zeta_{k}^{s}, Y^{k-1}\right] P\left[\zeta_{k}^{s} \mid Y^{k-1}\right]}{\sum_{s=0}^{M-1} p\left[y(k) \mid \zeta_{k}^{s}, Y^{k-1}\right] P\left[\zeta_{k}^{s} \mid Y^{k-1}\right]}, \tag{82}
\end{equation*}
$$

where

$$
\begin{equation*}
P\left[\zeta_{k}^{s} \mid Y^{k}\right]=\frac{L^{s}(k) \sum_{i=o}^{M-1} p_{i s} P\left[\zeta_{k-1}^{i} \mid Y^{k-1}\right]}{\sum_{s=0}^{M-1} L^{s}(k) \sum_{i=o}^{M-1} p_{i s} P\left[\zeta_{k-1}^{i} \mid Y^{k-1}\right]} \tag{83}
\end{equation*}
$$

5. The output estimate of the target state vector and its covariance were obtained on the basis of a linear combination of a posteriori probabilities

$$
\begin{gather*}
\widehat{x}(k / k)=\sum_{s=0}^{M-1} \hat{x}^{s}(k / k) P\left(\zeta_{k}^{s} \mid Y^{k}\right),  \tag{84}\\
\hat{P}(k / k)=\sum_{s=0}^{M-1}\left[\hat{P}^{s}(k / k)+\left[\hat{x}^{s}(k / k)-\hat{x}(k / k)\right]\left[\hat{x}^{s}(k / k)-\hat{x}(k / k)\right]^{T}\right] P\left[\zeta_{k}^{s} \mid Y^{k}\right] . \tag{85}
\end{gather*}
$$

## 5 Simulation Results

The proposed algorithm was applied to the phosphorus furnace type RKZ-80F. The system has the following specifications: a linear model of indirect control of electrothermal processes in a three-electrode. This model is based on the well-known band structure of electric furnace baths and takes into account its geometric symmetry with respect to the three electrodes. Therefore, all the variables used in the model below will have indices $\mathrm{i}=1,2,3$; they relate to one of the three electrodes or the corresponding near-electrode region. The index 0 of the variable will indicate its relation to the whole bath of the furnace as a whole. The vector of state space $x(k) \in R^{n}(n=7)$ has the following states:

$$
x^{T}(k)=\left[\begin{array}{lllllll}
x_{l e n}^{1}(k) & x_{v o l}^{1}(k) & x_{\text {len }}^{2}(k) & x_{v o l}^{2}(k) & x_{l e n}^{3}(k) & x_{v o l}^{3}(k) & x_{h i g h}^{0}(k)
\end{array}\right],
$$



Figure 3: Proposed algorithm implementation.


Figure 4: Fault signals forms.
where $x_{\text {len }}^{i}(k)$ is the length of the i -th electrode, $\mathrm{m} ; x_{v o l}^{i}(k)$ is the volume of the crucible of the i-th near-electrode region, $m^{3} ; x_{\text {high }}^{0}(k)$ is the height of the total working (carbon) zone in the furnace, m . The control vector $u(k) \in R^{p}(p=7)$ has the following structure:

$$
\left.\begin{array}{c}
u^{T}(k)=\left[\begin{array}{llllll}
u_{\text {byp }}^{1}(k) & u_{p a}^{1}(k) & u_{\text {bup }}^{2}(k) & u_{p a}^{2}(k) & u_{\text {len }}^{3}(k) & u_{\text {byp }}^{3}(k)
\end{array} u_{c}^{0}(k)\right.
\end{array}\right], ~ 子 u^{T}(k)=\left[\begin{array}{ll}
u_{? 5 @}^{1}(k) u_{P}^{1}(k) u_{? 5 @}^{2}(k) u_{P}^{2}(k) u_{? 5 @}^{3}(k) u_{P}^{3}(k) u_{C}^{0}(k)
\end{array}\right] .
$$



Figure 5: Estimations of the length and volume of the first electrode.


Figure 6: Estimations of the length and volume of the second electrode.
$u_{\text {byp }}^{i}(k$ is the bypass of the ith electrode, m ;
$u_{p a}^{i}(k)$ is the average useful active power, in the i-th near-electrode region, MW;
$u_{c}^{0}(k)$ is the the amount of carbon entering the furnace with the charge, T.
The vector of observation $y(k) \in R^{m}(m=15)$ has the following structure:
$y^{T}(k)=\left[y_{1}^{1}(k) y_{2}^{1}(k) y_{3}^{1}(k) y_{4}^{1}(k) y_{1}^{2}(k) y_{2}^{2}(k) y_{3}^{2}(k) y_{4}^{2}(k) y_{1}^{3}(k) y_{2}^{3}(k) y_{3}^{3}(k) y_{4}^{3}(k) y_{1}^{0}(k) y_{2}^{0}(k) y_{3}^{0}(k)\right]$,
where
$y_{1}^{i}(k)$ is the position of the electrode holder of the i-th electrode relative to the slag tap, m;
$y_{2}^{i}(k)$ is the active resistance of the i-th phase, $\mathrm{m} \Omega$;
$y_{3}^{i}(k)$ is the temperature under the arch at the i-th electrode, ${ }^{\circ} C$;


Figure 7: Estimations of the length and volume of the third electrode.


Figure 8: Estimations of the high of the working area.
$y_{4}^{i}(k)$ is the gathering of charge for the i-th electrode, T ;
$y_{1}^{0}(k)$ is the the average temperature under the roof of the entire furnace, ${ }^{\circ} \mathrm{C}$;
$y_{2}^{0}(k)$ is the current furnace capacity, T ;
$y_{3}^{0}(k)$ is the relative recoverability of the product, $\left(\% \mathrm{P}_{2} \mathrm{O}_{5}\right.$ in the batch $/ \% \mathrm{P}_{2} \mathrm{O}_{5}$ in the slag).

The matrices parameters $\Phi, \Gamma$ and $H$ are as follows

$$
\Phi=\left[\begin{array}{cccc}
\Phi_{1} & 0 & 0 & f_{01} \\
0 & \Phi_{1} & 0 & f_{01} \\
0 & 0 & \Phi_{1} & f_{01} \\
f_{10} & f_{10} & f_{10} & f_{00}
\end{array}\right], \Gamma=\left[\begin{array}{cccc}
\Gamma_{1} & 0 & 0 & 0 \\
0 & \Gamma_{1} & 0 & 0 \\
0 & 0 & \Gamma_{1} & 0 \\
0 & 0 & 0 & g_{00}
\end{array}\right], H=\left[\begin{array}{cccc}
H_{1} & 0 & 0 & h_{01} \\
0 & H_{1} & 0 & h_{01} \\
0 & 0 & H_{1} & h_{01} \\
H_{10} & H_{10} & H_{10} & h_{00}
\end{array}\right],
$$

where $\Phi_{1}=\left[\begin{array}{cc}a_{1} & -a_{2} \\ 0 & a_{4}\end{array}\right], f_{01}=\left[\frac{a_{3}}{a_{5}}\right], f_{10}=\left[\begin{array}{cc}0 & a_{6}\end{array}\right], f_{00}=a_{7}, g_{00}=\beta_{2}, \Gamma_{1}=$ $\left[\begin{array}{cc}1 & 0 \\ 0 & \beta_{1}\end{array}\right], H_{1}=\left[\begin{array}{cc}1 & 0 \\ \gamma_{2} & 0 \\ 0 & \gamma_{4} \\ 0 & \gamma_{6}\end{array}\right], h_{01}=\left[\begin{array}{c}\gamma_{1} \\ \gamma_{3} \\ \gamma_{5} \\ 0\end{array}\right], H_{10}=\left[\begin{array}{cc}0 & \gamma_{7} \\ 0 & \gamma_{9} \\ 0 & 0\end{array}\right], h_{00}=\left[\begin{array}{c}\gamma_{8} \\ 0 \\ \gamma_{10}\end{array}\right]$,
$\theta=\left[a_{1}, \ldots, a_{7}, \beta_{1}, \beta_{2}, \gamma_{1}, \ldots, \gamma_{10}\right]$. The parameters values are described in Table below:

| No. | Parameter | Physical di- <br> mension | Admissible values | Recommended initial <br> approximation |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $\alpha_{1}$ | - | $0.95-1.0$ | 0.999 |
| 2 | $\alpha_{2}$ | $1 / M^{2}$ | $0.0002-0.002$ | 0.001 |
| 3 | $\alpha_{3}$ | - | $0.0001-0.002$ | 0.001 |
| 4 | $\alpha_{4}$ | - | $0.0-1.0$ | 0.5 |
| 5 | $\alpha_{5}$ | $M^{2}$ | $0.0-1.0$ | 0.5 |
| 6 | $\alpha_{6}$ | $1 / M^{2}$ | $0.0001-0.005$ | 0.001 |
| 7 | $\alpha_{7}$ | - | $0.8-1.0$ | 0.9 |
| 8 | $\beta_{1}$ | $M^{3} / M W$ | $0.2-0.4$ | 0.28 |
| 9 | $\beta_{2}$ | $M / T$ | $0.004-0.0045$ | 0.0042 |
| 10 | $\gamma_{1}$ | - | $0.5-1.0$ | 0.75 |
| 11 | $\gamma_{2}$ | $m \Omega / M$ | $0.05-0.5$ | 0.1 |
| 12 | $\gamma_{3}$ | $m \Omega / M$ | $0.2-0.8$ | 0.5 |
| 13 | $\gamma_{4}$ | ${ }^{\circ} C / M^{3}$ | $1.0-10.0$ | 5.0 |
| 14 | $\gamma_{5}$ | ${ }^{\circ} C / M$ | $300-500$ | 400 |
| 15 | $\gamma_{6}$ | $t / M^{3}$ | $1.0-2.0$ | 1.5 |
| 16 | $\gamma_{7}$ | ${ }^{\circ} C / M^{3}$ | $1.0-10.0$ | 5 |
| 17 | $\gamma_{8}$ | ${ }^{\circ} C / M$ | $250-400$ | 300 |
| 18 | $\gamma_{9}$ | $T / M^{3}$ | $0.05-0.2$ | 0.1 |
| 19 | $\gamma_{10}$ | $1 / M$ | $20-40$ | 30 |

The initial values of states are: $\mathrm{x}=\left[\begin{array}{lllllll}5.25 & 25 & 5.18 & 20 & 5.36 & 22 & 1.5\end{array}\right]^{T}$; the number of samples is 600 samples; the input vector is generated as random signal in the interval $[-0.05,0.05]$; different faults scenarios are added to the input vectors. The simulation results are shown in figures below, in which Figure 4 represents the fault signals forms. Figure 5 shows that the algorithm starts tracking in the abnormal state in sample time number 100 for both states estimations and could not return to the normal operation even the input signal return without fault. Figures 6 to 8 show the switching between modes to track the changes in states directly after the abnormal operation is detected to start the fault tracking.

## 6 Conclusion

In this paper we proposed a multi-operational mode based on Bayes approach to select the best Kalman filter estimator. The estimation was focused on internal state estimation during the fault operation which may be caused by many different resources. The simulation fault testing inputs signals failure, which were lost by composed signals. The fault scenarios started at time sample 100 with different shapes and values for each input and ended at time sample 200. Another faults signals were inserted at time sample 400 and ended at time sample 500. From the simulation results of states estimations, we noted that the estimation of the lengths of the electrodes were very satisfied in which
most of estimations values were very near from the estimations in normal operation. The volume of the first electrode during the fault was not estimated correctly where a negative values was estimated. While the volumes of the second and third electrodes during the fault was estimated correctly. Finally, estimations of the high of the working area may be accepted with some error percentage. As a result the proposed algorithm provide a good results with some acceptable range of error during the faults operations.
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#### Abstract

The main goal of this work is the mathematical formulation, the analysis and the numerical simulation of a prey-predator model by taking into account the toxin produced by the phytoplankton species. The mathematical study of the model leads us to have an idea on the existence of solution, the existence of equilibria and the stability of the stationary equilibria. These results are obtained through the principle of comparison. Finally, the numerical simulations in two-dimensional allowed us to establish the formation of spatial patterns and a threshold of release of the toxin, above which we talk about the phytoplankton blooms.
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## 1 Introduction

Ecology and harmful toxic release in marine environment are major fields of study in their own right, but there are some common features of these systems. It is interesting and important from biological viewpoints to study ecological systems under the influence of the toxic substance release factors. However, this goal remains difficult to attain due to the complexity of natural systems, especially in the aquatic environment where many processes of all types interact with living organisms. The fundamental basis of all aquatic food chains is plankton, and phytoplankton in particular occupies the first trophic level and the fluctuations in its abundance determine the production of a whole marine

[^5]biological output. The dynamics of rapid (massive) increase or almost equally decrease of phytoplankton populations is a common feature in marine plankton ecology and is known as bloom. This phenomenon can occur in a matter of days and can disappear just as rapidly.

Several authors have argued that there has been a global increase in harmful phytoplankton blooms in recent decades, see $[7,14,24]$. The rapid massive growth of phytoplankton is, generally, caused by high nutrient levels and favorable conditions (water temperature, salinity levels, etc.). Herbivore grazing takes an important role in the bloom dynamics, see $[7,24,26]$. Toxic substances produced by phytoplankton species reduce the growth of zooplankton by decreasing grazing pressure and this is one of the important common phenomena in plankton ecology, see [10, 17, 22].

Within the broad perspective drawn above, the present paper explores and compares the coupled dynamics of phytoplankton and zooplankton in a number of mathematical models. The system of phytoplankton-zooplankton has attracted considerable attention from various fields of research, see $[10,21,25]$. It is an important issue in mathematical ecology. The literature abounds in models focusing on various aspects of the problem. Recently, the attention has been focused on the role of the space in explaining heterogeneity and the distribution of the species and the influence of the spatial structure on their abundance, $[10,17,29]$. However, the very question of the interactions between phytoplankton and zooplankton depending on space is far from being fully elucidated.

As part of our work, we will highlight a threshold value of the toxin released by phytoplankton below which the effect of the toxin influences less the dynamics of the zooplankton-fish system. The proposed model consists of two interactive component: zooplankton and toxin-producing phytoplankton that reduces the growth of zooplankton population. The model studied here is of the reaction-diffusion type describing the dynamics of the phytoplankton-zooplankton system in the sense of the works of F. Courchamp [8, 28].

The paper is organized as follows. As far as Section 3 is concerned, we will establish mathematical results such as the existence of a solution, stability of equilibria, persistence, relating to the constructed model in Section 2. Section 4 will be devoted to numerical experiments to illustrate the mathematical results. Finally, Section 5 is devoted to the conclusion and perspectives.

## 2 Mathematical Model

In this section, we propose a model to describe the dynamics of the phytoplanktonzooplankton system in the presence of toxin. We begin our modeling by a general model describing the dynamics of the prey-predator system, based on the equations with ordinary derivatives. And then we transform this model into a model of reaction-diffusion type while remaining in the logic of the work of F. Courchamp [8] and Bendahmane et al [5]. The aim is to take into account the effect of the toxin on the zooplanktonphytoplankton dynamics.

### 2.1 Original model formulation

Let $P$ be the density of the prey population and $Z$ be the density of the predator population. According to $[5,8,18,28]$, the general model at any time $T>0$ is written as
follows:

$$
\left\{\begin{array}{l}
\frac{d P}{d T}=\phi_{1}(P)-g_{2}(P, Z) Z  \tag{1}\\
\frac{d Z}{d T}=g_{3}(P, Z) Z-g_{4}(P, Z) Z
\end{array}\right.
$$

where

- $\phi_{1}, g_{2}, g_{3}, g_{4}$ are positive functions and $C^{\infty}$,
- $\phi_{1}(P)$ is the growth function of the prey population,
- $g_{2}(P, Z)$ is the amount of prey consumed by a predator per time unit,
- $g_{3}(P, Z)$ represents the rate of conversion of the prey into predator,
- $g_{4}(P, Z)$ is the predator mortality rate due to harmful prey consumption.

We continue our modeling by fixing the expressions of the functions intervening in the model (1), see [5, 8]. The dynamics of the system can be represented by the following figure:


Figure 1: The compartmental model of the zooplankton-phytoplankton system.

According to Figure 1, at any time $T>0$, the dynamics of the phytoplankton (prey)zooplankton (predator) system is governed by the following ODE system:

$$
\left\{\begin{array}{l}
\frac{d P}{d T}=r_{p} P-\alpha_{0} P^{2}-\frac{\alpha_{1} Z}{P+\gamma_{1}} P, \quad P(0)=P_{0} \geq 0  \tag{2}\\
\frac{d Z}{d T}=r_{z} Z-\theta_{p} Z-\frac{\alpha_{2} Z^{2}}{P+\gamma_{2}}, \quad Z(0)=Z_{0} \geq 0
\end{array}\right.
$$

where

- $r_{p}$ denotes the phytoplankton growth rates,
- $\alpha_{0}$ denotes the mortality rate due to competition between the individuals of the phytoplankton population,
- $\alpha_{1}$ is the maximum value that the reduction rate per individual phytoplankton can reach,
- $\alpha_{2}$ is the maximum value that the reduction rate per individual zooplankton can reach,
- $r_{z}$ denotes the zooplankton growth rates,
- $\theta_{p}$ is the rate of toxic phytoplankton consumed by zooplankton,
- $\gamma_{1}$ is the protection of prey $P$ from the environment,
- $\gamma_{2}$ is the protection of predator $Z$ from the environment.


### 2.2 A spatially structured model

Here, our aim is to introduce the notion of spatial structuring in the model. By considering the relationship between the climate and the diffusion of species and the fact of the existence of diffusion in population, system (1) is developed into a spatial system with diffusion. We expect to explore the effect of climate change on the plankton population by studying the spatial dynamics of the diffusion system. We will introduce the concept of spatial structure in the model, that is to say that the population densities depend now on the time and space. Diffusion models are a simple and reasonable choice for modeling dispersion of populations on a spatial domain, see [3,12,18,25]. Indeed, let $\delta_{0}(x)$ and $\delta_{1}(x)$ be respectively the diffusion terms of $P$ and $Z$. Based on the results established in $[5,8,28]$, the reaction-diffusion model associated with the model (1) can be modeled for $x \in \Omega$ as follows:

$$
\left\{\begin{array}{l}
\partial_{T} P-\operatorname{div}\left(\delta_{0}(x) \nabla P\right)=\phi_{1}(P)-g_{2}(P, Z) P  \tag{3}\\
\partial_{T} Z-\operatorname{div}\left(\delta_{1}(x) \nabla Z\right)=g_{3}(P, Z) Z-g_{4}(P, Z) Z
\end{array}\right.
$$

where $\Omega \subset \mathbb{R}^{n}(n \geq 1)$ is the spatial domain in which species occur. We consider the zero-flux boundary condition

$$
\delta_{i}(x) \nabla Q(x, t) \cdot \nu(x)=0, \quad i=0,1, \quad x \in \partial \Omega, \quad T>0
$$

for $Q=P, Z$, where $\nu$ is the unit normal vector to $\partial \Omega$ on $\Omega$, and the nonnegative initial and bounded conditions

$$
Q(x, 0)=Q_{0}(x)>0, \quad Q=P, Z \quad x \in \Omega .
$$

We make the following assumptions:
$\left(H_{1}\right)$ : all demographic parameters of the system (2) are positive constants,
$\left(H_{2}\right)$ : the diffusion coefficients of the system (3) are independent of the spatial variable.
By considering $\delta_{0}(x)=\delta_{0}, \delta_{1}(x)=\delta_{1}$, and taking into account the hypotheses $\left(H_{1}\right)$ and $\left(H_{2}\right)$, the model (3) obtained previously is written as:

$$
\left\{\begin{array}{l}
\frac{\partial P}{\partial T}=\left(r_{p}-\alpha_{0} P-\frac{\alpha_{1} Z}{P+\gamma_{1}}\right) P+\delta_{0} \Delta P  \tag{4}\\
\frac{\partial Z}{\partial T}=\left(r_{z}-\theta_{p}-\frac{\alpha_{2} Z}{P+\gamma_{2}}\right) Z+\delta_{1} \Delta Z \\
Q(x, 0)=Q_{0}(x)>0, \quad Q=P, Z, \quad x \in \Omega
\end{array}\right.
$$

## 3 Mathematical Results

In this section, we aim to establish the mathematical results of the system (4). The mathematical results are based on the works [5, 6, 25].

### 3.1 Reduction of model parameters

To simplify the writing, we will make changes of variables in the following way:
$r=r_{z}-\theta_{p}, \quad t=r_{p} T, \quad U_{1}(t)=\frac{\alpha_{0}}{r_{p}} P(T), \quad U_{2}(t)=\frac{\alpha_{0} \alpha_{2}}{r_{p} r} Z(T)$,
$a=\frac{r \alpha_{1}}{r_{p} \alpha_{2}}, \quad b=\frac{r}{r_{p}}, \quad d_{1}=\frac{\alpha_{0} \gamma_{1}}{r_{p}}, \quad d_{2}=\frac{\alpha_{0} \gamma_{2}}{r_{p}}$,
$x=X\left(\frac{r_{p}}{\delta_{0}}\right)^{\frac{1}{2}}, \quad y=Y\left(\frac{r_{p}}{\delta_{0}}\right)^{\frac{1}{2}}, \quad d_{z}=\frac{\delta_{1}}{\delta_{0}}$.
Thus, the systems (2) and (4) can be written respectively as follows:

$$
\left\{\begin{array}{l}
\frac{d E_{1}}{d t}=\left(1-E_{1}-\frac{a E_{2}}{E_{1}+d_{1}}\right) E_{1}=f\left(E_{1}, E_{2}\right)  \tag{5}\\
\frac{d E_{2}}{d t}=b\left(1-\frac{E_{2}}{E_{1}+d_{2}}\right) E_{2}=g\left(E_{1}, E_{2}\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\frac{\partial U_{1}}{\partial t}=\left(1-U_{1}-\frac{a U_{2}}{U_{1}+d_{1}}\right) U_{1}+\Delta U_{1}=f\left(U_{1}, U_{2}\right)+\Delta U_{1}  \tag{6}\\
\frac{\partial U_{2}}{\partial t}=b\left(1-\frac{U_{2}}{U_{1}+d_{2}}\right) U_{2}+d_{z} \Delta U_{2}=g\left(U_{1}, U_{2}\right)+d_{z} \Delta U_{2}
\end{array}\right.
$$

### 3.2 Existence and boundedness of solution

Before stating the boundedness of the solution, we give the local existence of the solution. The following theorem ensures the existence and uniqueness of the local solution of the system (4).

Theorem 3.1 [1, 2] The system (4) has a unique local solution $\left(U_{1}(., t), U_{2}(., t)\right)$ under the condition $0 \leq t<T_{\max }$, where $T_{\max }$ depends on nonnegative initial data $U_{01}(x)$ and $U_{02}(x)$.

The following theorem ensures the global solution existence for the system (6).
Theorem 3.2 For any regular positive functions $U_{01}(x) \leq 1$ and $U_{02}(x)$, the system (6) admits a global solution $\left(U_{1}(., t), U_{2}(., t)\right)$ for any $t>0$.

Proof: Indeed:

- on the one hand, we have $U_{1}(x, t) \geq 0$ and $U_{2}(x, t) \geq 0$ because 0 is the sub-solution of each equation of the system (6).
- on the other hand, $U_{1}$ satisfies the following problem:

$$
\left\{\begin{array}{l}
\frac{\partial U_{1}(x, t)}{\partial t} \leq U_{1}\left(1-U_{1}\right)+\Delta U_{1}  \tag{7}\\
\frac{\partial U_{1}}{\partial \nu}=0, t>0 \\
U_{1}(x, 0)=U_{01}(x) \leq U_{01} \equiv \max _{\bar{\Omega}} U_{01}(x), x \in \Omega
\end{array}\right.
$$

According to the principle of comparison, we have $U_{1}(x, t) \leq U(t) \leq 1$, where $U(t)=\frac{U_{0}}{U_{0}+\left(1-U_{0}\right) e^{-t}}$ is the solution of the problem

$$
\begin{equation*}
\frac{\partial U}{\partial t}=U(1-U), \quad U(0)=U_{0} \leq 1 \tag{8}
\end{equation*}
$$

In the same order $U_{2}$ satisfies

$$
\frac{\partial U_{2}}{\partial t}=b\left(1-\frac{U_{2}}{U_{1}+d_{2}}\right) U_{2}+d_{z} \Delta U_{2}
$$

and we obtain the following inequality:

$$
\frac{\partial U_{2}}{\partial t} \leq \frac{d E_{2}}{d t}
$$

where $E_{2}$ is a solution of the second equation of the system (5) with the initial condition $E_{2}(0)=\max _{\bar{\Omega}} U_{02}(x)$.

$$
\frac{\partial U_{2}}{\partial t} \leq \frac{d E_{2}}{d t}+\frac{d E_{1}}{d t}
$$

Let us denote by $\sigma=E_{2}+E_{1}$, we deduce that

$$
\frac{\partial U_{2}}{\partial t} \leq \frac{d \sigma}{d t} \leq \frac{5}{4}+\frac{(1+b)^{2}\left(1+d_{2}\right)}{4 b}-\sigma
$$

Using the Gronwall lemma, see $[10,18,29]$, we deduce that $U_{2} \leq \frac{5}{4}+$ $\frac{(1+b)^{2}\left(1+d_{2}\right)}{4 b}$. Thus, the solutions $U_{1}$ and $U_{2}$ are bounded.

The following theorem ensures the boundedness of the system (6).
Theorem 3.3 The domain $\mathbb{R}^{+} \times \mathbb{R}^{+}$is positively invariant for the system (6). Furthermore, any solution of the system (6) whose initial condition is in $\mathbb{R}^{+} \times \mathbb{R}^{+}$converges to the set defined by $S_{1}=[0,1] \times\left[0, \frac{5}{4}+\frac{(1+b)^{2}\left(1+d_{2}\right)}{4 b}\right]$.

Proof: For the initial condition $\left(U_{01}(x), U_{02}(x)\right)$ of the system (6), we have

$$
\begin{aligned}
& 0 \leq U_{1} \leq E_{1}, \quad E_{1}(0)=\max _{\bar{\Omega}} U_{01}(x), \\
& 0 \leq U_{2} \leq E_{2}, \quad E_{2}(0)=\max _{\bar{\Omega}} U_{02}(x)
\end{aligned}
$$

On the other hand, according to $[3,13]$, we have
$\varlimsup_{t \longrightarrow+\infty} E_{1}(t) \leq 1, \quad \varlimsup_{t \longrightarrow+\infty}\left(E_{1}(t)+E_{2}(t)\right) \leq \frac{5}{4}+\frac{(1+b)^{2}\left(1+d_{2}\right)}{4 b}$.

### 3.3 Analysis of stationary solutions

Now, we study the existence of positive equilibrium states of the system (6). Let us consider the following system:

$$
\begin{cases}\left(1-U_{1}-\frac{a U_{2}}{U_{1}+d_{1}}\right) U_{1}+\Delta U_{1}=0, & x \in \Omega  \tag{9}\\ b\left(1-\frac{U_{2}}{U_{1}+d_{2}}\right) U_{2}+d_{z} \Delta U_{2}=0, & x \in \Omega \\ \frac{\partial U_{1}}{\partial \nu}=\frac{\partial U_{2}}{\partial \nu}=0\end{cases}
$$

Then, $\left(U_{1}, U_{2}\right)$ is a positive equilibrium state of the system (6) if it satisfies the system (9).

Remark 3.1 Let $V_{1}(x)=\left(\bar{U}_{1}(x), \bar{U}_{2}(x)\right)$ and $V_{2}(x)=\left(\underline{U}_{1}(x), \underline{U}_{2}(x)\right)$. According to [4], $V_{1}(x)$ is an over-solution and $V_{2}(x)$ is a sub-solution of the system (9) if we have

$$
\frac{\bar{U}_{1}}{\partial \nu} \geq 0 \geq \frac{U_{1}}{\partial \nu} \quad \text { on } \quad \partial \Omega, \quad \frac{\bar{U}_{2}}{\partial \nu} \geq 0 \geq \frac{\underline{U}_{2}}{\partial \nu} \quad \text { on } \quad \partial \Omega,
$$

and

$$
\begin{gather*}
-\Delta \bar{U}_{1}-\bar{U}_{1}\left(1-\bar{U}_{1}-\frac{a \underline{U}_{2}}{\bar{U}_{1}+d_{1}}\right) \geq 0 \geq-\Delta \underline{U}_{1}-\underline{U}_{1}\left(1-\underline{U}_{1}-\frac{a \bar{U}_{2}}{\underline{U}_{1}+d_{2}}\right)  \tag{10}\\
-\Delta \bar{U}_{2}-b \bar{U}_{2}\left(1-\frac{\underline{U}_{2}}{\bar{U}_{1}+d_{2}}\right) \geq 0 \geq-\Delta \underline{U}_{2}-b \underline{U}_{2}\left(1-\frac{\underline{U}_{2}}{\underline{U}_{1}+d_{2}}\right) \tag{11}
\end{gather*}
$$

Let us consider the following conditions

$$
\begin{equation*}
a<1, \quad d_{1}-a+1-A>0, \tag{12}
\end{equation*}
$$

where $A$ is an over-solution of the second equation of the system (9).
Theorem 3.4 [6, 12] If the conditions (12) are satisfied, then the system (9) admits at least one positive solution $\left(U_{1}(x), U_{2}(x)\right)$.

Proof: We write the system (9) as follows:

$$
\left\{\begin{array}{l}
-\Delta U_{1}=\left(1-U_{1}+\frac{a U_{2}}{U_{1}+d_{1}}\right) U_{1}=f\left(U_{1}, U_{2}\right), \quad x \in \Omega  \tag{13}\\
-d_{z} \Delta U_{2}=\left(1-\frac{U_{2}}{U_{1}+d_{2}}\right) U_{2}=g\left(U_{1}, U_{2}\right) \quad x \in \Omega \\
\frac{\partial U_{1}}{\partial \nu}=\frac{\partial U_{2}}{\partial \nu}=0
\end{array}\right.
$$

If $U_{1} \geq 0, U_{2} \geq 0$, we obtain

$$
\frac{\partial f}{\partial U_{2}}=\frac{-a U_{1}}{U_{1}+d_{1}} \leq 0, \quad \frac{\partial g}{\partial U_{2}}=\frac{b U_{2}^{2}}{\left(U_{1}+d_{2}\right)^{2}} \geq 0
$$

This means that the function $f$ is quasi-monotone decreasing and the function $g$ is quasimonotone increasing. The system (9) is then called a quasi-monotonic mixed system.

We will now construct a pair of over-solution and sub-solution of the system (9) that we denote respectively by $V_{1}(x)=\left(\bar{U}_{1}(x), \bar{U}_{2}(x)\right)$ and $V_{2}(x)=\left(\underline{U}_{1}(x), \underline{U}_{2}(x)\right)$.

Let $\bar{U}_{1}(x)=1$, then for every $\bar{U}_{2} \geq 0$, the first inequality of (10) is satisfied. By fixing $A$ such that $A \geq \frac{5}{4}+\frac{(1+b)^{2}\left(1+d_{2}\right)}{4 b}$ and by considering $\bar{U}_{2}(x)=A$, the inequality of (11) is satisfied. If we consider that $\bar{U}_{2}(x)=A$, the second inequality of (10) becomes

$$
-\Delta \underline{U}_{1}-\underline{U}_{1}\left(1-\underline{U}_{1}-\frac{a A}{\underline{U}_{1}+d_{2}}\right) \leq 0
$$

Let $\underline{U}_{1}(x)$ be the strictly positive solution of the following system:

$$
\left\{\begin{array}{l}
\Delta \underline{U}_{1}-\underline{U}_{1}\left(1-\underline{U}_{1}-\frac{a A}{\underline{U}_{1}+d_{2}}\right)=0  \tag{14}\\
\frac{\partial \underline{U}_{1}}{\partial \nu}=0
\end{array}\right.
$$

We will show that if the conditions $a<1$ and $d_{2}-a+1-M>0$ are satisfied, then the system (14) will admit a positive solution. If $a<1$ and $d_{2}-a+1-A>0$, then one can easily verify that $(1 ; 1-a)$ is a pair of over-solution and sub-solution of the equation (14). This equation admits a positive solution $\underline{U}_{1}(x)$ which checks $1-a \leq \underline{U}_{1}(x) \leq 1$. Obviously, we have $\bar{U}_{1}(x) \geq \underline{U}_{1}(x)$.

We take arbitrarily $\bar{U}_{1}(x), \underline{U}_{1}(x)$ and $\bar{U}_{2}(x)$. If $d_{2}-a+1-A>0$, then we can choose $\underline{U}_{2}(x)$ constant positive and small enough so that the following inequality is satisfied:

$$
-\Delta \underline{U}_{2}-b \underline{U}_{2}\left(1-\frac{\underline{U}_{2}}{\underline{U}_{1}+d_{2}}\right) \leq 0
$$

Note that this inequality is satisfied as soon as $0<\underline{U}_{2}<1-a-d_{2}$. Thus we build a pair of over-solution and sub-solution $\left(\bar{U}_{1}(x), \bar{U}_{2}(x)\right)$ and $\left(\underline{U}_{1}(x), \underline{U}_{2}(x)\right)$ of the system (9).

Thus, the system (9) admits at least one solution $\left(U_{1}(x), U_{2}(x)\right)$ which satisfies

$$
\underline{U}_{1}(x) \leq U_{1}(x) \leq \bar{U}_{1}(x), \quad \underline{U}_{2}(x) \leq U_{2}(x) \leq \bar{U}_{2}(x)
$$

### 3.4 Stability of homogeneous stationary solutions

The following result gives the stationary states and their stability condition for the system (6).

Proposition 3.1 [3, 13, 29]
(i) $E_{0}=(0,0)$ is the trivial state. This equilibrium is unstable.
(ii) $E_{1}=(1,0)$ is an equilibrium point. This equilibrium is unstable.
(iii) $E_{2}=\left(0, d_{2}\right)$ is an equilibrium point. This state is unstable if $d_{1}>a d_{2}$ and stable if $d_{1}<a d_{2}$

For the proof of the local stability of $E_{i}$, we consider the eigenvalue problem of the corresponding linearized operator, see $[3,4,13,28,29]$. In fact, we consider $\left(U_{1}(x, t), U_{2}(x, t)\right)$ the solution of the system (6), then, we have

$$
\left(U_{1}(x, t), U_{2}(x, t)\right)=E_{i}+W(x, t)=E_{i}+\left(w_{1}(x, t), w_{2}(x, t)\right)
$$

We will make the following hypothesis:
$\left(H_{3}\right): \quad a \geq \frac{1}{2}$ and $0<d_{1}<\bar{d}_{1}$ with $\bar{d}_{1}=-(a+1)+\sqrt{\xi}, \xi=(a+1)^{2}+2 a(1+2 a)-1$.

Theorem 3.5 [6, 12, 27, 29] The interior equilibrium point $E_{3}=\left(U_{1}^{*}, U_{2}^{*}\right)$ of the system (6) is stable if the hypothesis $\left(H_{3}\right)$ is satisfied.

With regard to the analysis of the global stability of the interior equilibrium state, we will make the following hypothesis:
$\left(H_{4}\right): \quad 1 \leq d_{1} \leq d_{2}$.
Theorem 3.6 Suppose that $\left(H_{4}\right)$ is satisfied, then the equilibrium $\left(U_{1}^{*}, U_{2}^{*}\right)$ of the system (9) is globally asymptotically stable.

Proof: Let us consider the functions $l$ and $L$ defined by

$$
\begin{gathered}
l\left(U_{1}, U_{2}\right)=\int_{U_{1}^{*}}^{U_{1}} \frac{\left(\eta-U_{1}^{*}\right)\left(\eta+d_{1}\right)}{a \eta\left(\eta+d_{2}\right)} d \eta+\frac{U_{1}^{*}+d_{2}}{b U_{2}^{*}} \int_{U_{2}^{*}}^{U_{2}} \frac{\eta-U_{2}^{*}}{\eta} d \eta \\
L\left(U_{1}, U_{2}\right)=\int_{\Omega} l\left(U_{1}, U_{2}\right) d x=\int_{\Omega}\left(\int_{U_{1}^{*}}^{U_{1}} \frac{\left(\eta-U_{1}^{*}\right)\left(\eta+d_{1}\right)}{a \eta\left(\eta+d_{2}\right)} d \eta+\frac{U_{1}^{*}+d_{2}}{b U_{2}^{*}} \int_{U_{2}^{*}}^{U_{2}} \frac{\eta-U_{2}^{*}}{\eta} d \eta\right) d x
\end{gathered}
$$

Our goal is to show that $L$ is a Lyapunov function, with a negative orbital derivative. For any solution $\left(U_{1}, U_{2}\right)$ of (6) whose initial condition $\left(U_{01}(x), U_{02}(x)\right)$ is in the positive quadrant, $L\left(U_{1}, U_{2}\right)$ is positive. Moreover, $L\left(U_{1}, U_{2}\right)=0$ if and only if $\left(U_{1}, U_{2}\right)=$ $\left(U_{1}^{*}, U_{2}^{*}\right)$. It remains to prove the following inequality $\frac{d L}{d t}<0$.

Indeed,

$$
\begin{align*}
& \frac{d L}{d t}=\int_{\Omega}\left(\frac{\left(U_{1}-U_{1}^{*}\right)\left(U_{1}+d_{1}\right)}{a U_{1}\left(U_{1}+d_{2}\right)}\right)\left(\Delta U_{1}+U_{1}\left(1-U_{1}\right)-\frac{a U_{1} U_{2}}{U_{1}+d_{1}}\right) d x \\
& +\int_{\Omega} \frac{U_{1}^{*}+d_{2}}{b U_{2}^{*}} \frac{U_{2}-U_{2}^{*}}{U_{2}}\left(d_{z} \Delta U_{2}+b\left(1-\frac{U_{2}}{U_{1}+d_{2}}\right) U_{2}\right) d x \\
& =\int_{\Omega}\left(\frac{\left(U_{1}-U_{1}^{*}\right)\left(U_{1}+d_{1}\right)}{a U_{1}\left(U_{1}+d_{2}\right)}\right)\left(U_{1}\left(1-U_{1}\right)-\frac{a U_{1} U_{2}}{U_{1}+d_{1}}\right) d x  \tag{15}\\
& +\int_{\Omega} \frac{U_{1}^{*}+d_{2}}{b U_{2}^{*}} \frac{U_{2}-U_{2}^{*}}{U_{2}} b U_{2}\left(1-\frac{U_{2}}{U_{1}+d_{2}}\right) d x \\
& +\int_{\Omega}\left(\Delta U_{1} \frac{\left(U_{1}-U_{1}^{*}\right)\left(U_{1}+d_{1}\right)}{a U_{1}\left(U_{1}+d_{2}\right)}+d_{z} \Delta U_{2} \frac{U_{1}^{*}+d_{2}}{b U_{2}^{*}} \frac{U_{2}-U_{2}^{*}}{U_{2}}\right) d x
\end{align*}
$$

Let us denote by $T_{1}$ the first two right terms of the equality (15) and by $T_{2}$ the last term on the right. After a simple calculation followed by a reduction, $T_{1}$ becomes:

$$
\begin{equation*}
T_{1}=-\int_{\Omega}\left(\left(U_{1}+U_{1}^{*}+d_{1}-1\right) \frac{\left(U_{1}-U_{1}^{*}\right)^{2}}{a\left(U_{1}+d_{2}\right)}+\frac{\left(U_{2}-U_{2}^{*}\right)^{2}}{U_{1}+d_{2}}\right) d x \tag{16}
\end{equation*}
$$

By the green formula, $T_{2}$ becomes

$$
\begin{align*}
& T_{2}=-\int_{\Omega}\left(\left|\nabla U_{1}\right|^{2} \frac{d}{d U_{1}}\left(\frac{\left(U_{1}-U_{1}^{*}\right)\left(U_{1}+d_{1}\right)}{a U_{1}\left(U_{1}+d_{2}\right)}\right)\right. \\
& \left.+d_{z} \frac{U_{1}^{*}+d_{2}}{b U_{2}^{*}}\left|\nabla U_{2}\right|^{2} \frac{d}{d U_{2}}\left(\frac{U_{2}-U_{2}^{*}}{U_{2}}\right)\right) d x \\
& =-\int_{\Omega}\left(\left|\nabla U_{1}\right|^{2}\left(\frac{d_{2}-d_{1}+1+U_{1}^{*}}{a\left(U_{1}+d_{2}\right)^{2}}+\frac{U_{1}^{*} d_{1}\left(2 U_{1}+d_{2}\right)}{a\left(U_{1}^{2}+d_{2} U_{1}\right)^{2}}\right)\right.  \tag{17}\\
& \left.+d_{z} \frac{U_{1}^{*}+d_{2}}{b U_{2}^{*}}\left|\nabla U_{2}\right|^{2} \frac{U_{2}^{*}}{U_{2}^{2}}\right) d x
\end{align*}
$$

According to the expressions of $T_{1}$ and $T_{2}$, we have $\frac{d L}{d t}\left(U_{1}, U_{2}\right)<0$.
Therefore, according to the LaSalle's theorem [7], the equilibrium point $\left(U_{1}^{*}, U_{2}^{*}\right)$ is globally asymptotically stable.

## 4 Numerical Results

In this section, we perform extensive numerical simulations of the spatial model system (9) in two dimensional space using the forward finite difference method. The set of parameter values used for the numerical simulation is given in Table 1, see [5, 9, 11, 12]. Here, the system is studied on a spatial domain $\Omega=[0,50] \times[0,50]$. It is assumed that the zooplankton and phytoplankton populations are spread over the whole domain at the beginning. These results show that for every strictly positive initial condition, under the assumptions $(H 1)-(H 4)$, the non-homogeneous equilibrium is always globally asymptotically stable.

| Param | Description | Values | Refs |
| :--- | :--- | :--- | :--- |
| $r_{p}$ | the natural growth-rate of phytoplankton | 1.58 | $[9,20]$ |
| $\delta_{0}$ | diffusivity coefficient of $P$ | 5 | $[9,20]$ |
| $\delta_{1}$ | diffusivity coefficient of $Z$ | 600.5 | $[5]$ |
| $\alpha_{0}$ | mortality rate due to competition between the individuals of $P$ | 0.30 | $[9]$ |
| $\gamma_{1}$ | the protection of prey $P$ from the environment | 0.00661 | $[5]$ |
| $r_{z}$ | the zooplankton growth rates | 0.25 | $[9]$ |
| $\alpha_{2}$ | maximum value of the reduction rate per individual of $Z$ | 0.26 | $[9]$ |
| $\gamma_{2}$ | the protection of predator $Z$ from the environment | 0.231 | $[15]$ |
| $P_{0}$ | initial condition of the phytoplankton | 150 | $[16]$ |
| $F_{0}$ | initial condition of the zooplankton | 100 | $[15]$ |

Table 1: Parameters values for the numerical simulation of the system.

### 4.1 Pattern formation

Here, we will illustrate the mathematical predictions, by numerical simulations, concerning the behavior of the dynamics under the hypotheses $\left(H_{1}\right)-\left(H_{4}\right)$. The qualitative results of different pattern formations due to the variation of $\alpha_{1}$ are shown. We consider the value of released toxin $\theta_{p}=0.06$. These numerical results show that for every strictly positive initial condition, under the assumptions $\left(H_{1}\right)-\left(H_{4}\right)$, the non-homogeneous equilibrium is always globally asymptotically stable. Figure $2-7$ show the spatial structures formation for the two species described in (9). This numerical results confirm the mathematical results for the existence of positive equilibrium and its stability according to the values of $\alpha_{1}$. In this case, we will speak of a subsistence phenomenon of the zooplankton population.


Figure 2: Spatial distribution of the two species, zooplankton and phytoplankton, if we consider in the system $\alpha_{1}=0.125$ and $d_{z}=120.1$.


Figure 3: Spatial distribution of the two species, zooplankton and phytoplankton, if we consider in the system $\alpha_{1}=0.195$ and $d_{z}=120.1$.

Remark 4.1 From a biological point of view, these results (Figure 2-7) show that there is coexistence between the two populations despite the release of the toxin into the aquatic environment. This means that despite the harmful effects of the toxin released by phytoplankton, the zooplankton population persists.


Figure 4: Spatial distribution of the two species, zooplankton and phytoplankton, if we consider in the system $\alpha_{1}=0.198$ and $d_{z}=120.1$.


Figure 5: Spatial distribution of the two species, zooplankton and phytoplankton if we consider in the system $\alpha_{1}=0.205$ and $d_{z}=120.1$.


Figure 6: Spatial distribution of the two species, zooplankton and phytoplankton, if we consider in the system $\alpha_{1}=0.23$ and $d_{z}=120.1$.


Figure 7: Spatial distribution of the two species, zooplankton and phytoplankton, if we consider in the system $\alpha_{1}=0.26$ and $d_{z}=120.1$.

### 4.2 Analysis of the dynamics behavior with toxin effect

We continue our numerical study in this sub-section to look at the dynamics behavior of the system by considering different values of the toxin parameter. Here, we consider that $\alpha_{1}=0.25$. The numerical simulations show that after a transitional phase, the equilibrium can be established with coexistence of the two populations. Figure $8-11$ show the behavior of the two populations. As a biological interpretation we can say that if the toxin is released below this value the impact is not significant on the zooplankton population (Figure $8-10$ ). In fact, the effect does not disrupt the survival of other species. Figure 11 shows the spatial distributions of the two populations. A less dense distribution of the zooplankton population than the previous one was observed. This explains the considerable decrease of these species due to the increase in the number of toxic phytoplankton. There is a strong distribution of the phytoplankton population. Since the distribution is high, this explains the release of the toxin in large quantities by this population. This period corresponds to the phytoplankton bloom.


Figure 8: Dynamics behavior of the two species with $\alpha_{1}=0.26, \quad d_{z}=120.1$ and $\theta_{p}=0.2$


Figure 9: Dynamics behavior of the two species with $\alpha_{1}=0.26, \quad d_{z}=120.1$ and $\theta_{p}=0.35$.


Figure 10: Dynamics behavior of the two species with $\alpha_{1}=0.26, d_{z}=120.1$ and $\theta_{p}=0.504$.


Figure 11: Dynamics behavior of the two species with $\alpha_{1}=0.26, \quad d_{z}=120.1$ and $\theta_{p}=1.4$.

## 5 Conclusion

In this paper, our interest is the formulation of a reaction-diffusion model to represent the dynamics of zooplankton and phytoplankton population by taking into account the effect of the toxin. The model construction is derived from an ODE system by considering an isotropic distribution as in $[5,8]$. It should be noted that we consider diffusion independently of the spatial variable in the construction of the reaction-diffusion model. The mathematical results allowed us to establish conditions of existence of equilibrium which depend on the demographic parameters. We also gave some results about the stability of the stationary equilibria and we established the conditions on the non existence of the equilibrium with strictly positive components.

We continued our study through numerical experiments in order to confirm our mathematical results. The numerical results have yielded interesting results on the effect of the toxin on the dynamics. This is why we are led to conclude that the release of the toxin under certain conditions, in the aquatic environment contributes to the regulation of the system. The phytoplankton bloom was observed during our simulations and is in perfect agreement with the biological observations.

Despite of important results on this dynamics, in order to further our study, we consider, for our future work, to clearly subdivide the phytoplankton population into toxic phytoplankton and non-toxic phytoplankton to extend our results to these types of cross-diffusion system.
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#### Abstract

In this paper, we attempt to investigate the boundedness of a new hyperchaotic system using the combination of the Lyapunov stability theory with the comparison principle method. Furthermore, explicit estimation of the two-dimensional parabolic ultimate bound with respect to x-z is established. Finally, a linear feedback approach with one input is used to realize the global synchronization of two fourdimesional hyperchaotic systems. Some numerical simulations are also used to verify the effectiveness and correctness of the proposed scheme.
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## 1 Introduction

Hyperchaotic systems are dissipative nonlinear dynamical systems with more than one positive Lyapunov exponent. The Lyapunov exponent of a chaotic system is a measure of the divergence of points which are initially very close and this can be used to quantify chaotic systems. So, the hyperchaos may be more useful in some fields such as communication encryption, and so forth.

An important paradigm of a 3-D chaotic system was discovered by Lorenz [7] while he was studying a 3-D weather model. Subsequently, many chaotic systems have attracted tremendous research interest, and many chaotic and hyperchaotic systems have been presented.

Chaotic systems are ultimately bounded. Thus, the phase portraits of the systems will be ultimately trapped in some compact sets. The ultimate boundedness of a chaotic

[^6]system is very important for the study of the qualitative behavior of a chaotic system. In fact, except for the stability property, boundedness is also one of the foundational concepts of dynamical systems, which plays an important role in investigating the uniqueness of equilibrium, global asymptotic stability, global exponential stability, the existence of the periodic solution, its control and synchronization and so on. Furthermore, it can be applied in estimating the fractal dimensions of chaotic attractors, such as the Hausdorff dimension and the Lyapunov dimension of chaotic attractors [3].

Ultimate bound estimation of chaotic systems is a difficult yet interesting mathematical question. At present, several works on this topic were realized for some 3D and 4D dynamical systems, see $[2,4-6,8-12,14,15]$.

Recently, Chen Hai-tao, Chen Di-yi and Ma Xiao-yi [1] introduced the following new system

$$
\left\{\begin{array}{l}
x^{\prime}=\alpha(y-x)  \tag{1}\\
y^{\prime}=\gamma x-x z-y \\
z^{\prime}=x y-\beta z \\
w^{\prime}=-x-\alpha w
\end{array}\right.
$$

where $(\alpha, \beta, \gamma) \in \mathbb{R}^{3}$ is a vector parameter. When $\alpha=5, \beta=0.7, \gamma=26$, system (1) has a hyperchaotic attractor. Fig. 1. shows the phase portraits of system (1).

In this paper, we firstly investigate the boundedness for this new hyperchaotic system using a combination of Lyapunov stability theory with the comparison principle method. In addition, the two-dimensional parabolic ultimate bound with respect to $x-z$ is established.

Synchronization of chaotic systems has become an important topic in nonlinear science not only for its importance in theory but also for its potential applications in various areas, for example, secure communication, chemical and biomedical science, life science, electromechanical engineering and so on. During the last decades, many methods have been successfully applied to chaos synchronization such as PC method, linear feedback control, adaptive control, backstepping design, active control and nonlinear control, etc.

In this paper, based on the bounds previously obtained, we use linear feedback control with one input to realize global synchronization between two identical hyperchaotic systems.

The rest of this paper is organized as follows. In Section 2, we study the boundedness of the hyperchaotic systems (1). In Section 3, the two-dimensional bound estimation with respect to $x-z$ is established. In Section 4, our outcomes are applied between the master system and the slave system to the study of completely chaos synchronization. In Section 5, numerical simulation is presented to show the effectiveness of our results. Section 6 is the conclusion of the paper.


Fig. 1: Phase portrait of the system (1) in the $x-y-z$ space with parameters $\alpha=5, \beta=0.7, \gamma=26$.

## 2 Bounds for Solutions of the New Hyperchaotic System

Lemma 2.1 [5] Define a set

$$
\begin{equation*}
\Gamma=\left\{(x, y, z) / \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{(z-c)^{2}}{c^{2}}=1, a>0, b>0, c>0\right\} \tag{2}
\end{equation*}
$$

and $G=x^{2}+y^{2}+z^{2}, H=x^{2}+y^{2}+(z-2 c)^{2},(x, y, z) \in \Gamma$. Then we have

$$
\max _{(x, y, z) \in \Gamma} G=\max _{(x, y, z) \in \Gamma} H=\left\{\begin{array}{l}
\frac{a^{4}}{a^{2}-c^{2}}, a \geq b, a \geq \sqrt{2} c  \tag{3}\\
4 c^{2}, a<\sqrt{2} c, b<\sqrt{2} c \\
\frac{b^{4}}{b^{2}-c^{2}}, b>a, b \geq \sqrt{2} c
\end{array}\right.
$$

Theorem 2.1 For $\alpha>0, \beta>0, \gamma>0$ the following set

$$
\begin{equation*}
\Omega=\left\{(x, y, z, w) / x^{2}+y^{2}+(z-\alpha-\gamma)^{2} \leq R^{2}, w^{2} \leq \frac{R^{2}}{\alpha^{2}}\right\} \tag{4}
\end{equation*}
$$

is the bound for system (1), where

$$
R^{2}=\left\{\begin{array}{l}
\frac{\beta^{2}(\alpha+\gamma)^{2}}{4 \alpha(\beta-\alpha)}, \text { if } \beta \geq 2 \alpha, \alpha \leq 1  \tag{5}\\
(\alpha+\gamma)^{2}, \text { if } \beta<2 \alpha, \beta<2 \\
\frac{\beta^{2}(\alpha+\gamma)^{2}}{4(\beta-1)}, \text { if } \alpha>1, \beta \geq 2
\end{array}\right.
$$

Proof. Construct the following Lyapunov function

$$
\begin{equation*}
V(x, y, z)=x^{2}+y^{2}+(z-\alpha-\gamma)^{2} \tag{6}
\end{equation*}
$$

Then, its time derivative along the orbits of system (1) is

$$
\begin{equation*}
\dot{V}=2 x \dot{x}+2 y \dot{y}+2(z-\alpha-\gamma) \dot{z}=-2 \alpha x^{2}-2 y^{2}-2 \beta\left(z-\frac{\alpha+\gamma}{2}\right)^{2}+\beta \frac{(\alpha+\gamma)^{2}}{2} \tag{7}
\end{equation*}
$$

Therefore, $V=0$, that means, the surface

$$
\begin{equation*}
\Gamma=\left\{(x, y, z) / \frac{x^{2}}{\frac{\beta(\alpha+\gamma)^{2}}{4 \alpha}}+\frac{y^{2}}{\frac{\beta(\alpha+\gamma)^{2}}{4}}+\frac{\left(z-\frac{\alpha+\gamma}{2}\right)^{2}}{\frac{(\alpha+\gamma)^{2}}{4}}=1\right\} \tag{8}
\end{equation*}
$$

is an ellipsoid in three-dimensional space. Outside $\Gamma, \dot{V}<0$, while inside $\Gamma, \dot{V}>0$. Since the function $V=x^{2}+y^{2}+(z-\alpha-\gamma)^{2}$ is continuous on the closed set $\Gamma, V$ can reach its maximum on the surface $\Gamma$. Next, we use Lemma 1 and obtain the optimal value of $V$ on $\Gamma$.

$$
V \leq \max _{(x, y, z) \in \Gamma} V=R^{2}=\left\{\begin{array}{l}
\frac{\beta^{2}(\alpha+\gamma)^{2}}{4 \alpha(\beta-\alpha)}, \text { if } \beta \geq 2 \alpha, \alpha \leq 1  \tag{9}\\
(\alpha+\gamma)^{2}, \text { if } \beta<2 \alpha, \beta<2 \\
\frac{\beta^{2}(\alpha+\gamma)^{2}}{4(\beta-1)}, \text { if } \alpha>1, \beta \geq 2
\end{array}\right.
$$

Thus, we have

$$
\begin{equation*}
|x| \leq R \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
w^{\prime}=-x-\alpha w \leq-\alpha w+R \tag{11}
\end{equation*}
$$

By the comparison principle, we obtain

$$
\begin{equation*}
w(t) \leq \frac{R}{\alpha}+\left(w\left(t_{0}\right)-\frac{R}{\alpha}\right) e^{-\alpha\left(t-t_{0}\right)} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} w(t) \leq \frac{R}{\alpha} \tag{13}
\end{equation*}
$$

Consequently, we get $w^{2} \leq \frac{R^{2}}{\alpha^{2}}$ as $t \rightarrow+\infty$. Summarizing the above, we have the main result that

$$
\begin{equation*}
\Omega=\left\{(x, y, z, w) / x^{2}+y^{2}+(z-\alpha-\gamma)^{2} \leq R^{2}, w^{2} \leq \frac{R^{2}}{\alpha^{2}}\right\} \tag{14}
\end{equation*}
$$

is the bound for the hyperchaotic systems (1). This completes the proof.

## 3 Estimate of the Two-Dimensional Parabolic Ultimate Bound with Respect to $\mathrm{x}-\mathrm{z}$

Theorem 3.1 When $\beta<2 \alpha$, the system (1) has the following two-dimensional parabolic ultimate bound

$$
\begin{equation*}
z \geq \frac{x^{2}}{2 \alpha} \tag{15}
\end{equation*}
$$

Proof. Define

$$
V(t)=\frac{1}{2 \alpha} x^{2}(t)-z(t)
$$

Then, its time derivative along the orbits of system (1) is

$$
\dot{V}=\frac{1}{\alpha} x \dot{x}-\dot{z}=-x^{2}+\beta z
$$

Thus,

$$
\dot{V}+\beta V=-x^{2}+\beta z+\frac{\beta}{2 \alpha} x^{2}-\beta z=\left(\frac{\beta}{2 \alpha}-1\right) x^{2}
$$

When $\beta<2 \alpha$, we have

$$
\dot{V}+\beta V \leq 0
$$

For any initial value $V\left(t_{0}\right)=V_{0}$, according to the comparison theorem, we have

$$
V(t) \leq V_{0} e^{-\beta\left(t-t_{0}\right)} \rightarrow 0(t \rightarrow \infty)
$$

Thus,

$$
\lim _{t \rightarrow \infty} V(t)=\lim _{t \rightarrow \infty}\left[\frac{1}{2 \alpha} x^{2}(t)-z(t)\right] \leq 0
$$

So, we get that system orbits satisfy the parabolic ultimate bound

$$
z \geq \frac{x^{2}}{2 \alpha}
$$

This completes the proof.

## 4 The Application in Chaos Synchronization

In this section, we will use the results obtained in Section 2 to study chaos synchronization via linear feedback. For the master system (1), we construct another system called the slave system, which is designed as

$$
\left\{\begin{array}{l}
\dot{x}_{1}=\alpha\left(y_{1}-x_{1}\right)  \tag{16}\\
\dot{y}_{1}=\gamma x_{1}-x_{1} z_{1}-y_{1}-k\left(y_{1}-y\right) \\
\dot{z}_{1}=x_{1} y_{1}-\beta z_{1} \\
\dot{w}_{1}=-x_{1}-\alpha w_{1}
\end{array}\right.
$$

where $x_{1}, y_{1}, z_{1}, w_{1}$ are the state variables and $k>0$ is the control. From Theorem 2.1, we obtain

$$
\begin{equation*}
|y| \leq R, \quad|z| \leq R+\alpha+\gamma \tag{17}
\end{equation*}
$$

Theorem 4.1 Systems (1) and (16) are globally and asymptotically synchronized when

$$
\begin{equation*}
k>\frac{\beta(\alpha(\sigma+1)+R+2 \gamma)^{2}}{4 \alpha \beta \sigma-R^{2}}-1 .\left(\sigma>\frac{R^{2}}{4 \alpha \beta}>0\right) \tag{18}
\end{equation*}
$$

Proof. The complete synchronization error is defined by $e_{1}=x_{1}-x, e_{2}=y_{1}-y$, $e_{3}=z_{1}-z, e_{4}=w_{1}-w$. Then, the error dynamics is obtained as

$$
\left\{\begin{array}{l}
\dot{e}_{1}=\alpha\left(e_{2}-e_{1}\right)  \tag{19}\\
\dot{e}_{2}=(\gamma-z) e_{1}-x e_{3}-e_{1} e_{3}-(k+1) e_{2} \\
\dot{e}_{3}=y e_{1}+x e_{2}+e_{1} e_{2}-\beta e_{3} \\
\dot{e}_{4}=-e_{1}-\alpha e_{4}
\end{array}\right.
$$

Define the following Lyapunov function

$$
V\left(e_{1}, e_{2}, e_{3}\right)=\sigma e_{1}^{2}+e_{2}^{2}+e_{3}^{2}
$$

where $\sigma$ is a positive constant and $\sigma>\frac{R^{2}}{4 \alpha \beta}>0$. Then, its time derivative along the system (19) is

$$
\begin{aligned}
\frac{1}{2} \dot{V} & =\sigma e_{1} \dot{e}_{1}+e_{2} \dot{e}_{2}+e_{3} \dot{e}_{3} \\
& =\sigma e_{1}\left(\alpha e_{2}-\alpha e_{1}\right)+e_{2}\left((\gamma-z) e_{1}-x e_{3}-e_{1} e_{3}-(k+1) e_{2}\right) \\
& +e_{3}\left(y e_{1}+x e_{2}+e_{1} e_{2}-\beta e_{3}\right) \\
& =-\sigma \alpha e_{1}^{2}-(k+1) e_{2}^{2}-\beta e_{3}^{2}+(\sigma \alpha+\gamma-z) e_{1} e_{2}+y e_{1} e_{3} \\
& \leq-\sigma \alpha e_{1}^{2}-(k+1) e_{2}^{2}-\beta e_{3}^{2}+(\alpha(\sigma+1)+R+2 \gamma)\left|e_{1}\right|\left|e_{2}\right|+R\left|e_{1}\right|\left|e_{3}\right| \\
& =-E^{T} P E,
\end{aligned}
$$

where

$$
E=\left[\left|e_{1}\right|,\left|e_{2}\right|,\left|e_{3}\right|\right]^{T}, P=\left[\begin{array}{ccc}
\sigma \alpha & -\frac{\alpha(\sigma+1)+R+2 \gamma}{2} & -\frac{R}{2} \\
-\frac{\alpha(\sigma+1)+R+2 \gamma}{2} & k+1 & 0 \\
-\frac{R}{2} & 0 & \beta
\end{array}\right]
$$

which is positive definite when

$$
\sigma>\frac{R^{2}}{4 \alpha \beta}>0, k>\frac{\beta(\alpha(\sigma+1)+R+2 \gamma)^{2}}{4 \alpha \beta \sigma-R^{2}}-1
$$

Thus, according to the Lyapunov function theory, it follows that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left|e_{1}\right|=0, \lim _{t \rightarrow+\infty}\left|e_{2}\right|=0, \lim _{t \rightarrow+\infty}\left|e_{3}\right|=0 \tag{20}
\end{equation*}
$$

In the following, we will prove $\lim _{t \rightarrow+\infty} e_{4}=0$. From (20), we have $\lim _{t \rightarrow+\infty} e_{1}=0$. Therefore, for any $\varepsilon>0$, there is a sufficiently large $T>t_{0}$ such that, when $t \geq T$, we have $\left|\frac{e_{1}}{\alpha}\right|<\varepsilon$. So, for any $\varepsilon>0$, when $t \geq T$, from (19), we have

$$
\begin{aligned}
e_{4}(t) & =e_{4}\left(t_{0}\right) e^{-\alpha\left(t-t_{0}\right)}+e^{-\alpha t} \int_{t_{0}}^{t}\left(-e_{1}\right) e^{\alpha \tau} d \tau \\
& \leq e_{4}\left(t_{0}\right) e^{-\alpha\left(t-t_{0}\right)}+e^{-\alpha t} \int_{t_{0}}^{t} \alpha \varepsilon e^{\alpha \tau} d \tau \\
& =\left(e_{4}\left(t_{0}\right)-\varepsilon\right) e^{-\alpha\left(t-t_{0}\right)}+\varepsilon
\end{aligned}
$$

Thus, if the initial value $e_{4}\left(t_{0}\right)>\varepsilon$ and $t \rightarrow+\infty$, we obtain

$$
e_{4}(t)-\varepsilon \leq\left(e_{4}\left(t_{0}\right)-\varepsilon\right) e^{-\alpha\left(t-t_{0}\right)} \rightarrow 0
$$

Also, we have

$$
\begin{aligned}
e_{4}(t) & =e_{4}\left(t_{0}\right) e^{-\alpha\left(t-t_{0}\right)}+e^{-\alpha t} \int_{t_{0}}^{t}\left(-e_{1}\right) e^{\alpha \tau} d \tau \\
& \geq e_{4}\left(t_{0}\right) e^{-\alpha\left(t-t_{0}\right)}-e^{-\alpha t} \int_{t_{0}}^{t} \alpha \varepsilon e^{\alpha \tau} d \tau \\
& =\left(e_{4}\left(t_{0}\right)+\varepsilon\right) e^{-\alpha\left(t-t_{0}\right)}-\varepsilon
\end{aligned}
$$

Thus, if the initial value $e_{4}\left(t_{0}\right)<-\varepsilon$ and $t \rightarrow+\infty$, we get

$$
e_{4}(t)+\varepsilon \leq\left(e_{4}\left(t_{0}\right)+\varepsilon\right) e^{-\alpha\left(t-t_{0}\right)} \rightarrow 0 .
$$

Consequently, when the initial value $\left|e_{4}\left(t_{0}\right)\right|>\varepsilon$ and $t \rightarrow+\infty$, we have the distance $d\left(e_{4}(t), I\right) \rightarrow 0$, where $I=[-\varepsilon, \varepsilon]$. So, for any sufficiently small $\varepsilon>0$, there is a sufficiently large $T>t_{0}$ such that, when $t>T$, we have $\left|e_{4}(t)\right|<\varepsilon$. By the definition of limit, we obtain

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} e_{4}(t)=0 \tag{21}
\end{equation*}
$$

Summarizing the above, we have

$$
\lim _{t \rightarrow+\infty}\left|e_{1}\right|=0, \lim _{t \rightarrow+\infty}\left|e_{2}\right|=0, \lim _{t \rightarrow+\infty}\left|e_{3}\right|=0, \lim _{t \rightarrow+\infty}\left|e_{4}\right|=0 .
$$

Finally, we conclude that the master system (1) and the slave system (16) are globally synchronized. This completes the proof.

## 5 Simulation Studies

In this section, using the MATLAB 7.4, some numerical simulations are presented. As initial conditions for the master and slave systems, we take $(1,-0.5,3,4)$ and $(-8,-1,-4,-1)$, respectively. When $\alpha=5, \beta=0.7, \gamma=26$, it is easy to obtain $R=31$, $\sigma>\frac{R^{2}}{4 \alpha \beta}=68.64$, according to Theorems 2.1 and 4.1. Choose $\sigma=69, k=26248$, then Fig. 2. shows the complete synchronization between systems (1) and (16).


Fig. 2: Time evolution of synchronization errors $e_{1}, e_{2}, e_{3}$ and $e_{4}$ between the master system (1) and the slave system (16).

## 6 Conclusion

In this research work, the boundedness of a new hyperchaotic system has been investigated. Furthermore, the two-dimensional parabolic estimate with respect to $x-z$ for the new system is established. Finally, the result is applied to the chaos synchronization and numerical simulations are presented to show the effectiveness of the proposed scheme.
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#### Abstract

In this paper, we deal with regional stabilization of infinite dimensional bilinear system evolving in a spatial domain $\Omega$ with unbounded control operator. It consists in studying the asymptotic behaviour of such a system in a subregion $\omega$ of $\Omega$. Hence, we give sufficient conditions to obtain weak and strong stabilization on $\omega$. An example and simulations are presented.
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## 1 Introduction

Bilinear systems constitute an important subclass of nonlinear systems. The nonlinearity in mathematical models appears in the multiplication of state and control in the dynamical process. Bilinear systems model several phenomena in nature and in industry, e.g. the mass action law in chemistry, the transfer of heat by conduction convection in energetic systems, the generation of cells via cellular division, and the dynamics of the blood's organs in biology [4]. Yet, the modeling may give rise to an unbounded control operator which allows us to describe some interesting phenomena when the control is acting in regions or on a boundary or when the measure is taken at some sensing point. The problem of feedback stabilization of distributed systems has been studied in many works along with various types of controls $[1-3,5]$.

The question of regional stabilization for linear systems was tackled and developed by Zerrik and Ouzahra [7], and consists in studying the asymptotic behaviour of a distributed

[^7]system only within a subregion $\omega$ interior or in the boundary of its evolution domain $\Omega$. The principal reason for introducing this notion is that it makes sense for the usual concept of stabilization taking into account the spacial variable and then it becomes closer to real world problems, where one wishes to stabilize a system on a critical subregion of its geometrical domain. Regional stabilization of bilinear systems with bounded control operator has been considered by Zerrik and Ouzahra [6]. Many approaches were used to characterize different kinds of stabilization, and mainly the control which achieves the stabilization minimizing a given functional cost.

In this paper, we examine regional stabilization of infinite dimensional bilinear systems with unbounded control operator. The paper is organized as follows : in Section 2, we discuss different kinds of regional stabilization, and we give sufficient conditions to achieve weak and strong stabilization of such a system on $\omega$. Finally, an example and simulations are given to illustrate the efficiency of the obtained results.

## 2 Regional Stabilization

### 2.1 Considered system and notations

Define an open, regular set $\Omega \subset \mathbb{R}^{n}(n=1,2, \ldots)$ and consider the bilinear system

$$
\left\{\begin{array}{l}
\dot{z}(t)=A z(t)+v(t) B z(t)  \tag{1}\\
z(0)=z_{0}
\end{array}\right.
$$

where $A: \mathcal{D}(A) \subset H \rightarrow H$ generates a strongly continuous semigroup of contractions $S(t)_{t \geq 0}$ on a Hilbert space $H:=L^{2}(\Omega)$, endowed with norm and scalar product denoted, respectively, by $\|$.$\| and \langle.,\rangle,. v(.) \in L^{2}(0, \infty)$ denotes the control function and $B$ is an unbounded linear operator from $H$ into itself, positive and self-adjoint but bounded from a subspace $V \subset H$ to some large space $V^{\prime}$ such that $H \subset V^{\prime}$. Identify $H$ with its dual $H^{\prime}$ so that $V \hookrightarrow H \hookrightarrow V^{\prime}$, and $\langle h, w\rangle_{V^{\prime}, V}=\langle h, w\rangle \forall h, w \in H$.
We suppose that the state $z(t) \in V$. The solution of system (1) is a solution of the equation

$$
\begin{equation*}
z(t)=S(t) z_{0}+\int_{0}^{t} v(s) S(t-s) B z(s) d s \tag{2}
\end{equation*}
$$

Let $\omega$ be an open subregion of $\Omega$ and Lebesgue non-null measure, $\chi_{\omega}: L^{2}(\Omega) \rightarrow L^{2}(\omega)$ the restriction operator to $\omega$, while $\chi_{\omega}^{*}$ denotes the adjoint operator given by

$$
\chi_{\omega}^{*} y(x)= \begin{cases}y(x), & \text { if } x \in \omega \\ 0, & \text { if } x \in \Omega \backslash \omega\end{cases}
$$

Denote $i_{\omega}=\chi_{\omega}^{*} \chi_{\omega}$ and suppose that
$\left(H_{1}\right)\left\langle i_{\omega} A y, y\right\rangle \leq 0, \quad \forall y \in \mathcal{D}(A)$;
$\left(H_{2}\right) B y \in H, \forall y \in V$;
$\left(H_{3}\right)\left\langle i_{\omega} B y, y\right\rangle_{V^{\prime}, V} \geq 0, \forall y \in V$.
Definition 2.1 System (1) is said to be

1. weakly stabilizable on $\omega$, if $\chi_{\omega} z(t)$ tends to 0 weakly, as $t \rightarrow \infty$.
2. strongly stabilizable on $\omega$, if $\chi_{\omega} z(t)$ tends to 0 strongly, as $t \rightarrow \infty$.

Remark 2.1 It is clear that we are only interested in the behaviour of system (1) on a subregion $\omega$ without constraints on the residual part $\Omega \backslash \omega$, and when $\omega=\Omega$ we retrieve the classical definition of stabilization.

### 2.2 Regional weak stabilization

The following result gives sufficient conditions for weak stabilization of system (1) on $\omega$.

Theorem 2.1 Let $A$ generate a semigroup $S(t)$ of contractions on $H$, the assumptions $\left(H_{1}\right),\left(H_{2}\right)$ and $\left(H_{3}\right)$ hold, $B$ be compact from $V$ to $V^{\prime}$, and if the condition

$$
\begin{equation*}
\left\langle i_{\omega} B S(t) y, S(t) y\right\rangle_{V^{\prime}, V}=0, \forall t \geq 0 \Longrightarrow \chi_{\omega} y=0 \tag{3}
\end{equation*}
$$

is verified, then the control $v(t)=-\left\langle i_{\omega} B z(t), z(t)\right\rangle_{V^{\prime}, V}$ weakly stabilizes system (1) on $\omega$.

Proof. From hypothesis $\left(H_{1}\right)$, we have

$$
\begin{equation*}
\frac{d}{d t}\left\|\chi_{\omega} z(t)\right\|^{2} \leq 2 v(t)\left\langle i_{\omega} B z(t), z(t)\right\rangle_{V^{\prime}, V} \tag{4}
\end{equation*}
$$

In order to make the energy non increasing, a natural choice for the control is

$$
v(t)=-\left\langle i_{\omega} B z(t), z(t)\right\rangle_{V^{\prime}, V}
$$

Since $A$ generates a semigroup of contractions, we have

$$
\begin{equation*}
\|z(t)\|^{2}-\|z(0)\|^{2} \leq-2 \int_{0}^{t}\left\langle i_{\omega} B z(s), z(s)\right\rangle_{V^{\prime}, V}\langle B z(s), z(s)\rangle_{V^{\prime}, V} d s \tag{5}
\end{equation*}
$$

Due to $\left(H_{3}\right)$ and the fact that $B$ is positive, it follows that

$$
\begin{equation*}
\|z(t)\| \leq\left\|z_{0}\right\| . \tag{6}
\end{equation*}
$$

From (2), (6), and Schwartz's inequality, we deduce

$$
\begin{equation*}
\left\|z(t)-S(t) z_{0}\right\| \leq \delta\left\|z_{0}\right\| \sqrt{T \lambda(0)}, \quad \forall t \in[0, T] \tag{7}
\end{equation*}
$$

where $\delta=\|B\|_{\mathcal{L}\left(V, V^{\prime}\right)}$ and $\lambda(t)=\int_{t}^{t+T}\left|\left\langle i_{\omega} B z(s), z(s)\right\rangle_{V^{\prime}, V}\right|^{2} d s$.
For all $s \geq 0$, we have

$$
\begin{aligned}
\left\langle i_{\omega} B S(s) z_{0}, S(s) z_{0}\right\rangle_{V^{\prime}, V} & \left.=-\left\langle i_{\omega} B\left(z(s)-S(s) z_{0}\right), S(s) z_{0}\right)\right\rangle_{V^{\prime}, V} \\
& -\left\langle i_{\omega} B z(s),\left(z(s)-S(s) z_{0}\right)\right\rangle_{V^{\prime}, V}+\left\langle i_{\omega} B z(s), z(s)\right\rangle_{V^{\prime}, V} .
\end{aligned}
$$

Since $\chi_{\omega}$ is continuous, there exists a constant $C>0$ such that

$$
\begin{equation*}
\left|\left\langle i_{\omega} B S(s) z_{0}, S(s) z_{0}\right\rangle_{V^{\prime}, V}\right| \leq 2 C \delta\left\|z_{0}\right\|\left\|z(s)-S(s) z_{0}\right\|+\left|\left\langle i_{\omega} B z(s), z(s)\right\rangle_{V^{\prime}, V}\right| \tag{8}
\end{equation*}
$$

Now, let $\Gamma(t) z_{0}:=z(t)$ define a non-linear semigroup of contractions on $H$ and replacing $z_{0}$ by $\Gamma(t) z_{0}$ in (7) and (8), we have

$$
\begin{align*}
\left|\left\langle i_{\omega} B S(s) \Gamma(t) z_{0}, S(s) \Gamma(t) z_{0}\right\rangle_{V^{\prime}, V}\right| & \leq 2 C \delta^{2}\left\|z_{0}\right\|^{2} \sqrt{T \lambda(t)}  \tag{9}\\
& +\left|\left\langle i_{\omega} B \Gamma(s+t) z_{0}, \Gamma(s+t) z_{0}\right\rangle_{V^{\prime}, V}\right|, \quad \forall t, s \geq 0
\end{align*}
$$

f

Integrating (9) over the interval $[0, T]$ and using Schwartz's inequality, we arrive at

$$
\begin{equation*}
\int_{0}^{T}\left|\left\langle i_{\omega} B S(s) \Gamma(t) z_{0}, S(s) \Gamma(t) z_{0}\right\rangle_{V^{\prime}, V}\right| d s \leq M \sqrt{\lambda(t)} \tag{10}
\end{equation*}
$$

where $M=\left(2 C \delta^{2}\left\|z_{0}\right\|^{2} T^{\frac{3}{2}}+\sqrt{T}\right)$ is a non-negative constant depending on $\left\|z_{0}\right\|$ and $T$. By virtue of (4), we have

$$
\int_{0}^{+\infty}\left|\left\langle i_{\omega} B \Gamma(s) z_{0}, \Gamma(s) z_{0}\right\rangle_{V^{\prime}, V}\right|^{2} d s<+\infty
$$

From the Cauchy criterion, we deduce that

$$
\begin{equation*}
\lambda(t) \rightarrow 0, \text { as } t \rightarrow \infty \tag{11}
\end{equation*}
$$

To show that $\chi_{\omega} z(t) \rightharpoonup 0$, as $t \rightarrow+\infty$, let us consider a sequence $\left(t_{n}\right) \subset \mathbb{R}$ such that $t_{n} \rightarrow \infty$.
From (6), there exists a subsequence $\left(t_{\varphi(n)}\right)$ of $\left(t_{n}\right)$ such that

$$
\Gamma\left(t_{\varphi(n)}\right) z_{0} \rightharpoonup y \text { in } V, \text { as } n \rightarrow \infty
$$

Using the continuity of $\chi_{\omega}$ and since $B$ is a compact operator from $V$ to $V^{\prime}$, we have for all $t \geq 0$ that

$$
S(t) \Gamma\left(t_{\varphi(n)}\right) z_{0} \rightharpoonup S(t) y \text { in } V \text { and } B S(t) \Gamma\left(t_{\varphi(n)}\right) z_{0} \rightharpoonup B S(t) y \text { in } V^{\prime}, \text { as } n \rightarrow \infty
$$

Then

$$
\lim _{n \rightarrow \infty}\left\langle i_{\omega} B S(t) \Gamma\left(t_{\varphi(n)}\right) z_{0}, S(t) \Gamma\left(t_{\varphi(n)} z_{0}\right)\right\rangle_{V^{\prime}, V}=\left\langle i_{\omega} B S(t) y, S(t) y\right\rangle_{V^{\prime}, V}
$$

By the dominated convergence theorem, we have

$$
\lim _{n \rightarrow \infty} \int_{0}^{T}\left|\left\langle i_{\omega} B S(t) \Gamma\left(t_{\varphi(n)}\right) z_{0}, S(t) \Gamma\left(t_{\varphi(n)} z_{0}\right)\right\rangle_{V^{\prime}, V}\right| d t=\int_{0}^{T}\left|\left\langle i_{\omega} B S(t) y, S(t) y\right)\right\rangle_{V^{\prime}, V} \mid d t
$$

From (10) and (11), it follows that

$$
\int_{0}^{T}\left|\left\langle i_{\omega} B S(t) y, S(t) y\right)\right\rangle_{V^{\prime}, V} \mid d t=0
$$

and then

$$
\left.\left\langle i_{\omega} B S(t) y, S(t) y\right)\right\rangle_{V^{\prime}, V}=0, \quad \forall t \in[0, T]
$$

Using (3), we have

$$
\begin{equation*}
\chi_{\omega} \Gamma\left(t_{\varphi(n)}\right) z_{0} \rightharpoonup 0 \text { as } n \rightarrow+\infty . \tag{12}
\end{equation*}
$$

On the other hand, it is clear that (12) holds for each subsequence $\left(t_{\phi(n)}\right)$ of $\left(t_{n}\right)$ such that $\chi_{\omega} \Gamma\left(t_{\phi(n)}\right) z_{0}$ weakly converges in $L^{2}(\omega)$. This shows that for all $\varphi \in L^{2}(\omega)$, $\left\langle\chi_{\omega} \Gamma\left(t_{n}\right) z_{0}, \varphi\right\rangle \rightharpoonup 0$, as $n \rightarrow+\infty$. Hence $\chi_{\omega} \Gamma(t) z_{0} \rightharpoonup 0$, as $t \rightarrow+\infty$, which completes the proof.

Remark 2.2 In the case $\omega=\Omega$, we retrieve the result established in [2] concerning the weak stabilisation of system (1) on the whole domain $\Omega$.

### 2.3 Regional strong stabilization

The following result gives sufficient conditions for strong stabilization of system (1) on $\omega$.

Theorem 2.2 Let A generate a semigroup $S(t)$ of contractions on $H$, the assumptions $\left(H_{1}\right),\left(H_{2}\right),\left(H_{3}\right)$ hold, and assume that the condition

$$
\begin{equation*}
\int_{0}^{T}\left|\left\langle i_{\omega} B S(t) y, S(t) y\right\rangle_{V^{\prime}, V}\right| d t \geq \mu\left\|\chi_{\omega} y\right\|_{L^{2}(\omega)}^{2}, \quad \text { for some } T, \mu>0 \tag{13}
\end{equation*}
$$

is verified, then the control $v(t)=-\left\langle i_{\omega} B z(t), z(t)\right\rangle_{V^{\prime}, V}$ strongly stabilizes system (1) on $\omega$ with the following decay estimate

$$
\left\|\chi_{\omega} z(t)\right\|_{L^{2}(\omega)}=O\left(t^{-1 / 2}\right), \quad \text { as } t \rightarrow+\infty
$$

Proof. From (10) and (13), we deduce that

$$
\begin{equation*}
\beta \sqrt{\lambda(k T)} \geq\left\|\chi_{\omega} \Gamma(k T) z_{0}\right\|^{2}, \quad \forall k \geq 0 \tag{14}
\end{equation*}
$$

where $\beta=\frac{1}{\mu} M$.
Integrating the following inequality

$$
\frac{d}{d t}\left\|\chi_{\omega} \Gamma(t) z_{0}\right\|^{2} \leq-2\left|\left\langle i_{\omega} B \Gamma(t) z_{0}, \Gamma(t) z_{0}\right\rangle_{V^{\prime}, V}\right|^{2}
$$

from $k T$ to $(k+1) T,(k \in \mathbb{N})$, and using (14), we obtain

$$
\left\|\chi_{\omega} \Gamma(k T) z_{0}\right\|^{2}-\left\|\chi_{\omega} \Gamma(k T+T) z_{0}\right\|^{2} \geq 2 \lambda(k T), \quad \forall k \geq 0
$$

It follows that

$$
\begin{equation*}
\beta^{2}\left\|\chi_{\omega} \Gamma(k T+T) z_{0}\right\|^{2}-\beta^{2}\left\|\chi_{\omega} \Gamma(k T) z_{0}\right\|^{2} \leq-2\left\|\chi_{\omega} \Gamma(k T) z_{0}\right\|^{4}, \quad \forall k \geq 0 . \tag{15}
\end{equation*}
$$

Let us introduce the sequence $s_{k}=\left\|\chi_{\omega} \Gamma(k T) z_{0}\right\|^{2}, \quad \forall k \geq 0$.
From (15), we deduce that

$$
\frac{s_{k}-s_{k+1}}{s_{k}^{2}} \geq \frac{2}{\beta^{2}}, \quad \forall k \geq 0
$$

Since the sequence $\left(s_{k}\right)$ decreases, we get

$$
\frac{s_{k}-s_{k+1}}{s_{k} \cdot s_{k+1}} \geq \frac{2}{\beta^{2}}, \quad \forall k \geq 0
$$

so

$$
\frac{1}{s_{k+1}}-\frac{1}{s_{k}} \geq \frac{2}{\beta^{2}}, \quad \forall k \geq 0
$$

We deduce that

$$
s_{k} \leq \frac{s_{0}}{\frac{2 s_{0}}{\beta^{2}} k+1}, \quad \forall k \geq 0
$$

Finally, introducing the integer part $k=E\left(\frac{t}{T}\right)$ and using the fact that $\left\|\chi_{\omega} \Gamma(t) z_{0}\right\|$ decreases, we deduce the estimate

$$
\left\|\chi_{\omega} z(t)\right\|=O\left(t^{-1 / 2}\right), \quad \text { as } t \rightarrow+\infty
$$

## 3 Example and Simulations

Let us consider the system defined in $\Omega=] 0,+\infty[$ by the following equation

$$
\begin{cases}\frac{\partial z(x, t)}{\partial t}=-\frac{\partial z(x, t)}{\partial x}+v(t) b(x) z(x, t), & \Omega \times] 0,+\infty[  \tag{16}\\ z(0, t)=0, & ] 0,+\infty[ \\ z(x, 0)=z_{0}(x), & \Omega,\end{cases}
$$

where $H=L^{2}(\Omega), b(x) \geq 0$, a.e on $\Omega$, and $b(x) \geq c>0$ a.e on $\omega, A z=-\frac{\partial z}{\partial x}$ with the domain $\mathcal{D}(A)=\left\{z \in H^{1}(\Omega) \mid z(0)=0\right\}$, and consider the operator $B: \mathcal{D}(B)(\subset$ $\left.L^{2}(\Omega)\right) \rightarrow L^{2}(\Omega)$ given by $B z=b(x) z$. The operator $B$ is unbounded on $L^{2}(\Omega)$. By the Sobolev embeddings $H^{1}(\Omega) \hookrightarrow L^{2}(\Omega), B$ is bounded from $H^{1}(\Omega)$ to $L^{2}(\Omega)$. Hence, the space $V$ is given by $V=H^{1}(\Omega)$.

The operator $A$ generates the following semi-group of contractions

$$
\left(S(t) z_{0}\right)(x)= \begin{cases}z_{0}(x-t), & \text { if } x \geq t \\ 0, & \text { if } x<t\end{cases}
$$

Let $\omega=] 0, a[$, with $a>0$ we have

$$
\left\langle i_{\omega} A z, z\right\rangle=-\int_{0}^{a} z^{\prime}(x) z(x) d x=-\frac{z^{2}(a)}{2} \leq 0
$$

so hypothesis $\left(H_{1}\right)$ holds. For $T=1$, we have

$$
\int_{0}^{1}\left\langle i_{\omega} b(x) S(t) z_{0}, S(t) z_{0}\right\rangle_{V^{\prime}, V} d t=\int_{0}^{1} \int_{0}^{1-t} b(x)\left|z_{0}(x)\right|^{2} d x d t \geq c\left\|\chi_{\omega} z_{0}\right\|^{2}
$$

Then, the control $v(t)=-\int_{0}^{a} b(x)|z(x, t)|^{2} d x$ strongly stabilizes system (16) on $\omega$.
We consider system (16) with $b(x)=\frac{1}{\sqrt{x\left(x^{2}+1\right)}}$ and $z_{0}(x)=\sin (\pi x)$.

- For $\omega=] 0,2[$, we have


Figure 1: The stabilization on $\omega=] 0,2[$.


Figure 2: Control function.

Figure 1 shows that the system (16) is strongly stabilized on $\omega=] 0,2[$.

- For $\omega=] 0,3[$, we have


Figure 3: The stabilization on $\omega=] 0,3[$.


Figure 4: Control function.

Figure 3 shows that the system (16) is strongly stabilized on $\omega=] 0,3[$.

## 4 Conclusion

Regional stabilization of a class of infinite dimensional bilinear systems with unbounded control operator is considered. Under sufficient conditions, we give a control that ensures weak and strong regional stabilization. Questions are still open; this is, the case of boundary subregion.
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