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Abstract: Our aim in this paper is to establish an existence result in the framework
of Musielak-Orlicz spaces for the following nonlinear Dirichlet problem

A(u) + K(z,u, Vu) = u, (1)

where A(u) = —div(a(z,u, Vu)) is a Leray-Lions type operator defined on D(A) C
W3 L,(Q) into its dual and the function K is a lower order term which satisfy some
growth condition, and does not satisfy the sign condition. The source data p is a
bounded nonnegative Radon measure on ).
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solution.
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1 Introduction

Classical Sobolev spaces do not allow one to solve all problems of the EDP, hence the
need to find other spaces, larger and suitable for the recent problems such as the spaces
LT’(“’)(Q) or, more generally, the Musielak spaces. These spaces are not always reflexive
and separable, adding further difficulties for studying the existence of solutions. Thus all
our work will be in these spaces. We consider the following nonlinear Dirichlet problem:

Alu) + K(z,u,Vu) = f (2)
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on a Lipschitz bounded domain in R. A(u) = —div(a(z, u, Vu)) is a Leary-Lions opera-
tor defined on D(A) C Wi L, (Q) — WLy (Q), where ¢ and ¢ are two complementary
Musielak-Orlicz functions and K is a nonlinear lower term which satisfies the growth
condition without the sign condition. In the framework of Sobolev spaces with variable
exponents (the o-function is ¢(x,t) = |t|P(*)), a series of papers on nonlinear elliptic and
parabolic equations without sign condition in the nonlinearity studied ( see [8], [4]).

On Orlicz spaces, many papers were devoted to the existence of solutions of . In
fact, Gossez J.P. [17] solved the problem in the variational case, Elmahi A. et al. [14]
proved the existence results for the unilateral problem of , where K satisfies the growth
condition and the right-hand side belongs to L'(£). Recently, Dong G. et al. in [13]
have taken the source term as a bounded nonnegative Radon measure on 2.

On Musielak-Orlicz spaces, Ait Khellou M. et al. in 7] have shown the existence of

solutions for in the case where K satisfies the sign condition and f € L*(f2).
The study of nonlinear partial differential equations is motivated by numerous phenom-
ena of physics, namely, the electrorheological fluids, the flow thought the porous media
(see the monograph of A. Antsenov [9]).

As an example of operator for which the present result can be applied, we give

m(z, |Vu|).Vu

—div( V|

)+ udla, [Vul) = £,
where m(z, s) is the derivative of ¢(x, s) with respect to s.

The aim of this paper is the study of the problem in the setting of Musielak-Orlicz
spaces overcoming two difficulties. Firstly we do not assume the sign condition on the
nonlinearity K, after we prove that there exists at least one solution for approximate
equations. Secondly, we show that solutions belong to the Musielak-Sobolev spaces
Wi Ls(S2) where ¢ is in a special class of the Musielak-Orlicz functions of the A, (see
Definition .

This paper is organized as follows. Section 2 contains some preliminaries in the
Musielak-Sobolev spaces. In Section 3, we give some lemmas and we show that the
solution of the problem belongs to the space W Ly(2). Section 4 is devoted to
specifying the assumptions on A(u), K and p. In Section 5, we give and we prove
principal Theorem [5.1

2 Musielak-Orlicz Spaces — Notations and Properties

2.1 Musielak-Orlicz function

Let Q be an open subset of RY (N > 2) and let ¢ be a real-valued function defined in
Q x R . The function ¢ is called a Musielak-Orlicz function if

e oz, ) is an N-function for all x € Q (i.e. convex, non-decreasing, contin-

uous, ¢(x,0) = 0, o(z,0) > 0 for t > 0, limtﬁosupzegw = 0 and

limy o inf e w = 00).
e (', t) is a measurable function for all ¢ > 0.

We put ¢, (t) = p(z,t) and we associate its non-negative reciprocal function ¢, ! with
respect to ¢, that is, o7 1 (p(z, 1)) = o(z, 05 () = t.
Let ¢ and v be two Musielak-Orlicz functions, we say that ¢ dominates v and we write
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~v < ¢ near infinity (respectively, globally) if there exist two positive constants ¢ and

to such that for a.e. z € Q vy(z,t) < p(z,ct) for all ¢ > ¢y (respectively, for all ¢ > 0

). We say that ¢ and v are equivalents, and we write ¢ ~ v if ¢ dominates v and

~ dominates . Finally, we say that v grows essentially less rapidly than ¢ at 0 (re-

spectively, near infinity), and we write v << ¢, for every positive constant ¢, we have
y(@et) _

limy 0 sup,eq o =0 (respectively, limy—, o SUp,cq Z;(tht))) =0).

Remark 2.1 [12] If v << ¢ near infinity, then Ve > 0 there exists k(e) > 0 such
that for almost all € 2 we have

Y(z,t) < k(e)p(x,et) YVt >0.

2.2 Musielak-Orlicz space

Let ¢ be a Musielak-Orlicz function and a measurable function « : 2 — R, we define the
functional

0p,0(u) = /Qw(x, lu(x)|)dz.

The set K,(Q) = {u: Q2 — R measurable: g, n(u) < oo} is called the Musielak-
Orlicz class. The Musielak-Orlicz space L, (€2) is the vector space generated by K, (€2),
that is, L, (12) is the smallest linear space containing the set K, (£2). Equivalently,

L,(©) ={u:Q— R measurable : Q%Q(g) < o0, forsome \>0}.

On the other hand, we put ¢(x, s) = sup,;~q(st — ¢(z, s)).

1 is called the Musielak-Orlicz function complementary to ¢ (or conjugate of ¢)
in the sense of Young with respect to s. We say that a sequence of function w, €
L,(£2) is modular convergent to u € L, (1) if there exists a constant A > 0 such that
limy, 00 0p,0(*2) = 0. This implies convergence for o (] Ly, [T Ly) (see [11]).

In the space L,(f2), we define the following two norms:

ull, = inf {A>0: /an(x, |u(;)|)dz <1},

which is called the Luxemburg norm, and the so-called Orlicz norm

el = suppoy, <t /Q fu()o(a)|d,

where 1 is the Musielak-Orlicz function complementary to ¢. These two norms are
equivalent [11]. K,(€) is a convex subset of L,(£2). We define E,({2) as the subset
|u(z)]
Q )\

all A > 0. It is a separable space and (E,(Q2))* = L, (2). We have E,(Q2) = K, () if
and only if ¢ satisfies the Ay—condition for the large values of ¢ or for all values of ¢,
according to whether €2 has finite measure or not. We define

of L,(2) of all measurable functions u : Q + R such that / o(z, )dz < oo for

WIL,(Q) = {u € Ly,(Q) : D € L,(Y), Va <1},
WIE,(Q) = {u € E,(Q) : Du € E,(Q), Va <1},
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where a = (a1, ...,an), |a] = |a1| + ... + |an| and D*u denote the distributional deriva-

tives. The space W!L, () is called the Musielak-Orlicz-Sobolev space. Let

0p.0(t) =32 4 1<1 0p,0(D%u) and Hu||$;Q = inf{\ > 0:0, (%) < 1} for u € W'L,().
These functionals are convex modular and a norm on W*L,(f2), respectively. Then

the pair (W'Ly(Q),[lull}, o) is a Banach space if ¢ satisfies the following condition

(see [19]):

There exists a constant ¢ >0 such that insf2 o(z,1) > c.
Te

The space WL, () is identified as a subspace of the product [], ., L,(2) = [T L,. We
denote by D(2) the Schwartz space of infinitely smooth functions with compact support
in Q and by D(Q) the restriction of D(R) on Q. The space WL, () is defined as
the o([] Ly, [T Ey) closure of D(Q) in WL, () and the space W E,(2) as the(norm)
closure of the Schwartz space D(Q) in WL, ().

For two complementary Musielak-Orlicz functions ¢ and 1, we have (see [11])
the Young inequality, st < p(z,s) + ¢¥(x,t) for all s,t >0, x € Q,

the Holder inequality, | / u(@)v(z)dz| < ullp.all|v|llp.o; for all u € Ly(Q),v € Ly ().
Q

We say that a sequence u,, converges to u for the modular convergence in WlLV,(Q)
(respectively, in W L,,(€2)) if, for some A > 0,

Let us define the following spaces of distributions:

WLy(Q) ={f €D (Q):f = (-1)*Df,, where fo € Ly(Q)},

a<l

WE(Q) ={f €D (Q): f = (-1)*Dfa, where f, € E4(Q)}.

a<l

Lemma 2.1 ( [5]) (Approzimation result)  Let Q be a bounded Lipschitz domain
in RY and let ¢ and v be two complementary Musielak-Orlicz functions which satisfy
the following conditions:

e there exists a constant ¢ > 0 such that inf,cq o(z,1) > ¢,

1

3, we have

e there exists a constant A > 0 such that for all z,y € Q with |z — y| <

(z,1)
(y,t

S

)

< |t E T forall t>1

~

S

) / o(x, N)dx < oo, for any constant X > 0 and for every compact K C Q.
K

o there exists a constant C >0 such that ¥(y,t) <C ae in Q.

Under these assumptions D(2) is dense in L (£2) with respect to the modular topol-
ogy, D(?) is dense in Wy L, () for the modular convergence and D(€) is dense in
W3 L,(Q) for the modular convergence. Consequently, the action of a distribution S in
W =1Ly on an element u of WL, () is well defined. It will be denoted by < S, u >.
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Remark 2.2 The second condition in Lemma coincides with an alternative log-
Holder continuity condition for the variable exponent p, namely, there exists A > 0 such
that for z,y close enough and each t € R

A
[
log (=)

[z—y|

Ip(z) — p(y)

2.3 Truncation operator

Tk, k > 0, denotes the truncation function at level k defined on R by Ty(r) =
max(—k, min(k, r)). The following abstract lemmas will be applied to the truncation
operators.

Lemma 2.2 ([19]) Let F : R — R be uniformly Lipschitzian, with F(0) = 0. Let ¢
be an Musielak-Orlicz function and let u € Wy Ly, () (respectively, w € WE,(Q)). Then
F(u) € WYL,(Q) (respectively, u € Wi E,(Q2)). Moreover, if the set of discontinuity

points D of F' is finite, then
0 F/(m)a%, a.e. in{zr e Q;u(zr) ¢ D},

Ba:iF(u) B { 0, a.e. in {r € Q; u(zr) € D}.

Lemma 2.3 ( [19]) Suppose that Q satisfies the segment property and let u €
Wi Ly(Q). Then, there exists a sequence u, € D(Q) such that u, — u for modular
convergence in W3 Ly(Q). Furthermore, if u € WiLy(Q) N L¥(Q), then |uylloeo <
(N +Dlullo-

Let Q be an open subset of RV and let ¢ be a Musielak-Orlicz function satisfying the

condition ) )
e (1)
/ Trdt =00 ae. €,
0

N

and the conditions of Lemma [2.1] We may assume, without loss of generality, that

1 -1

t

/w”N+(1)dt<oo a.e. x €.
0 tN

s —1 t
Define a function ¢* :  x [0,00) by ¢*(x,s) = / %iw(l)dt x € Qand s € [0,00).

©* is called the Sobolev conjugate function of ¢ (see [1] for the case of the Orlicz function).

Lemma 2.4 ( [15]) Let up,u € L,(Q). If up — u with respect to the modular
convergence, then u, — u for o(Ly(2), Ly(£2)).

3 Technical Lemmas

Throughout this paper, we assume also that every Musielak-Orlicz function ¢(.,.) is
decreasing in z in the following sense. For any = € Q, let Q, = {s € Q/|z| < ||s]|},

o(s,t) < p(z,t) if s€Q,, )
{w@ﬂ>¢@@ if séQ, (

for any t € R.
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Lemma 3.1 ( [6]) Under the assumptions of Lemmd_2.1], and by assuming that ¢(z,t)
depends only on N — 1 coordinate of xz, there exists a constant C; > 0 which depends
only on ) such that

[ etaluds < [ olz,ufvulds. @)
Q Q
Definition 3.1 Let ¢ be a Musielak-Orlicz function. We define the following set:

¢: 2 xRy — Ry is a Musielak-Orlicz function such that

1
- 1
BT o= and [ o pH e <00 aein©
0 ri-w
for all constant 8 > 1, where H(z,r) = P, r).
,

The following lemma generalizes Lemma 2 in [20].

Lemma 3.2 Let Q be an open subset of RN with finite measure. Let ¢ be a Musielak-
Orlicz function under assumption and the assumptions of Lemma .

For any w € W§L,(2) such that | ¢(z,|Vu|)dx < oo, we have for all x € Q,
Q

-1 d

—u'(t) = NCF ()% O3, ———— 2
C¥ p(t)=+ 4t >0

p(s,|Vuds)  (5)

for a.e. t > 0. Here u is the distribution function of u, and the function C(.,.) is defined
by C(x,t) = ﬁ(m) with H(z,t) = @, Cy is the measure of the unit ball of RN,
and p(t) = meas{|u| > t}.

Proof. By definition of the Musielak-Orlicz function, ¢ is an increasing convex
function in ¢, then H is an increasing convex function in ¢, and C(.,.) is a decreasing

convex function in t.
Fix x € Q. Jensen’s inequality for a convex function gives

/ (s, |Vul) ds / H(s, |Vul)|Vu| ds
C(x {t<|u|<t+h} > _ C(m {t<|u|<t+h} >
|Vu|ds

/ |Vul|ds
{t<|u|<t+h} {t<|u|<t+h}
/ O (. H(s. |Vu]) ) | Vuds
- Ju<tuizeny

N / |Vul|ds
{t<|u|<t+h}

/ C’(x, H(s, |Vu|)) Vu|ds
< JHt<lulstrhing,

- / |Vu|ds
{t<|u|<t+n}

C(m, H(s, |Vu|)) V| ds

+/{t<|u§t+h}ﬂ(Q\Qz)

/ |Vulds
{t<|u|<t-+h}
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By and for all £ > 0 we have
for s € Qu, H(s,|Vul|) < H(x,|Vu|) and C(x, H(s,|Vu|)) < C(z, H(z,|Vul|)) = \Vilul’
for s € O\Qy, H(z,|Vu|) < H(s,|Vu|) and |Vu| < H;'(H(s,|Vul)),

— 1 1
then C(z, H(s,|Vul|)) = T (vl < rgar- Hence

o ot h) + )

N / |Vul|ds
{t<|u|<t+h}

/ (s, |Vul) ds
Cf(x’ {t<|u|<t+h} )

/ |Vulds
{t<|u|<t+h}

letting h — 0, we have

d
(] el vads »
C(m, d{‘ubt} ) s a (6)
(—)/ |Vu|ds (—)/ |Vu|ds
A" Jjul>ty A Jjul>ty
for all ¢t > 0.
On the other hand we can follow [16] to prove that
d % 1—L
o |Vu|de > NCY pu(t) ~~ (7)
{lu[>}

for a.e. ¢ > 0. Finally, combining @, and the monotony of C(.,.) we get .

Lemma 3.3 Let ¢ be a Musielak-Orlicz function under assumption and the as-
sumptions of Lemma and ¢ € A, with ¢ ~ ¢, there exists a constant 3 > 1 such
that

d , 1 d
dt | Vul)ds < — BH(———————— | Vul) d
dt /{u|>t} o(s, [Vul) ds < —p (t)¢<x B <NOJ{,Vu(t)1—zlv 7 /{ubt}go(s |Vu|) s))

for each x € Q and for any u € W L,(Q2) such that / oz, |[Vul)dzr < oo.

Q
Proof. For xz € , let C(x,t) = 1 then C(z,t) = _
B ) ) - H;l(xﬂf)’ ) - SOOH{l(x’t)
By , we have
’ 1 11 —1 d
—p () =2 NCyp(t) ~C| o, ———F— (s, [Vul)ds |,
NCE p(t)t=% 4t Jyju>n
then
4 —1 71 d
—H (t)(poHac 1 1 % @(Sa|vu|)d8
NCY u(t)-~ {lul>t}

> NOFu) H (= [ (s vl ds)
NCE p(t)t=% 4t Jjui>n
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-1 d

j— ! _1 e —

d
| etsivaas) = -5 [ (s val)ds
{Jul>t} dt J{ju)>t)

and also
1 d

~1 d
TN s @(sa‘qudSSSOOHz_l (11/ (,0(8,|V'U,|)d8>,
p'(t) dt /{u|>t} NCF p(t)t=% 4t Jyju>1y

using the monotony of the function !, we obtain
-1 1 d —1 —1 d
® (/7*/ gp(s,\Vu\)ds) <H (;71* ga(s,|Vu|)ds).
PO fhusn TN )R s
Let ¢ € A, and let D(z,t) = o(z, ¢, (t)), then D is convex and by Jensen’s inequality
we have

/{t<u|<t+h} o(s,|Vul) ds /{t<|u<t+h} D(m, o(s, |Vu|)) ds
D(m, —u(t + h) + p(t) ) = “aE T h) + ) )

Since ¢ ~ ¢, there exists a constant A > 0 such that ¢(z,t) < Ap(x,t). Then for every
¢ € A, with A <1 and by the monotony of the functions ¢, and ¢, * for any z and s in
Q, we have

D<x, o(s. |Vu|>> = (2,071 (6(s,Vul))) < é(s, [Vul),

and by Remark there exists § > 0 such that D(m7 o (s, |Vu|)) < Bp(s,|Vul), then

b

/ o5, Vul)dsy B o (s, 1vul)) ds
DIz {t<|u|<t+h} < {t<|u|<t+h}
( T =t + )+ () ) - —u(t +h) + pu(t)

using the definition of D(.,.) and the monotony of ¢, ! we have

1 d 1 d
phi (e [ ol V) ds) <pert (oo [ el vl ds).
’ ( w(t) dt J >y S\ @) dE s

< pH,! <1_11d ©(s, |VU|)dS>,
C¥ ()= 4t Jyjui>n

which gives our result.

4 Essential Assumptions

Let ¢ and 7 be two Musielak-Orlicz functions such that ¢ and its complementary
satisfy the previous conditions and v << ¢.

A: D(A) C WgL,(2) = WL, (Q) is defined by A(u) = —div(a(x,u, Vu)), where
a: QxR xRN = RY is a Carathéodory function such that for a.e. z €  and for all
seER, & e RN, ¢ #£¢x

la(z, 5,6)| < Ble(z) + vz (v(@, vls])) + vz (ol 12[€)))), B> 0,¢() € Ey(Q),  (8)
(a(z,s,&) —a(z,s,67)) (€ — &) >0, (9)
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a(z,s,£).£ = ap(z, [§]), (10)

K:QxRxRN — RY is a Carathéodory function such that

[K (2, 5,8)| < b(x) + p(s)p(x, [€]), (11)

p: R — R* is a continuous positive function which belongs to L'(R) and b(x) belongs
to L1(92).

€ Mp(€), (12)

assume that there exists ¢ € A, such that

¢ o H™1 is a Musielak-Orlicz function. (13)

5 Main Results

Let Q be an open bounded subset of RV (IV > 2), and let ¢ and v be two complementary
Musielak-Orlicz functions.
Define the set 75 (Q) = {u:Q~ R is measurable and Ty (u) € D(A)}.

Theorem 5.1 Assume that — hold true with A, # 0. Then there exists at
least one solution of the following problem:

ue Ty Q) NWILs(Q), Vo€ A,

< A(u),v > —|—/ K(z,u, Vu)vde =< p,v >, Yo € D(Q). (14)
Q

Example 5.1 We give an example of equations to which the present result can be
applied.

1. We give an example of the Musielak-Orlicz-functions ¢ for which the set A, is not
empty. Let a(.),b(.) be two functions in L>° () such that a(.),b(.) are decreasing

strict positive and there exist two constants A\; > 0, Ao > 0 such that \; < Z((ig <
Ao. Take now ¢(x,t) = a(z)|t|P and ¢(x,t) = b(x)|t[P such that p > N, then

pe A,

2. Let us take the functions mentioned above and consider the following problem:

div(a(@)|VulP~2Vu) + b(x) + p(u)p(z, [Vul) = o, in €,
u =0, on Of.

Here a(x,u, Vu) = a(z)|Vu|P~2Vu satifies the hypotheses —, K(x,u,Vu) =

b(z) + p(u)p(x,|Vu|), where p : R — RT is a continuous positive function which
belongs to L'(R) and u € M,(£).

Proof of Theorem The proof is divided into four steps.
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Step 1: Existence of weak solutions for approximate problems.
We consider the following approximate equation for any n € IN:

/[a(x, u, Vu)Vo + K, (x, u, Vu)vlde = / ppvdr, Yo € Wi L, (Q), (15)
Q Q

K(z,u, Vu)

where K, (z,u, Vu) = 1+ 11K (e, 0, vVa)

, and (un)n € D(Q) is a sequence such that

fn — ¢ in the sense of the distributions. (16)

We will prove that, for every n, there exists at least one bounded solution wu,, of
with u,, € W E, ().

Proposition 5.1 (See [15]) Let ¢ and ¢ be two complementary Musielak-Orlicz func-
tions satisfying the conditions of Lemma assume that @) hold, then, for any
.

n € IN*, there exists at least one solution u, € Wg E,(Q) of

Step 2:  Consider the following approximate problems:

w, € TP (Q) N WHE, ()

< Aug),v > —I—/ K (2, un, Vup)vde =< pp,v >, Yv € WolLy,(Q). (17)
Q

By proposition, there exists at least one solution u,, of ((17).

Lemma 5.1 Let u,, be a solution of the approximate problem , then

1. for all k > 0, there exists a constant C' (which does not depend on n and k) such
that

/Qa(;v,Tk(un), VT (un)) VT (uy)dz < Cok, (18)

and
/Qcp(m, VT (un)])dz < Csk. (19)

2. There exists a measurable function u such that

Up = u  a.e in €. (20)

a(x, Ty (up), VI (uy)) = wy weakly in (Lw(Q))N for o(I1Ly, I1E,). (21)

Proof of Lemma (1) Let vg € Wi Lo(Q) N L>®() with v > 0.
On the one hand, taking exp(G(u,))vo as a test function in (I5), where

G(s) = / lp(r)dr, we obtain
0 «

/ a(:c,un,Vun)exp(G(un))p(Zn)Vunvo dz +/ a(x, Up, Vi) exp(G(uy,))Voode
Q Q
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+ | Ku(x,upn, Vuy,) exp(G(uy))vodr = / tin €xp(G(uy))vode,
Q Q

by and we simplify by the term / plun)p(z, |Vug|)ve de and we have
Q

/a(x,un,Vun)exp(G(un))Vvodx§/unexp(G(un))vodaﬂ—i—/b(x)exp(G(un))vodx.
Q Q Q

(22)
On the other hand, taking exp(—G(u,))vo as a test function in (15), we deduce also

/a(a:,un,Vun)exp(—G(u,L))Vvoda:+ b(x) exp(—G(uyn))vo de/,un exp(—G(uy))vodz.
Q Q Q

(23)
By choosing vy = T (u,) " in (22)), we otain

/Qa(x,un,Vun)exp(G(un)))VTk(un)erac

S/QuneXp(G(un)))Tk(un)+01~”ﬂ+/Qb(ilf)eXP(G(%)))Tk(un)+ da.

Since p € L' (R), we see that G(—o00) < G(s) < G(+00) and |G(+00)| < L|p[|11(r), then
we have

ol 21
[ e Tun), VT 0) Vi) do < exp (PPl g0 + [bl130) = KC

Q
and using we get
/ o(z, | VT (uy) ")) dz < kCs.
Q

Choosing again vy = Ti(u,)” in we get

- a(x, Un, V) exp(—G(uy)))Vu, de + / b(x) exp(—G (un))) Tk (uy)~ dx
{—k<u,<0} Q

> /Q tn €xp(—G (up))) Tk (uy) " dx.

Similarly we obtain

/ a(z, Ty (un), VI (un)) Vuy, dz < exp (
{*kSUnSO}

= kCy.

ol
D) klllal a0 + o)

and by we have
/ o(x, VT (u,) ™ |)dz < kCs.
Q

We deduce respectively the results and .
(2) Using (4]) we have

inf p(x, —)meas{|u,| > k} < / x, dx

< / o(x, [VTi(uy)|)de < kCr.
Q
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Then
kC~

meas{|up| > k} < ——CT
" lnf.”cEQ QD(.’,E, Cil)

)

for all n and for all k.
Assume that there exists a positive function M such that lim;_, @ = +o0 and
M(t) < essinf,eq p(x,t), Vt > 0. Thus, we get

lim meas{|u,| > k} = 0.
k—o0

By the property (1) of Lemma we deduce that Ty (u,) is bounded in W L, () and
then there exists some 75, € W L, () such that

Ti(un) — 71 weakly in WJL,(Q) for o(TIL,,I1Ey),

strongly in  E,(2) and a.e. in €,

and by (2) of Lemma[5.1] the sequence (u,), converges almost everywhere to some mea-
surable function u. Then we have T} (u,,) — T (u) weakly in W L, (2) for c(IIL,, I1Ey,),
strongly in E,(€) and a.e. in .

(3) We shall prove that {a(z, T (un), VTk(un))}n is bounded in (Lw(Q))N for all & > 0.
Let w € (E,(Q2))" be arbitrary. By (9) we have

(a(z, upn, Vuy) — a(z, un, w))(Vu, —w) > 0.

Then

/ a(z, Uy, Vun)wd:vg/ a(x, Uy, Vun)Vundac—i—/ a(x, tp, w)(w—Vuy,)dz.
{lun|<k} {lun|<k} {lun|<k}

By and according to Remark there exists & > 0 such that v(x, k) < k/go(:c, 1)
and for A > 0 is large enough

a(m, Unp s Vﬂ) 1 ’
Y(——F7—)dx < Z[ | Y(c(x))dx + | k o(z,1)dx+ [ o(z,w)dr] < Cq.
{lunl <k} 36 3'Ja o o
(24)
Thus {a(z, Ty(un), 1)} is bounded in (Ly())N, by (24),(18) and in view of the Banach-
Steinhaus theorem, the sequence {a(x, Tk (), VTk(uy))} remains bounded in (L, (€2))V
and for a subsequence

a(x, Ty (upn), VT (uy)) = wr  weakly in (Lw(Q))N for o(IILy,IIE,).

Step 3: Almost everywhere convergence of the gradients.
To have that the gradient converges almost everywhere, we need to prove the following
proposition.

Proposition 5.2 Let {u,}, be a solution of the approxzimate problem, then
1.

lim limsup

/ a(z, up, Vi) Vi, dz = 0; (25)
M= n—oo J{—(m+1)<up<-m}
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2. for a subsequence as n — oo

Vu, = Vu a.e in . (26)

Proof. (1) Take the function vo = Ty (un — Ty (uy)) ™ in (23)), this function is admis-
sible since vy € W L, (2) N L>°(Q), and vy > 0, then we have

— /Q a(x, Uy, V) exp(—G(un)) VT (uy — T (uy)) ™ da

< / b(&) exp(—G (1)) T4 (1 — T (1))~ d.
Q

Since p is nonnegative, we get

a(w, up, Vuy) exp(—G(un))) Vuy, dz
{=(m+1)<un<—m}

§/Qb(a:)exp(—G(un)))Tl(un—Tm(un))_dx

< exp<”p|o|fﬁ)/g 1b(2) [T (1 — Ty (1))~ dz.

By Lebesgue’s theorem, we conclude the result .
(2) To show that Vu, — Vu a.e. in  is true, simply adapt the proof from [3] and
follow the same steps by taking ® = 0.

Step 4: Equi-integrability of the nonlinearity sequence.
We shall prove that

Ko (2, Vu,) = K(x,u,Vu) strongly in L'(€). (27)
Un
Consider vy = / p(s)x(s>nyde in (22)), we get
0

/a(x,un,Vun)exp(G(un))VvodxS/unexp(G(un))voder/ b(x) exp(G(un))vode.
Q Q Q

Then using (10) and (11)) we have
oo ol &
o[ et Vunde < ([ pts)do)exp (L) ullag ) + Pl
{un>h} h (e

+oo
[ ptunete Vude < S [ o)),
{un>h} a Jp

Since p € L'(R), we get

lim sup/ p(un)o(z, Vuy,)dz = 0.
h—+oco neN {un>h}

0
Similarly, let vy = / p(8)X {s<—nydr in , we have also

Un

lim sup/ plun)p(z, Vuy,)dx = 0.
h=+00 neN J{u, <—h}
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We conclude that

lim sup/ p(up)o(z, Vuy,)dz = 0. (28)
h=+00 nelN J{ju, |>h}

Let D C Q, then

[ ptunela, Vun)do < max (o(a) [ o, V) dz
D {lun|<h} D{|un|<h}

—I—/ plun)o(z, Vuy,)dz.
DN{|un|>h}

Consequently, p(un)@(z, Vu,) is equi-integrable, and since p(u,,)p(z, Vuy,) converges to
p(u)p(z, Vu) strongly in L(R), we get our result.

Step 5: We show that u satisfies .
e {u,} is bounded W L,(Q) and converges to u strongly in Ls(£2), where ¢ € A,,.

Firstly, we can take T, (u, — Ti(un)),€ > 0,t > 0 as a test function in (17)), from and
we have

/ a(x, Up, Vi, ) Vuyde < eChp.
{t<|un|<tt+e}

The constant C1g is independent of n, e and t, then

1 C
f/ o(x, Vuy,)dr < =10,
€ {t§|u71|§t+€} «

Let now € — 0, we have

d Cho
- — z, Vu, )dr < —. 29
dt {tswun\}(p( ) a (29

Secondly, let ¢ € A, and ¢ ~ ¢. Using Lemma Lemm the equation
and the same techniques as in [10], we deduce that Vu, is bounded in L4(Q2) for each

¢ € A, then u,, is bounded in Wy L4(€) for each ¢ € A,,.

o a(x,up, Vu,) = a(x,u, Vu) weakly for o(IILyop-1,11ES),
where w and ¢ o H~! are two complementary Musielak-Orlicz functions.
The first time, using and Remark we have

—1 |a(xaunvvun)| —1 1 _
oo (0Tl < [ ot (Gete) + ko (oo )
+5 (@, v2| V)] dar.

Since ¢ o H, ! is a Musielak-Orlicz function, we get

o (e < 4 o0 17 (5ete)

F o0 H (3 (k0005 (o, unl))) + 6 0 Hy (3065 (plar 1ol Vual ). (30)
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On the other hand, due to the definition of Musielak-Orlicz function, we can easily
deduce

1
by definition of H we have

ol H; 1 (3)) < (),
and hence, by Remark
60 7 (ge()) < haplr, B (C)) < by, efa), (31)

also we have

1
60 H (bt (b )l ) < 60 H (305" (e o)
_1 P, ko[ Vug|)
<¢oH, (W)a
where ko = max(1, k(v1)), then
1
¢poH (57/1;1(7?(”1)90(% lunl))) < ksp(z, unl), (32)
e 1 (&, vl Vs
—1(,,—1 —1P\Z, V2| VUp
¢oH, (¢ (5@(5Ea’/2|vun|))) <¢oH, (W)
= ¢(x,va|Vuy)).
Using Remark [2.1] we get
60 H (0" (o 1al V) < kg, [V, (53)

applying , and in we obtain

|a(x Uy Vg,
/ —¢poH, 65 — ) da

< /Q kv, () de + koo, [unl) + kagpla, [V )z < Chy.

Consequently, a(x, un, Vu,) = a(z,u, Vu) weakly for o(IILyop-1,11ES).

Take now v € D(Q2) as a test function in approximate equation , one has

/a(x7un,Vun)vdx+/K(:E,un,Vun)vdxz/unvdx,
Q Q Q

since we have u, — u strongly in (E,(Q))V, for every k << ¢, V¢ € A,,.

Using and we can pass to the limit as n — +oo to end the proof of
Theorem [E.11
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