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Diagonal Riccati Stability of a Class of Matrices

and Applications

A.Yu. Aleksandrov ∗ and N.O. Kovaleva
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Abstract: Necessary and sufficient conditions of the diagonal Riccati stability are
derived for a class of pairs of matrices with special structures. The obtained conditions
are used in the problems of analysis and synthesis of some types of time-delay systems.
Results of numerical simulation are presented to illustrate the effectiveness of the
proposed approaches.

Keywords: diagonal stability; delay; Lyapunov–Krasovskii functional; complex sys-
tem; asymptotic stability; consensus.

Mathematics Subject Classification (2010): 34D20, 34K20.

1 Introduction

The problem of diagonal Riccati stability was introduced in [15] and is motivated by
the construction of the diagonal Lyapunov–Krasovskii functionals for linear time-delay
systems.

In [4], a criterion for a given pair of matrices to be diagonally Riccati stable has been
derived. This result extended the well known condition of Barker, Berman and Plemmons
for the diagonal Lyapunov stability [7]. With the aid of this criterion, necessary and
sufficient conditions of the existence of diagonal Lyapunov–Krasovskii functionals were
found for linear positive differential and difference systems with delay [3, 4].

However, it should be noted that the conditions of the above criterion are not con-
structive enough. Therefore, an actual problem is to determine the classes of matrices
for which simple and constructively verified necessary and sufficient conditions of the
diagonal Riccati stability can be obtained. Some of such classes were found in [2, 5].

In the present paper, a class of pairs of matrices is studied. These matrices can be used
for the modeling of complex systems composed of second order subsystems with a special
structure of connections between the subsystems and with a delay in the feedback law. A
criterion of the diagonal Riccati stability is derived for the matrices under consideration.
Moreover, it is shown that the obtained result can be applied to the problems of analysis
and synthesis of some types of time-delay systems.

∗ Corresponding author: mailto:a.u.aleksandrov@spbu.ru

c© 2019 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua445



446 A. Yu. ALEKSANDROV AND N.O. KOVALEVA

2 Statement of the Problem

Let R be the field of real numbers, Rn and Rn×n denote the vector spaces of n-tuples of
real numbers and n× n matrices, respectively, ‖ · ‖ be the Euclidean norm of a vector.

For a matrix C ∈ Rn×n, we use the notation C> for the transpose of C. The matrix C
is Hurwitz if all of its eigenvalues have negative real parts, C is Metzler if its off-diagonal
entries are all nonnegative, C is nonnegative if all of its entries are nonnegative. Let
diag{λ1, . . . , λn} be the diagonal matrix with the elements λ1, . . . , λn along the main
diagonal.

Let matrices A,B ∈ Rn×n be given.

Definition 2.1 (see [15]) The pair of matrices (A,B) is diagonally Riccati sta-
ble if there exist diagonal positive definite matrices P = diag{p1, . . . , pn} and Q =
diag{q1, . . . , qn} such that the matrix

R = A>P + PA+Q+ PBQ−1B>P (1)

is negative definite.

In [4, 5] the following results were obtained.

Proposition 2.1 Let the matrix A ∈ Rn×n be Metzler and the matrix B ∈ Rn×n be
nonnegative. Then the pair (A,B) is diagonally Riccati stable if and only if the matrix
A+B is Hurwitz.

Proposition 2.2 Let A ∈ Rn×n, B ∈ Rn×n be given and let D = diag{d1, . . . , dn},
E = diag{e1, . . . , en} with di ∈ {−1; +1}, ei ∈ {−1; +1} for i = 1, . . . , n. The pair (A,B)
is diagonally Riccati stable if and only if (DAD,DBE) is diagonally Riccati stable.

In this contribution, we will look for the conditions of the diagonal Riccati stability
for a special class of pairs of matrices. Assume that n is an even number (n = 2k, k is a
positive integer), and the matrices A and B have the following forms:

A =



a11 a12 0 0 0 0 · · · 0 0 0
a21 a22 0 0 0 0 · · · 0 0 0
0 0 a33 a34 0 0 · · · 0 0 0
0 c1 a43 a44 0 0 · · · 0 0 0
0 0 0 0 a55 a56 · · · 0 0 0
0 0 0 c2 a65 a66 · · · 0 0 0
...

...
...

...
...

...
. . .

...
...

...
0 0 0 0 0 0 · · · 0 an−1n−1 an−1n
0 0 0 0 0 0 · · · ck−1 ann−1 ann


, (2)

B =



0 0 0 · · · 0 0
0 0 0 · · · 0 b
0 0 0 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 0 0
0 0 0 · · · 0 0


. (3)
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Figure 1: Structure of connections in a complex system.

Such matrices can be used for the modeling of complex systems composed of second order
subsystems with a special structure of connections between the subsystems and with a
delay in the feedback law (see Fig. 1).

Furthermore, we will apply the obtained conditions of the diagonal Riccati stability to
the problems of analysis and synthesis for some classes of linear and nonlinear difference-
differential systems.

3 A Criterion of the Diagonal Riccati Stability

Construct the auxiliary matrices

Ã =



a11 ã12 0 0 0 0 · · · 0 0 0
ã21 a22 0 0 0 0 · · · 0 0 0
0 0 a33 ã34 0 0 · · · 0 0 0
0 |c1| ã43 a44 0 0 · · · 0 0 0
0 0 0 0 a55 ã56 · · · 0 0 0
0 0 0 |c2| ã65 a66 · · · 0 0 0
...

...
...

...
...

...
. . .

...
...

...
0 0 0 0 0 0 · · · 0 an−1n−1 ãn−1n
0 0 0 0 0 0 · · · |ck−1| ãnn−1 ann


,

B̃ =



0 0 0 · · · 0 0
0 0 0 · · · 0 |b|
0 0 0 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 0 0
0 0 0 · · · 0 0


.

Here ã2j−1 2j = ã2j 2j−1 = 0 for a2j−1 2ja2j 2j−1 < 0, and ã2j−1 2j = |a2j−1 2j |, ã2j 2j−1 =
|a2j 2j−1| for a2j−1 2ja2j 2j−1 ≥ 0, j = 1, . . . , k.

Denote ∆̃2j−1 2j = a2j−1 2j−1a2j 2j − ã2j−1 2j ã2j 2j−1, j = 1, . . . , k.

Theorem 3.1 Let the matrices A and B be of the form (2) and (3), respectively.
Then the pair (A,B) is diagonally Riccati stable if and only if the inequalities

aii < 0, i = 1, . . . , n, ∆̃2j−1 2j > 0, j = 1, . . . , k, (4)

∆̃12∆̃34 . . . ∆̃n−1n > |a11a33 . . . an−1n−1c1c2 . . . ck−1b| (5)

hold.
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Proof. Let P = diag{p1, . . . , pn} and Q = diag{q1, . . . , qn} be positive definite
diagonal matrices. Without loss of generality, assume that qn = 1.

If the matrices A and B are defined by the formulae (2) and (3), then the matrix (1)

can be represented in the form R = R̃+ diag{q1, q2, . . . , qn−1, 0}, where

R̃ =



R12 L1 0 0 0 · · · 0 0
L1 R34 L2 0 0 · · · 0 0
0 L2 R56 L3 0 · · · 0 0
...

...
...

...
...

. . .
...

...
0 0 0 0 0 · · · Rn−3n−2 Lk−1
0 0 0 0 0 · · · Lk−1 Rn−1n


,

R12 =

(
2p1a11 p1a12 + p2a21

p1a12 + p2a21 2p2a22 + p22b
2

)
,

R2j−1 2j =

(
2p2j−1a2j−1 2j−1 p2j−1a2j−1 2j + p2ja2j 2j−1

p2j−1a2j−1 2j + p2ja2j 2j−1 2p2ja2j 2j

)
, j = 2, . . . , k−1,

Rn−1n =

(
2pn−1an−1n−1 pn−1an−1n + pnann−1

pn−1an−1n + pnann−1 2pnann + 1

)
,

Lj =

(
0 0
0 cjp2j+2

)
, j = 1, . . . , k − 1.

Thus, the pair (A,B) is diagonally Riccati stable if and only if there exist positive

numbers p1, . . . , pn for which the matrix R̃ is negative definite.
Let ∆i be the leading principal minor of the i-th order of the matrix R̃, i = 1, . . . , n.

Necessary and sufficient conditions of the negative definiteness of R̃ can be formulated
as follows: aii < 0, i = 1, . . . , n,

detR2j−1 2j > 0, ∆2j > 0, j = 1, . . . , k. (6)

Choose a number l ∈ {1, . . . , k}. Consider the inequalities from (6) depending on the
corresponding parameter p2l−1. We obtain detR2l−1 2l > 0,

∆2j > 0, j = l, . . . , k. (7)

Developing ∆2j by the (2l − 1)-th and 2l-th columns, rewrite (7) in the form

αlj
detR2l−1 2l

p2l−1
> βlj , j = l, . . . , k,

where αlj and βlj are independent of p2l−1, and αlj > 0.
Thus, to derive less conservative restrictions on the entries of the matrices A and B,

one should take a value of p2l−1 for which detR2l−1 2l/p2l−1 is minimal. Hence,

p2l−1 =

{
p2la2l 2l−1/a2l−1 2l for a2l−1 2la2l 2l−1 > 0,

−p2la2l 2l−1/a2l−1 2l for a2l−1 2la2l 2l−1 < 0.

Moreover, taking into account Proposition 2.2, we can assume that b ≥ 0, cs ≥ 0,
s = 1, . . . , k − 1, and a2j−1 2j ≥ 0, a2j 2j−1 ≥ 0 for a2j−1 2ja2j 2j−1 ≥ 0.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 19 (4) (2019) 445–454 449

As a result, we obtain that conditions of the diagonal Riccati stability for the pair
(A,B) coincide with those for the pair (Ã, B̃).

The matrix Ã is Metzler and the matrix B̃ is nonnegative. Hence (see Proposition

2.1), (Ã, B̃) is diagonally Riccati stable if and only if the matrix Ã + B̃ is Hurwitz.

Verifying the Sevastyanov–Kotelyanskii conditions [10] for the matrix Ã + B̃, we arrive
at the inequalities (4), (5). 2

4 Applications

In this section, we will show how the result described above can be applied to some
problems of analysis and synthesis of time-delay systems.

4.1 Absolute stability of the Persidskii-type systems

Let the nonlinear time-delay system

ẋ(t) = Af(x(t)) +Bf(x(t− τ)) (8)

be given. Here x(t) = (x1(t), . . . , xn(t))
>

is the state vector; A ∈ Rn and B ∈ Rn are
constant matrices; τ is a constant nonnegative delay. The nonlinearity f : Rn → Rn is
continuous, diagonal f(x) = (f1(x1), . . . , fn(xn))

>
and satisfies the sector-like conditions

xifi(xi) > 0 for xi 6= 0, i = 1, . . . , n. Such a nonlinearity is said to be admissible.
The system (8) is a well-known Persidskii-type system [12, 14]. Such systems are

widely used for the modeling of automatic control systems and neural networks.
From the properties of functions f1(x1), . . . , fn(xn) it follows that the system (8)

possesses the zero solution.
We assume that the initial functions for (8) belong to the space C([−τ, 0],Rn) of con-

tinuous functions ϕ(θ) : [−τ, 0]→ Rn with the uniform norm ‖ϕ‖τ = supθ∈[−τ,0] ‖ϕ(θ)‖.
In addition, let xt stand for the restriction of a solution x(t) of (8) to the segment [t−τ, t],
i.e., xt : θ → x(t+ θ), θ ∈ [−τ, 0].

Definition 4.1 The system (8) is absolutely stable if its zero solution is asymptoti-
cally stable for any admissible nonlinearity and any constant nonnegative delay τ .

Theorem 4.1 Let n = 2k, k be a positive integer, and the matrices A and B in (8)
be of the form (2) and (3), respectively. If the inequalities (4) and (5) are fulfilled, then
the system (8) is absolutely stable.

Proof. Under conditions (4) and (5), the pair (A,B) is diagonally Riccati sta-
ble. Choose positive definite diagonal matrices P = diag{p1, . . . , pn} and Q =
diag{q1, . . . , qn} for which the matrix (1) is negative definite.

Using diagonal elements of P and Q, construct a Lyapunov–Krasovskii functional for
(8) in the form

V (xt) =

n∑
i=1

2pi

xi(t)∫
0

fi(u)du+ qi

t∫
t−τ

f2i (xi(θ))dθ

 .

It is easy to verify that there exists a number γ > 0 such that

V̇
∣∣
(8)
≤ −γ (‖f(x(t))‖+ ‖f(x(t− τ))‖) .

Hence (see [11]), the system (8) is absolutely stable. 2
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4.2 Stability analysis of a mechanical system

Consider a complex system describing the interaction of k mechanical systems with two
degrees of freedom. Let equations of motion be of the form

ẍ1(t) + hα1ẋ1(t) + β11x1(t) + β12x2(t) = 0,

ẍ2(t) + hα2ẋ2(t) + β21x1(t) + β22x2(t) = ω1x2k(t− τ),

ẍ2j−1(t) + hα2j−1ẋ2j−1(t) + β2j−1 2j−1x2j−1(t) + β2j−1 2jx2j(t) = 0,

ẍ2j(t) + hα2j ẋ2j(t) + β2j 2j−1x2j−1(t) + β2j 2jx2j(t) = ωjx2j−2(t), j = 2, . . . , k.

(9)

Here xi(t) ∈ R, αi, βi, ωj are constant coefficients, i = 1, . . . , 2k, j = 1, . . . , k, h is a
positive parameter, τ is a constant nonnegative delay.

Denote n = 2k, x(t) = (x1(t), . . . , xn(t))>. Then the equations (9) can be rewritten
as follows:

ẍ(t) + hDẋ(t) + C1x(t) + C2x(t− τ) = 0. (10)

Here D = diag{α1, . . . , αn}, and C1, C2 are constant matrices with the structures similar
to those of (2) and (3), respectively.

We assume that the initial functions for (10) belong to the space C1([−τ, 0],Rn) of
continuously differentiable functions ϕ(θ) : [−τ, 0]→ Rn with the uniform norm

‖ϕ‖τ = sup
θ∈[−τ,0]

‖ϕ(θ)‖+ sup
θ∈[−τ,0]

‖ϕ̇(θ)‖.

To derive delay-independent stability conditions for (10), we will use the decomposi-
tion method [13,19,20] and the approach proposed in [1, 6].

Consider the auxiliary isolated subsystems

ẏ(t) = Ay(t) +By(t− τ), (11)

ż(t) = −Dz(t), (12)

where y(t), z(t) ∈ Rn, A = −D−1C1, B = −D−1C2.

Assumption 4.1 Let αi > 0, i = 1, . . . , n.

Remark 4.1 Under Assumption 4.1, the system (12) is asymptotically stable.

Assumption 4.2 The inequalities (4) and (5) are valid for the entries of the matrices
A and B.

Remark 4.2 Under Assumption 4.1, the subsystem (11) possesses a diagonal
Lyapunov–Krasovskii functional of the form

V (yt) = y>(t)Py(t) +

t∫
t−τ

y>(θ)Qy(θ)dθ,

where P and Q are constant positive definite diagonal matrices.

Applying Theorem 1 from [6], we arrive at the following result.

Theorem 4.2 Let Assumptions 4.1 and 4.2 be fulfilled. Then there exists a num-
ber h0 > 0 such that if h ≥ h0, then the system (10) is asymptotically stable for any
nonnegative delay.
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4.3 Synthesis of the decentralized control for a multiagent system

The problems of cooperative control of multiagent systems have attracted considerable
attention in the last decade due to their wide applicability [8, 9, 17, 18]. The key goal of
cooperative control is to reach a desired global group behavior by using global/local infor-
mation shared among neighboring agents in a distributed fashion. One of the important
cooperative control problems is that of consensus [8, 16].

In the present subsection, we are going to design a decentralized control ensuring con-
sensus for a group of n mobile agents on a line with a special structure of communication
topology.

Let xi(t) ∈ R be the position of the i-th agent at time t ≥ 0, i = 1, . . . , n. We will
assume that the following conditions are fulfilled:

(i) n = 2k, where k is a positive integer;
(ii) the (2j − 1)-th agent is a satellite of the 2j-th agent, and it receives information

about the distance x2j−1(t)− x2j(t), j = 1, . . . , k;
(iii) the 2j-th agent receives information about the distances x2j(t) − x2j−1(t) and

x2j(t)− x2j−2(t), j = 2, . . . , k;
(iv) the 2-th agent receives information about the distances x2(t)−x1(t) and x2(t)−

xn(t− τ), where τ is a constant nonnegative delay;
(iv) the 2-th agent is a leader: it knows the distance between itself and a desired

position ξ.
Thus, the communication topology of the system has the structure depicted in Fig. 1.
First, consider the case where the dynamics of agents are described by the first order

integrators
ẋi(t) = ui, i = 1, . . . , n. (13)

Here ui ∈ R denotes the control input (or protocol) of agent i. We will say that the
multiagent system achieves a consensus if xi(t)→ ξ as t→ +∞, i = 1, . . . , n.

Under conditions (i)–(iv), the control law can be chosen as follows:

u2j−1 = α2j−1(x2j − x2j−1), j = 1, . . . , k,

u2s = α2s(x2s−1(t)− x2s(t)) + βs(x2s−2(t)− x2s(t)), s = 2, . . . , k,

u2 = α2(x1(t)− x2(t)) + β1(xn(t− τ)− x2(t)) + γ(ξ − x2(t)),

(14)

where αi, βj , γ are constant coefficients, i = 1, . . . , n, j = 1, . . . , k.
Let x(t) = (x1(t), . . . , xn(t))>. Then the system (13) closed by the control (14) takes

the form
ẋ(t) = Ax(t) +Bx(t− τ). (15)

Here A and B are constant matrices with the structures similar to those of (2) and
(3), respectively. The system (15) admits the equilibrium position x = x̄, where x̄ =
(ξ, . . . , ξ)>.

Applying Theorem 4.1, we arrive at the following result.

Theorem 4.3 Let the inequalities

γ > 0, α2j−1 > 0, j = 1, . . . , k,

β1 + γ + min{α2; 0} > 0, βj + min{α2j ; 0} > 0, j = 2, . . . , k,

(β1 + γ + min{α2; 0})
k∏
j=2

(βj + min{α2j ; 0}) > |β1|β2 . . . βk

(16)
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be valid. Then the equilibrium position x = x̄ of (15) is asymptotically stable for any
nonnegative delay τ .

Next, assume that the dynamics of agents are described by the double integrators

ẍi(t) + hẋi(t) = ui, i = 1, . . . , n. (17)

Here ui ∈ R is the control input of agent i, and h is a constant positive damping coeffi-
cient. We will say that the multiagent system achieves a consensus if xi(t)→ ξ, ẋi(t)→ 0
as t→ +∞, i = 1, . . . , n.

Choose a control law for (17) in the form (14). Then the corresponding closed-loop
system can be rewritten as follows:

ẍ(t) + hẋ(t) = Ax(t) +Bx(t− τ), (18)

where A and B are constant matrices with the structures similar to those of (2) and (3),
respectively.

With the aid of Theorem 4.2, it can be shown that the following theorem is valid.

Theorem 4.4 Let the inequalities (16) hold. Then there exists a number h0 > 0 such
that if h ≥ h0, then the equilibrium position x = x̄, ẋ = 0 of (18) is asymptotically stable
for any nonnegative delay τ .

5 Results of Numerical Simulation

To illustrate the effectiveness of the proposed approaches, consider a group consisting of
six agents. Let the control law be of the form (14).

For the simulation, we choose α1 = 1, α2 = −0.25, α3 = 1, α4 = −0.25, α5 = 1,
α6 = −0.1, β1 = −0.5, β2 = 0.5; β3 = 1, γ = 2, τ = 10, ξ = 0.5. In addition, it is
assumed that x(t) ≡ (0.1, 0.4667, 0.7, 0.2, 0.5, 0.2)> for t ∈ [−10, 0].

Figure 2 corresponds to the case where the agent dynamics are described by the
first order integrators. We can see the convergence of agents to the desired equilibrium
position.

Figure 2: The agent time history (first order integrators).

Next, consider the double integrators (17). Figures 3 and 4 demonstrate that if
h = 0.2, then the equilibrium position is unstable, whereas if h = 2, then the agents
achieve the consensus.
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Figure 3: The agent time history (double integrators, h = 0.2).

Figure 4: The agent time history (double integrators, h = 2).

6 Conclusion

In the present paper, simple necessary and sufficient conditions of the diagonal Riccati
stability are derived for a class of pairs of matrices with special structures. These condi-
tions are formulated in terms of algebraic inequalities for the entries of the matrices under
consideration. We have shown that the obtained result can be used for the analysis of
absolute stability of the Persidskii-type systems, the determination of delay-independent
stability conditions for a mechanical system with a special structure of connections and
the construction of decentralized controls providing the achievement of a consensus for
some types of multiagent systems.

An application of the developed approaches to wider classes of matrices and time-
delay systems is our future work.
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Abstract: In this paper, we compare the estimation results for the reduced model
and original model of water level in a river. First, we compute a reduced model
from the original model using the balanced truncation method, then we estimate the
reduced model using the Kalman filter. Since the orders of the state variables in the
reduced model and original model are different, we cannot compare them directly.
Therefore, we need an identification of the state variables in the reduced model such
that we can determine the corresponding state variables in the original model or the
real data. The selected river flow model is the Bengawan Solo river in Indonesia.
The Bengawan Solo river is the longest river in Indonesia and often causes floods in
the area around the river. With the river length of 548 km, it is difficult to obtain
complete data at each point, and this will lead to a large order river flow model.
Since the Bengawan Solo river flow model is a large order model, we need to reduce
the model using the balanced truncation method. Next, to obtain data on the water
levels at each unknown point, we estimate the reduced model using the Kalman filter
method. Based on the simulation results, we see that if more points are removed, the
error value is larger. However, if fewer points are known, the computational time is
less.
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1 Introduction

Indonesia is a maritime country with 2/3 of the area covered with water in the form of
sea, lake, and river. River is one form of water that is useful for the life of Indonesian
citizens. Furthermore, the river can also be disastrous if the volume of water in the river
exceeds its capacity. Flood is a disaster in such event. One of the rivers in Indonesia
that often causes floods is the Bengawan Solo river [1]. With the river length of 548
km, the Bengawan Solo river flows through 12 districts and is divided into 20 regions,
i.e. upstream and downstream in Central Java and in East Java. The impact of flooding
caused by the Bengawan Solo river is very large because it has a very long flow area.
Therefore, the Bengawan Solo river water level is a system with a large order.

Thus, it is difficult to obtain complete data at each point. So, in anticipation of
flooding due to the inability of the river to accommodate the increase in water volume, we
estimate the river water level by taking into account the flow velocity using an estimator.

One of the well-known methods in estimation is the Kalman filter [2,3]. The Kalman
filter was first introduced by Rudolph E. Kalman in 1960. There are some factors that
cannot be modeled. Thus we added stochastic factors, such as the system noise and mea-
surement noise. It follows that the system becomes a stochastic dynamical system. The
Kalman filter consists of two processes: the time update and measurement update [4].
The time update is responsible for projecting forward in time the current state and error
covariance estimates to obtain the a-priori estimates for the next time step. The mea-
surement updates are responsible for the feedback for incorporating a new measurement
into the a-priori estimate to obtain an improved a-posteriori estimate. After each time
and measurement update, the process is repeated with the previous a-posteriori estimates
used to project or predict the new a-priori estimates. This recursive nature is one of the
very appealing features of the Kalman filter.

In the process of estimating the altitude of water level of the Bengawan Solo river,
we use a shallow water equation, i.e. the Saint Venant equation. In this paper, the Saint
Venant equation represents the original model which is widely used for the wave models
in the atmosphere, rivers, lakes and oceans [5]. This equation is used to model the flow
in open channels, such as the river flow. Since the Bengawan Solo river has many points
of location denoted by states, the original model is a larger order model. Hence, in
this paper, we also reduce the original model before we estimate the water level of the
Bengawan Solo river using the Kalman filter.

Model reduction is used to simplify the size of realization in a model. This will reduce
the computational time, and hopefully, the error is as small as possible [6]. Currently,
there are many developed methods of model reduction such as the balanced truncation
methods [7–9] and singular perturbation approximation [2, 10]. In [6], a Kalman filter
algorithm has been developed in the reduced model and applied to the heat conduction
distribution problem. The authors in [11] combine the Kalman filter estimation and
model reduction without identification by using the balanced truncation method.

Since the orders of the state variables in the reduced and original models are different,
we cannot compare them. Therefore, we need an identification of the state variables in
the reduced model such that we can determine the corresponding state variables in the
original model. In this paper, we want to determine a relationship between the state
variables in the reduced and original model. We can compute the corresponding state
variables in the original model using the reduced model [12]. The simulation results
show that the Kalman filter estimation of the identified reduced model using balanced
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truncation can be carried out for several measurement points of the river water level.

2 The Bengawan Solo River

Bengawan Solo is the longest river on the island of Java, Indonesia. The river is around
548.53 km long and flows through two provinces, Central Java and East Java [1]. Data
on the Bengawan Solo river can be seen in Figure 1 [1].

Figure 1: Data on the water level of the Bengawan Solo river.

Because of the length of the river, the recording of the river water level data is not
easy. The river water level data are often not recorded properly as in Figure 1. So, it is
necessary to estimate the river water level in order to anticipate floods. Since the BBWS
data are not available at all for the water level data in the Karanggeneng area, we will
estimate the water level at 19 points or locations. In this paper, we use the data on water
level of the Bengawan Solo river for the period of June, 2018 – August, 2018 [1].

3 Model Representation

We discuss the shallow water equation that describes the flow of water in rivers [13]:

∂h

∂t
+D

∂v

∂x
= 0,

∂v

∂t
+ g

∂h

∂x
+ Cfu = 0, (1)
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where the initial conditions are taken from the measurement data of water level in the
Bengawan Solo river at t = 1 [1] and the boundary conditions are [2]

h(0, t) = h(x− 1, t), h(L, t) = h(2, t), (2)

where h(x, t) is the water level above the reference plane at the position (or city) x and
time t, t is the time variable, x is the position (or city) along the river, D is the water
depth, g is the gravitational acceleration and Cf is a friction constant.

4 Discretization

The shallow water equation in (1) will be discretized using the Lax-Wendroff scheme.
We can obtain a discrete-time system that is suitable for the Kalman filter and model
reduction. The result of discretization in (1) is as follows [2]:

hk+1
i =

1

2
(hki+1 + hki−1)− D∆t

2∆x
(uki+1 − uki−1),

uk+1
i =

(1− Cf∆t)

2
(uki+1 + uki−1)− g∆t

2∆x
(hki+1 − hki−1), (3)

where h represents the water level and u represents the water velocity. The Lax-Wendroff
scheme is a combination of the Lax-Friedrichs scheme and Leapfrog scheme [2]. The
Leapfrog scheme works by replacing ∆t with 2∆t such that g∆t or D∆t has smaller
value than ∆x in order to achieve the desired accuracy. The result of discretization of
hk+1
i and uk+1

i is as follow:

hk+1
i = hki − a(uki+1 − uki−1) + c(hki+1 − 2hki + hki−1),

uk+1
i = duki − b(hki+1 − hki−1) + c(uki+1 − 2uki + uki−1), (4)

where

a =
D∆t

∆x
(1− Cf∆t), b =

g∆t

∆x
, c =

Dg∆t2

2∆x2
, d = (1− 2Cf∆t).

Thus, we can write (4) in matrix realization as follows:{
xk+1 = Axk +Buk,

yk = Cxk +Duk,
(5)

where

xk+1 =



hk+1
1

uk+1
1

hk+1
2

uk+1
2

hk+1
3

uk+1
3

hk+1
4

uk+1
4
...

hk+1
N−1

uk+1
N−1



, xk =



hk1
uk1
hk2
uk2
hk3
uk3
hk4
uk4
...

hkN−1

ukN−1



, uk =


hk0
uk0
hkN
ukN

 .
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For the measurement matrix C, we use the number of the Bengawan Solo river elevation
points which do not have the real data, and for the matrix D, it is assumed that 0 is the
adjusted size.

5 Estimation and Identification of Model Reduction

The Kalman filter is one of the data assimilation methods, i.e. estimation of state variables
based on the noisy model and measurement systems [14]. The Kalman filter is divided
into two processes: the time update and measurement update [4]. The time updates
are responsible for projecting forward in time the current state and error covariance
estimates to obtain the a-priori estimates for the next time step. The measurement
updates are responsible for the feedback for incorporating a new measurement into the
a-priori estimate to obtain an improved a-posteriori estimate. The estimation of large-
order model needs a long computational time, so in this case we use the model reduction
to simplify the model without any significant error.

Model reduction is used to simplify the large order system without any significant
error. The behavior of the reduced system is almost the same as that of the original
system [10]. There are many methods of model reduction and one of them is the bal-
anced truncation method. Before we apply the balanced truncation method [7–9], the
realization of the system has to be balanced, i.e. the controllability Gramian is the same
as the observability Gramian [10]. In order to do so, we apply a transformation matrix
T to the original system (A,B,C,D)

Ã = T−1AT, B̃ = T−1B, C̃ = CT, D̃ = D.

The balanced system (Ã, B̃, C̃, D̃) can be written as{
x̃k+1 = Ãx̃k + B̃ũk,

ỹk = C̃x̃k + D̃ũk.
(6)

After we obtain the balanced system in (6), we partition the Gramian Σ such that
Σ = diag(Σ1,Σ2), where Σ1 = diag(σ1, σ2, ..., σr) and Σ2 = diag(σr+1, σr+2, ..., σn).
Then the balanced system is partitioned into[

x̃1(k + 1)
x̃2(k + 1)

]
=

[
Ã11 Ã12

Ã21 Ã22

] [
x̃1(k)
x̃2(k)

]
+

[
B̃1

B̃2

]
u(k), (7)

ỹ(k) =
[
C̃1 C̃2

] [ x̃1(k)
x̃2(k)

]
+ D̃u(k), (8)

where, x̃1(k) ∈ Rr corresponds to Σ1 and x̃2(k) ∈ Rn−r corresponds to Σ2.
Model reduction by using the balanced truncation method is done by assuming x̃2(k+

1) = 0. The reduced system can be written as [9]{
x̃rk+1 = Ãrx̃rk + B̃rũk,

ỹrk = C̃rx̃rk + D̃rũk.
(9)

Because there are differences in the size of the original system matrix and the reduced
system, the results cannot be compared directly. In order to produce a reduced system
that corresponds to the original system, it is necessary to identify the relationship between
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the states of the two systems. The identification can be obtained from the transformation
matrix T [12]

xk = T x̃k. (10)

Equation (10) can be written as

xid = Trx̃rk, (11)

where xid is the state of the identified reduced model with size n× 1, Tr is obtained by
reducing the first part of the inverse transformation matrix T of size n × r, and xrk is
the reduced model of size r × 1.

6 Simulation Results

The shallow water equation (1) describes the relationship between the water level h and
water debit u. In this paper, we focus on the estimation of water level in the Bengawan
Solo river. Due to the unavailability of water debit data, the initial value of u is defined
as 0. We use the following values for the parameters in shallow water equations:

D = 150m, Cf = 0.0002, ∆x = 548km, ∆t = 100, g = 9.8m/s2.

With the parameters above, we estimate the water level h using the Kalman filter
by using the real data for the period of June, 2018 - August, 2018 [1]. First, we reduce
the number of state variables in the model. Each state represents the water level point.
Thus, we will reduce the number of the water level points. The original model has 19
states, it means that the number of the water level points is 19. In the second simulation,
the states in the original model will be reduced to 4-18 states (or points). The simulation
results of the Kalman filter estimation of the identified reduced model using balanced
truncation for 10 and 15 water level points are shown in Figure 2-3.

Figure 2: Estimation of the reduced system with 10 water level points.

From Figures 2-3, we can see that the simulation results of the Kalman filter esti-
mation of the identified reduced model using balanced truncation are quite accurate or
almost the same as those for the original model for several points. For more detailed
values, we describe the relative error value and computational time for each known point
in Table 1.
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Figure 3: Estimation of the reduced system with 15 water level points.

Known
Relative Error Computational time

points Original model Reduced model Original model Reduced model
2 1.11E-04 1.1660 0.125465 0.024951
3 1.77E-04 1.1269 0.130171 0.025277
4 1.14E-04 1.0989 0.129215 0.032373
5 8.63E-05 1.0398 0.212791 0.032134
6 7.02E-05 1.0348 0.134526 0.032752
7 1.32E-04 1.0298 0.134507 0.035429
8 1.73E-04 0.6755 0.133507 0.025639
9 1.51E-04 0.4274 0.133474 0.047240
10 1.31E-04 0.4239 0.133721 0.029778
11 9.37E-05 0.4139 0.131884 0.033390
12 1.23E-04 0.3837 0.135993 0.031910
13 9.26E-05 0.3357 0.128158 0.035152
14 1.33E-04 0.3018 0.134753 0.035960
15 1.49E-04 0.2321 0.127770 0.042461
16 1.09E-04 0.1819 0.129831 0.041342
17 8.10E-05 0.1526 0.132840 0.048576
18 8.62E-05 0.0085 0.137477 0.059243

Table 1: Comparison between the error and computational time for estimation of the original
and reduced models.

Based on Table 1, we conclude that the Kalman filter estimation of the original
model is better than the Kalman filter estimation of the identified reduced model using
balanced truncation. This result is reasonable, because the reduced model cannot achieve
better performance than the best estimation of the original model. In terms of the
computational time, the Kalman filter estimation of the identified reduced model using
balanced truncation is faster than that of the original one. This result is also reasonable,
because the order of the reduced model is smaller than that of the original model.

Based on Table 1, we can see that the error of 18 (from 19) water level points is 0.0085
and the computational time is 0.059243 seconds. On the other hand, the error of 2 (from
19) water level points is 1.1660 and the computational time is 0.024951 seconds. If the
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order of the reduced model is smaller, the error value is larger and inversely proportional
to the computational time. We can see in Table 1 that the computational time for the
Kalman filter estimation of the identified reduced model using balanced truncation is less
than that for the Kalman filter estimation of the original model.

7 Conclusions

In this work, we estimate the water level in the reduced model using balanced truncation.
Since the orders of the state variables in the reduced and original models are different, we
cannot compare them directly. Therefore, we need an identification of the state variables
in the reduced model such that we can determine the corresponding state variables in
the original model. The simulation result shows that the Kalman filter estimation of the
identified reduced model using balanced truncation has an error larger than that of the
original model, but the average computational time to estimate the reduced system is
26% less compared to the estimation of the original model. Thus, for the model reduction,
we can choose the number of water level points based on our needs.
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Abstract: The aim of this paper is to study the uniform asymptotic stability in
probability when a nonlinear stochastic differential equation does not have a trivial
solution. For nontrivial solutions of a nonlinear stochastic differential equation, the
problem of uniform asymptotic stability in probability is reformulated for a ball of
radius R > 0. Based on this new formulation, a theorem for the uniform asymptotic
stability in probability for this ball is proposed by using a Lyapunov approach.
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1 Introduction

In this paper, we discuss a new concept of uniform asymptotic stability in probability
for stochastic systems which are described by stochastic differential equations (SDEs)
driven by multiplicative noises. These systems differ from ordinary differential equations
(ODEs) modeling deterministic processes. Unlike an ODE, a SDE contains two terms:
the drift for the evolution of time and the diffusion for the action of the Brownian motion.
These systems correspond to Itô processes, and the noises that affect them are Brownian
motions, also called the Wiener processes. This kind of equations is extensively studied
in [8, 16, 17] and references therein.

Numerous phenomena are described by this class of models when a deterministic de-
scription is not satisfactory: in finance (financial mathematics and stock prices), biology
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(geographical and population evolution), geology (earthquakes), engineering (synthesis of
control taking into account the failures that may appear randomly), computing (modeling
networks), electricity (modeling of electrical circuits taking account of noise of electri-
cal circuits), physical and mechanical processes (particle movements in a gas or ionized
medium, quantum physics), etc.

The notion of stability of the solutions of SDE was introduced by Kats and Krasovskii
[9]. Then, in the works of Kushner [11, 12], Has’minski [8], Kozin [10], Wonham [19],
Zakai [22, 23], Gikhman and Skorokhod [5] and Friedman [4], several types of stability
have been defined for the SDE and a Lyapunov-type approach to study these stabilities
has been developed and elaborated.

In the literature, the asymptotic stability in probability has been extensively studied
in many works. Without exhaustivity, we can cite the textbooks [8, 16], the survey
papers [10, 13] and the papers [6, 7, 14, 18, 20, 21, 24], with references therein. It is
the asymptotic stability in probability of the equilibrium point x = 0 which is treated in
the works mentioned above and the case where the stochastic differential equation has a
nontrivial solution x 6= 0 is not considered.

In [2], the authors consider that the equilibrium point of the stochastic differential
equation is not the origin and that the differential stochastic equation is perturbed by an
external disturbance. There is a study of the stability of nontrivial solution in [1, 3, 15].

To deal with the existence of nontrivial solutions x 6= 0 of a stochastic differential
equation, we propose to study the uniform asymptotic stability in probability for a ball
with a given radius R > 0 and the classical concepts of uniform stability in probability
and uniform asymptotic stability in probability are reformulated for this ball. Sufficient
conditions are derived by using a Lyapunov approach in order to guarantee that a solution
initialized outside of the ball converges asymptotically in probability to the border of the
ball.

The paper is organized as follows. The concepts of uniform stability in probability
and uniform asymptotic stability in probability for a ball of radius R > 0 are given in
Section 2. A new theorem guaranteeing the uniform asymptotic stability in probability
for this ball is proposed in Section 3. This theorem is illustrated by an example in Section
4.

Notations. IRn denotes the n-dimensional Euclidean space.

‖A‖ =

√∑
i,j

A2
i,j =

√
tr(ATA)

is the Euclidean norm of the matrix A, while ‖x‖ =
√
xTx is the Euclidean norm of the

vector x. a∨b is the maximum of reals a and b. a∧b is the minimum of reals a and b. The
SDE means a stochastic differential equation. The probability measure associated with
the random variable x is denoted P{x}. E{x} stands for the mathematical expectation
operator with respect to the given probability measure P{x}. Let K denote the family
of all continuous and nondecreasing functions µ : IR+ → IR+ such that µ(0) = 0 and
µ(r) > 0 if r > 0.

2 Concepts of Stability in Probability

Consider the following nonlinear stochastic differential equation (SDE):

dx = f(x) d t+ g(x) dw, (1)
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where x ∈ IRn is the state vector, w ∈ IRd is a multi-dimensional independent Wiener
processes (or Brownian motions). The initial condition is given by x0 = x(t0). We
assume that f(0) 6= 0 or g(0) 6= 0, i.e. the stochastic differential equation (1) does not
have the trivial solution x = 0.

The functions f(x) and g(x) verify the following standard assumptions for Itô calculus
[8, 16, 17] : ∫ T

0

‖f(x(s))‖ d s <∞ a.s. ∀T > 0, (2a)∫ T

0

‖g(x(s))‖2 d s <∞ a.s. ∀T > 0. (2b)

To guarantee the existence and the uniqueness of the solution x(t) of the SDE (1),
the functions f(x) and g(x) satisfy the following relations ∀x ∈ IRn and ∀x ∈ IRn

([8, 16, 17]):

‖f(x)‖2 + ‖g(x)‖2 6 k1(1 + ‖x‖2), (3a)

‖f(x)− f(x)‖ ∨‖g(x)− g(x)‖ 6 k2 ‖x− x‖ , (3b)

where k1 and k2 are given strictly positive reals.
In this paper, we study the uniform stability in probability of the solution of a SDE

when the origin is not an equilibrium point. The considered stability is characterized by
the convergence of the solution in probability to a border of a ball BR defined as follows.

Definition 2.1 Let R > 0 be a real. The ball BR is defined by

BR = {x ∈ IRn : ‖x‖ 6 R}. (4)

Definition 2.2 The ball BR is said to be uniformly stable in probability for the SDE
(1) if, for any 0 < ε < 1 and for any r > 0, there exists δ(ε, r, t0) > 0 such that

P{x(t) ∈ IRn : R < ‖x(t)‖ 6 R+ r for all t > t0} > 1− ε,
∀x0 ∈ IRn and R < ‖x0‖ 6 R+ δ(t0, ε, r). (5)

Definition 2.3 The ball BR is uniformly asymptotically stable in probability for the
SDE (1) if the ball is uniformy stable in probability and, for any 0 < ε < 1, there exists
δ(ε, t0) > 0 such that

P{x(t) ∈ IRn : lim sup
t→+∞

‖x(t)‖ = R} > 1−ε, ∀x0 ∈ IRn, R < ‖x0‖ 6 R+δ(ε, t0). (6)

3 Uniform Asymptotic Stability in Probability of Nontrivial Solution of SDE

Let V (x, t) be a function valued on IR which is continuously twice differentiable in x ∈ IRn

and once differentiable in t ∈ IR+. Applying the Itô formula to V (x, t) with SDE (1)
yields [8, 16, 17]

dV (x, t) = LV (x, t) d t+ BV (x, t) dw (7)

with

LV (x, t) = Vt(x, t) + Vx(x, t)f(x) +
1

2
tr(gT (x)Vxx(x, t)g(x)), (8a)

BV (x, t) = Vx(x, t)g(x), (8b)
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where

Vt(x, t) =
∂V (x, t)

∂t
,

Vx(x, t) =

[
∂V (x,t)
∂x1

. . . ∂V (x,t)
∂xn

]
,

Vxx(x, t) =


∂2V (x,t)
∂x1∂x1

. . . ∂2V (x,t)
∂x1∂xn

... . . . ...
∂2V (x,t)
∂xn∂x1

. . . ∂2V (x,t)
∂xn∂xn

.

In the sequel, it is assumed that Vt(x, t) = 0, so V (x, t) is replaced by V (x).
The following theorem solves the problem of the uniform asymptotic stability in

probability of SDE (1).

Theorem 3.1 Let V (x) be a positive definite Lyapunov function. If there exist three
functions µ1, µ2 and µ3 in K and a scalar γ > 0 and R > 0, such that

µ1(‖x‖) 6 V (x) 6 µ2(‖x‖), (9)

LV (x) 6 −µ3(‖x‖) + γ, (10)

−µ3(‖x‖) + γ < 0, ∀ ‖x‖ > R, (11)

µ1(R) = µ2(R), (12)

then the ball BR is uniformly asymptotically stable in probability for the SDE (1).

Proof. First step: The ball BR is uniformly stable in probability.

Fix t0 ∈ IR+. Let 0 < ε < 1 and r > 0, we define x(t) as the solution of the system
(1), we suppose that ∀t > t0, we have ‖x‖ > R.

The following stopping time

τr = inf{t > t0 such that ‖x(t)‖ > R+ r} (13)

is defined to eliminate all the solutions that go beyond R+ r.
From (7), (8a), (10) and (11), we have

dV (x) = LV (x) d t+ Vxg(x) dw(t) (14)

and
LV (x) 6 −µ3(‖x‖) + γ < 0, ∀ ‖x‖ > R. (15)

Applying the expectation to the previous inequality leads to

E

{∫ t∧τr

t0

dV (x(s))

}
= E

{∫ t∧τr

t0

(LV (x(s) d s+ Vxg(x(s)) dw(s))

}
. (16)

In view of (15) and the following relation

E

{∫ t∧τr

t0

Vxg(x(s)) dw(s)

}
= 0, (17)
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the equation (16) becomes

E

{∫ t∧τr

t0

dV (x(s))

}
= E

{∫ t∧τr

t0

LV (x(s)) d s

}
6 0. (18)

Integrating (18) gives

E{V (x(t ∧ τr))− V (x0)} 6 0. (19)

The previous inequality is equivalent to

E{V (x(t ∧ τr))− µ1(R)} 6 E{V (x0)− µ1(R)}, (20)

and, if τr 6 t, we obtain

P{τr 6 t} E{V (x(τr))− µ1(R)} 6 E{V (x0)− µ1(R)}. (21)

Condition (9) yields µ1(R+ r) 6 V (x(τr)), then we have

P{τr 6 t}(µ1(R+ r)− µ1(R)) 6 (V (x0)− µ1(R)). (22)

So, if t→ +∞, the following inequality holds true:

P{τr 6 +∞} 6 V (x0)− µ1(R)

µ1(R+ r)− µ1(R)
. (23)

Since we have µ1(R) = µ2(R) (because of the continuity at the point R of µ2), there
exists 0 < δ0(t0, ε, r) < r such that R < ‖x0‖ < R+ δ0(t0, ε, r), then we have

µ2(‖x0‖)− µ2(R) 6 ε(µ1(R+ r)− µ1(R)). (24)

Using the inequality above we have

V (x0)− µ1(R) 6 ε(µ2(‖x0‖)− µ2(R)) 6 ε(µ1(R+ r)− µ1(R)).

From (??) we can deduce that

V (x0)− µ1(R)

µ1(R+ r)− µ1(R)
6 ε. (25)

Fix x0 ∈ IRn such that R < ‖x0‖ < R+δ0(ε, r, t0). From the existence and uniqueness
of the solution x to the SDE (1) (see (2a) and (2b)), we assume that there exists x(t)
such that ‖x(t)‖ > R, ∀t > t0.

Using x0 chosen above and the inequality (25), we have

P{τr 6 +∞} 6 ε. (26)

Finally, we have ∀R < ‖x0‖ < (R+ δ0(ε, t0, r)) 6 R+ r. Then, we obtain

P{x(t) ∈ IRn : R < ‖x(t)‖ 6 R+ r for all t > t0} > 1− ε (27)

and the condition (5) in Definition 2.2 is proved.
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Second step: The ball BR is uniformly asymptotically stable in probability.

Since the ball BR is uniformly stable in probability (see step 1), ∀ ε and r with
0 < ε < 1 and r > 0, ∃ δ0(ε, r, t0) such that R < ‖x0‖ < R + δ0(ε, r, t0). From the
existence and uniqueness of the solution x to the SDE (1) (see (2a) and (2b)), we assume
that there exists x(t) such that ‖x(t)‖ > R, ∀t > t0. So, the following relation

P
{
x(t) ∈ IRn : R < ‖x(t)‖ 6 R+

r

2
, t > t0

}
> 1− ε

4
(28)

holds.
In view of the theorem of continuity on µ2(R) and since R < ‖x0‖, for all β with

R < β < ‖x0‖, there exists α such that R < α < β and

µ2(α)− µ2(R)

µ1(β)− µ1(R)
6
ε

4
. (29)

We define the stopping times as follows:

τα = inf{t > t0 such that ‖x(t)‖ 6 α}, (30)

τr = inf
{
t > t0 such that ‖x(t)‖ > R+

r

2

}
. (31)

Applying the Itô formula to V (x), we have

E{V (x(τα ∧ τr ∧ t))} = E{V (x(t0))}+ E

{∫ τα∧τr∧t

t0

LV (x(s)) d s

}
. (32)

If t < τα ∧ τr, we have ‖x(t)‖ > α and, using (10), we obtain

LV (x(t)) 6 −µ3(‖x‖) + γ 6 −µ3(α) + γ. (33)

Integrating (32) and using (33) yield

E{V (x(τα ∧ τr ∧ t))} 6 E{V (x(t0))}+ (γ − µ3(α))(t− t0)P{t < τα ∧ τr}. (34)

Since the left term in inequality (34) is positive, we obtain

(t− t0)(µ3(α)− γ)P{t < τα ∧ τr} 6 E{V (x0)}. (35)

Since the term (t − t0)(µ3(α) − γ)P{t < τα ∧ τr} is bounded and using condition (11),
we have

P{τα ∧ τr = +∞} = 0 (36)

when t→ +∞. So we deduce

P{τα ∧ τr < +∞} = 1. (37)

Also, from the beginning of the second step of the proof, we get

P{τr < +∞} 6 ε

4
. (38)

Then, using (37) and (38), the following relation

1 = P{τα ∧ τr < +∞} 6 P{τα < +∞}+ P{τr < +∞} 6 P{τα < +∞}+
ε

4
(39)
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is obtained. Finally, we deduce

P{τα < +∞} > 1− ε

4
. (40)

Now, we choose θ > 0 sufficiently large such that

P{τα < θ} > 1− ε

2
, (41)

and relations (38) and (41) lead to

P{τα < τr ∧ θ} > P{(τα < θ) ∩ (τr = +∞)}
> P{(τα < θ)}P{τr = +∞}
= P{(τα < θ)}(1−P{τr < +∞})
> P(τα < θ)−P{τr < +∞}

> 1− 3ε

4
. (42)

We define the time σ and the stopping time τβ as follows:

σ =

{
τα, if τα < τr ∧ θ,
+∞, (43)

τβ = inf{t > σ, ‖x(t)‖ > β}. (44)

Taking t > θ, applying the Itô formula to the function V (x) and using conditions
(10) and (11), the following relation

E

{∫ τβ∧t

σ∧t
dV (x(s))

}
= E

{∫ τβ∧t

σ∧t
LV (x(s)) d s

}
6 0 (45)

is obtained.
Integrating (45) gives

E{V (x(τβ ∧ t))} 6 E{V (x(σ ∧ t))}. (46)

The previous inequality is equivalent to

E{V (x(τβ ∧ t))− µ2(R)} 6 E{V (x(σ ∧ t))− µ2(R)}. (47)

If τα < τr ∧ θ, in view of (43), the inequality (47) becomes

E{V (x(τβ ∧ t))− µ2(R)} 6 E{V (x(τα ∧ t))− µ2(R)}. (48)

If τβ < t, then τα < t, and the previous inequality becomes

P{τβ < t}E{V (x(τβ))− µ2(R)} 6 E{V (x(τα))− µ2(R)}. (49)

So, using condition (9), we obtain

P{τβ < t}(µ1(β)− µ2(R)) 6 µ2(α)− µ2(R). (50)
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Then, using (29), the following inequality

P{τβ < t} 6 µ2(α)− µ2(R)

µ1(β)− µ2(R)
6
ε

4
(51)

is satisfied and, if t→ +∞, we have

P{τβ < +∞} 6 ε

4
. (52)

Then, relations (42) and (52) lead to

P{(σ < +∞) ∩ (τβ = +∞)} > P{σ < +∞}P{τβ = +∞}
= P{σ < +∞}(1−P{τβ < +∞})
> P{σ < +∞}−P{τβ < +∞}
> P{τα < τr ∧ θ} −P{τβ < +∞}

> 1− 3ε

4
− ε

4
= 1− ε, (53)

and, with (43) and (44), we obtain

P{x(t) ∈ IRn : R 6 lim
t→+∞

sup ‖x(t)‖ 6 β} > 1− ε, ∀β > R. (54)

Since β is arbitrary, if β → R, we obtain

P{x(t) ∈ IRn : lim sup
t→+∞

‖x(t)‖ = R} > 1− ε. (55)

The proof is ended.

4 Example

To illustrate Theorem 3.1, we consider the SDE (1) given by

dx = (−x+ 1) d t+ β dw. (56)

This SDE does not have the trivial solution x = 0 since f(0) = 1.
Let V (x) be the following Lyapunov function

V (x) =
1

2
x2 (57)

and the functions µ1(x), µ2(x) and µ3(x) be given by

µ1(x) = µ2(x) = µ3(x) =
1

2
x2. (58)

Applying the Itô formula to V (x) leads to

LV (x) = −x2 + x+
1

2
β2 6

−1

2
x2 +

1

2
(1 + β2).

Then we have
LV (x) < 0, ∀ |x| >

√
1 + β2. (59)

The radius of the ball BR is equal to R =
√

1 + β2.

Finally, the ball S√
1+β2 = {x ∈ IR, |x| =

√
1 + β2} is uniformly asymptotically

stable in probability as can be seen in Figure 1 with β = 0.01.
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Figure 1: State x.

5 Conclusion

In this paper, the concept of uniform asymptotic stability in probability of nontrivial so-
lutions of a SDE is studied. A new theorem is proposed to check this uniform asymptotic
stability in probability. This theorem is based on sufficient conditions to be verified for
a given Lyapunov function. An example is given to illustrate our approach.
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Abstract: In this paper, the concept of the upper and lower solutions method com-
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1 Introduction

Fractional differential equations and integrals are valuable tools in the modeling of many
phenomena in various fields of science and engineering. Indeed, there are numerous
applications in viscoelasticity, electrochemistry, control, porous media, electromagnetism,
etc. In the monographs [1,3,4,11,12,15], we can find the mathematical background and
various applications of fractional calculus. Recently, many researchers studied different
fractional problems involving the Riemaan-Liouville, Caputo and Hadamard derivatives;
see, for example, the papers [2, 17]. Sufficient conditions for the oscillation of solutions
of differential equations are given in [9, 14,16].
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The method of upper and lower solutions has been successfully applied to study the
existence of solutions for ordinary and fractional differential equations and inclusions.
See the monograph [13], and the papers [8, 18,19], and the references therein.

This paper deals with the existence of oscillatory and nonoscillatory solutions for
the following class of initial value problems for Caputo–Hadamard impulsive fractional
differential equations:

HcDα
tk
y(t) = f(t, y(t)), t ∈ (tk, tk+1), (1)

y(t+k ) = Ik(y(t−k )), k = 1, 2, . . . , (2)

y(1) = y∗, (3)

where HcDα
tk

is the Caputo–Hadamard fractional derivative of order 0 < α ≤ 1,
f : J × IR → IR is a given function, y∗ ∈ IR, Ik ∈ C(IR, IR), 1 = t0 < t1 < . . . < tm <
tm+1 < · · · <∞, y(t+k ) = lim

h→0+
y(tk + h) and y(t−k ) = lim

h→0+
y(tk − h) represent the right

and left limits of y(t) at t = tk, k = 1, 2, . . .
This paper initiates the study of oscillatory and nonoscillatory solutions for impulsive

fractional differential equations involving the Caputo–Hadamard fractional derivative.

2 Preliminaries

In this section, we introduce notations, definitions, and preliminary facts that will be
used in the remainder of this paper. Let C(J, IR) be the space of all continuous functions
from J into IR.

‖y‖∞ = sup
t∈J
|y(t)|.

Let BC(J, IR) be the Banach space of all continuous and bounded functions from J into
IR with the norm

‖y‖∞ = sup
t∈J
|y(t)|,

and let L1(J, IR) be the Banach space of Lebesgue integrable functions y : J −→ IR with
the norm

‖y‖L1 =

∫ T

1

|y(t)|dt.

Denote by AC(J, IR) the space of absolutely continuous functions from J into IR.

Let us recall some definitions and properties of the Hadamard fractional integration

and differentiation. Let δ = t
d

dt
, and set

ACnδ (J, IR) = {y : J −→ IR, δn−1y(t) ∈ AC(J, IR)}.

Definition 2.1 [12] The Hadamard fractional integral of order r > 0 for a function
h ∈ L1([1,+∞), IR) is defined as

HIrh(t) =
1

Γ(r)

∫ t

1

(
log

t

s

)r−1
h(s)

s
ds,

provided the integral exists for a.e. t > 1.
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Example 2.1 Let q > 0. Then

HIq1 ln t =
1

Γ(2 + q)
(ln t)1+q; for a.e. t ∈ [1,+∞).

Definition 2.2 [12] The Hadamard fractional derivative of order r > 0 applied to
the function h ∈ ACnδ ([1,+∞), IR) is defined as

(HDq
1h)(t) = δn(HIn−r1 h)(t),

where n− 1 < r < n, n = [r] + 1, and [r] is the integer part of r.

Definition 2.3 [10] For a given function h ∈ ACnδ ([a, b], IR), such that 0 < a < b,
the Caputo–Hadamard fractional derivative of order r > 0 is defined as follows:

HcDry(t) =H Dr

[
y(s)−

n−1∑
k=0

δky(a)

k!

(
log

s

a

)k]
(t),

where Re(α) ≥ 0 and n = [Re(α)] + 1.

Lemma 2.1 [10] Let y ∈ ACnδ ([a, b], IR) or Cnδ ([a, b], IR) and α ∈ C. Then

HIr(HcDry)(t) = y(t)−
n−1∑
k=0

δky(a)

k!

(
log

t

a

)k
.

3 Main Results

We consider the space

PC(J, IR) = {y : J → IR, y ∈ C((tk, tk+1], IR), k = 0, 1, . . . ,

and there exist y(t+k ) and y(t−k ), k = 1, 2, . . . , with y(t−k ) = y(tk)}.

This set is a Banach space with the norm

‖y‖PC = sup
t∈J
|y(t)|.

Let us start by defining what we mean by a solution of problem (1)–(3).

Definition 3.1 A function y ∈ PC ∩ C1((tk, tk+1), IR), k = 0, 1, . . ., is said to be
a solution of (1)–(3) if y satisfies the equation HcDα

tk
y(t) = f(t, y(t)) on (tk, tk+1) and

conditions y(t+k ) = Ik(y(t−k )), k=1,2,. . . , y(1) = y∗.

Definition 3.2 A function u ∈ PC ∩ C1((tk, tk+1), IR), k = 0, 1, . . . , is said to be a
lower solution of (1)–(3) if HcDα

tk
u(t) ≤ f(t, u(t)) on (tk, tk+1) and u(t+k ) ≤ Ik(u(tk)), k =

1, . . .. Similarly, a function v ∈ PC ∩C1((tk, tk+1), IR), k = 0, . . . , is said to be an upper
solution of (1)–(3) if HcDα

tk
v(t) ≥ f(t, v(t)) on (tk, tk+1) and v(t+k ) ≥ Ik(v(tk)), k =

1, 2, . . . .

For the study of this problem we first list the following hypotheses:
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(H1) The function f : J × IR→ IR is continuous;

(H2) For all r > 0 there exists a function hr ∈ C(J, IR+) such that

|f(t, y)| ≤ hr(t) for all t ∈ J and all |y| ≤ r;

(H3) There exist u and v ∈ PC ∩C1((tk, tk+1), IR), k = 0, . . ., which are the lower and
upper solutions for the problem (1)–(3) such that u ≤ v;

(H4)

u(t+k ) ≤ min
y∈[u(t−k ),v(t−k )]

Ik(y) ≤ max
y∈[u(t−k ),v(t−k )]

Ik(y) ≤ v(t+k ), k = 1, 2, . . . .

Theorem 3.1 Assume that hypotheses (H1)-(H4) hold. Then the problem (1)–(3)
has at least one solution y such that

u(t) ≤ y(t) ≤ v(t) for all t ∈ J.

Proof. The proof will be given in several steps.

Step 1: Consider the problem

HcDα
t0y(t) = f(t, y(t)), t ∈ J1 := [t0, t1], (4)

y(1) = y∗. (5)

Transform the problem (4)–(5) into a fixed point problem. Consider the following mod-
ified problem:

HcDα
t0y(t) = f1(t, y(t)), t ∈ J1, (6)

y(1) = y∗, (7)

where

f1(t, y) = f(t, τ(t, y))

τ(t, y) = max{u(t),min(y, v(t))}

and

y(t) = τ(t, y).

A solution to (6)–(7) is a fixed point of the operator N : C([t0, t1], IR) −→ C([t0, t1], IR)
defined by

y(t) = y∗ +
1

Γ(α)

∫ t

t0

(
log

t

s

)α−1
f1(s, y(s))

ds

s
.

Remark 3.1 (i) Notice that f1 is a continuous function, and from (H2) there exists
M∗ > 0 such that

|f1(t, y)| ≤M∗ for each (t, y) ∈ J1 × IR.

(ii) By the definition of τ it is clear that

u(t+k ) ≤ Ik(τ(tk, y(tk))) ≤ v(t+k ), k = 1, 2, . . . .
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In order to apply the nonlinear alternative of Leray–Schauder type, we first show that
N is continuous and completely continuous.

Claim 1: N is continuous.

Let {yn} be a sequence such that yn → y in C([t0, t1], IR). Then

|N(yn)(t)−N(y)(t)| ≤ 1

Γ(α)

∫ t

t0

(
log

t

s

)α−1
|f1(s, yn(s))− f1(s, y(s))|ds

s
.

Since f1 is a continuous function, we have

‖N(yn)−N(y)‖∞ ≤

(
log

t1
t0

)α
Γ(α+ 1)

‖f1(·, yn(·))− f1(·, y(·))‖∞.

Thus
‖N(yn)−N(y)‖∞ → 0 as n→∞.

Claim 2: N maps bounded sets into bounded sets in C([t0, t1], IR).

Indeed, it is enough to show that there exists a positive constant ` such that for each
y ∈ Bq = {y ∈ C([t0, t1], IR) : ‖y‖∞ ≤ q} one has ‖Ny‖∞ ≤ `. Let y ∈ Bq. Then for
each t ∈ J1 we have

y(t) = y∗ +
1

Γ(α)

∫ t

t0

(
log

t

s

)α−1
f1(s, y(s))

ds

s
.

By (H1) and Remark 3.1 we have for each t ∈ J1

|Ny(t)| ≤ |y∗|+
1

Γ(α)

∫ t

t0

(
log

t

s

)α−1
|f1(s, y(s))|ds

s

≤ |y∗|+
M

(
log

t1
t0

)α
Γ(α+ 1)

:= `.

Thus ‖N(y)‖∞ ≤ `.

Claim 3: N maps bounded set into equicontinuous sets of PC.

Let τ1, τ2 ∈ J1, τ1 < τ2 and Bq be a bounded set of PC as in Claim 2. Let y ∈ Bq,
then

|N(u2)−N(u1)| ≤
M

(
log

τ2
τ1

)α
Γ(α+ 1)

.

As τ2 −→ τ1 the right-hand side of the above inequality tends to zero.
As a consequence of Claims 1 to 3 together with the Arzela–Ascoli theorem we can

conclude that N : C([t0, t1], IR) −→ C([t0, t1], IR) is continuous and completely contin-
uous.
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Claim 4: A priori bounds on solutions.

Let y be a possible solution of y = λN(y) with λ ∈ [0, 1]. Then we have

y(t) = λ

[
|y∗|+

1

Γ(α)

∫ t

t0

(
log

t

s

)α−1
|f1(s, y(s))|ds

s

]
.

This implies by Remark 3.1 that for each t ∈ J1 we have

|Ny(t)| ≤ |y∗|+
1

Γ(α)

∫ t

t0

(
log

t

s

)α−1
|f1(s, y(s))|ds

s

≤ |y∗|+
M

(
log

t1
t0

)α
Γ(α+ 1)

:= M1.

Set
U = {y ∈ C([t0, t1], IR) : ‖y‖∞ < M1 + 1}.

From the choice of U there is no y ∈ ∂U such that y = λN(y) for some λ ∈ (0, 1). As a
consequence of the nonlinear alternative of Leray–Schauder type, we deduce that N has
a fixed point y in U which is a solution of the problem (6)–(7).

Claim 5: Every solution y of (6)− (7) satisfies

u(t) ≤ y(t) ≤ v(t) for all t ∈ J1.

Let y be a solution of (6)− (7). We prove that

u(t) ≤ y(t) for all t ∈ J1.

Suppose not. Then there exist τ1, τ2 with τ1 < τ2 such that u(τ1) = y(τ1) and

u(t) > y(t) for all t ∈ (τ1, τ2).

In view of the definition of τ one has

HcDαy(t) = f(t, u(t)) for all t ∈ (τ1, τ2).

An integration on (τ1, t] with t ∈ (τ1, τ2) yields

y(t)− y(τ1) =
1

Γ(α)

∫ t

τ1

(
log

t

s

)α−1
f(s, u(s))

ds

s
.

Since u is a lower solution to (4)− (5), we have

u(t)− u(τ1) ≤ 1

Γ(α)

∫ t

τ1

(
log

t

s

)α−1
f(s, u(s))

ds

s
; t ∈ (τ1, τ2).

It follows from y(τ1) = u(τ1) that

u(t) ≤ y(t); for all t ∈ (τ1, τ2),
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which is a contradiction, since u(t) > y(t) for all t ∈ (τ1, τ2). Consequently,

u(t) ≤ y(t) for all t ∈ J1.

Analogously, we can prove that

y(t) ≤ v(t) for all t ∈ J1.

This shows that
u(t) ≤ y(t) ≤ v(t) for all t ∈ J1.

Consequently, the problem (4) − (5) has a solution y satisfying u ≤ y ≤ v. Denote
this solution by y0.

Step 2: Consider the following problem:

HcDα
t1y(t) = f(t, y(t)), t ∈ J2 := [t1, t2], (8)

y(t+1 ) = I1(y0(t−1 )). (9)

Consider the following modified problem:

HcDα
t1y(t) = f1(t, y(t)), t ∈ J2, (10)

y(t+1 ) = I1(y0(t−1 )). (11)

A solution to (10)–(11) is a fixed point of the operator N1 : C([t1, t2], IR) −→
C([t1, t2], IR) defined by

N1(y)(t) =
1

Γ(α)

∫ t

t0

(
log

t

s

)α−1
f1(s, y(s))

ds

s
+ I1(y0(t−1 )).

Since y0(t1) ∈ [u(t−1 ), v(t−1 )], (H4) implies that

u(t+1 ) ≤ I1(y0(t−1 )) ≤ v(t+1 ),

that is
u(t+1 ) ≤ y(t+1 ) ≤ v(t+1 ).

Using the same reasoning as that used for problem (4)–(5), we can conclude the existence
of at least one solution y to (10)–(11). We now show that this solution satisfies

u(t) ≤ y(t) ≤ v(t) for all t ∈ J2.

Let y be the above solution to (10)–(11). We show that

u(t) ≤ y(t) for all t ∈ J2.

Let y be a solution of (6)− (7). We prove that

u(t) ≤ y(t) for all t ∈ J1.

Suppose not. Then there exist τ3, τ4 with τ3 < τ4 such that u(τ3) = y(τ4) and

u(t) > y(t) for all t ∈ (τ3, τ4).
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In view of the definition of τ one has

HcDαy(t) = f(t, u(t)) for all t ∈ (τ3, τ4).

An integration on (τ3, t] with t ∈ (τ3, τ4) yields

y(t)− y(τ3) =
1

Γ(α)

∫ t

τ3

(
log

t

s

)α−1
f(s, u(s))

ds

s
.

Since u is a lower solution to (4)− (5), we have

u(t)− u(τ3) ≤ 1

Γ(α)

∫ t

τ3

(
log

t

s

)α−1
f(s, u(s))

ds

s
; t ∈ (τ3, τ4).

It follows from y(τ3) = u(τ3) that

u(t) ≤ y(t) for all t ∈ (τ3, τ4),

which is a contradiction, since u(t) > y(t) for all t ∈ (τ3, τ4). Consequently,

u(t) ≤ y(t) for all t ∈ J2.

Analogously, we can prove that

y(t) ≤ v(t) for all t ∈ J2.

This shows that
u(t) ≤ y(t) ≤ v(t) for all t ∈ J2.

Denote this solution by y1.

Step 3: We continue this process and take into account that ym := y|[tm−1,tm] is a
solution to the problem

HcDα
tm−1

y(t) = f(t, y(t)), t ∈ Jm := [tm−1, tm], (12)

y(t+m) = Im(ym−1(t−m−1)). (13)

Consider the following modified problem:

HcDr
tm−1

y(t) = f1(t, y(t)), t ∈ Jm, (14)

y(t+m) = Im(ym−1(t−m−1)). (15)

A solution to (14)–(15) is a fixed point of the operator Nm : C([tm−1, tm], IR) −→
C([tm−1, tm], IR) defined by

Nm(y)(t) =
1

Γ(α)

∫ t

tm

(
log

t

s

)α−1
f(s, y(s))

ds

s
+ Im(y(t−m−1)).

Using the same reasoning as that used for problems (4)-(5) and (8)–(9) we can conclude
the existence of at least one solution y to (12)–(13). Denote this solution by ym−1.

The solution y of the problem (1)–(3) is then defined by
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y(t) =



y0(t), t ∈ [t0, t1],
y2(t), t ∈ (t1, t2],
.
.
.
ym−1(t), t ∈ (tm−1, tm],
.
.
.

The proof is complete.

3.1 Nonoscillation and oscillation of solutions

The following theorem gives sufficient conditions to ensure the nonoscillation of solutions
of problem (1)–(3).

Theorem 3.2 Let u and v be lower and upper solutions, respectively, of (1)–(3) with
u ≤ v and assume that

(H5) u is eventually positive nondecreasing, or v is eventually negative nonincreasing.

Then every solution y of (1)–(3) such that y ∈ [u, v] is nonoscillatory.

Proof. Assume that u is eventually positive. Thus there exists Tu > t0 such that

u(t) > 0 for all t > Tu.

Hence y(t) > 0 for all t > Tu, and t 6= tk, k = 1, . . . For some k ∈ N and t > tu, we have
y(t+k ) = Ik(y(tk)). From (H4) we get y(t+k ) > u(t+k ). Since for each h > 0, u(tk + h) ≥
u(tk) > 0, one has Ik(y(tk)) > 0 for all tk > Tu, k = 1, . . . , which means that y is
nonoscillatory. Analogously, if v is eventually negative, then there exists Tv > t0 such
that

y(t) < 0 for all t > Tv,

which means that y is nonoscillatory. This completes the proof.

The following theorem discusses the oscillation of solutions of problem (1)–(3).

Theorem 3.3 Let u and v be lower and upper solutions, respectively, of (1)–(3),
and assume that the sequences u(tk) and v(tk), k = 1, 2, . . . , are oscillatory. Then every
solution y of (1)–(3) such that y ∈ [u, v] is oscillatory.

Proof. Suppose on the contrary that y is a nonoscillatory solution of (1)–(3). Then
there exists Ty > 0 such that y(t) > 0 for all t > Ty, or y(t) < 0 for all t > Ty. In the
case when y(t) > 0 for all t > Ty we have v(tk) > 0 for all tk > Ty, k = 1, 2, . . . , which
is a contradiction since v(tk) is an oscillatory upper solution. Analogously, in the case
y(t) < 0 for all t > Ty we have u(tk) < 0 for all tk > Ty, k = 1, 2, . . . , which is also a
contradiction, since u(tk) is an oscillatory lower solution.
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3.2 An example

We consider the following impulsive fractional differential equation:

HcDαy(t) = f(t, y(t)), for each t ∈ (tk, tk+1), 0 < α < 1, k = 1, 2, . . . , (16)

y(t+k ) = Ik(y(t−k )), k = 1, 2, . . . , (17)

y(1) = y∗, (18)

where f : J × IR→ IR. Assume that there exist g1(·), g2(·) ∈ C(J, IR) such that

g1(t) ≤ f(t, y) ≤ g2(t) for all t ∈ J, and y ∈ IR,

and for each t ∈ J ∫ t

1

g1(s)
ds

s
≤ Ik

(∫ t

1

g1(s)
ds

s

)
, k ∈ IN,

∫ t

1

g2(s)
ds

s
≥ Ik

(∫ t

1

g2(s)
ds

s

)
, k ∈ IN.

Consider the functions u(t) :=

∫ t

1

g1(s)
ds

s
and v(t) :=

∫ t

1

g2(s)
ds

s
. Clearly, u and v are

lower and upper solutions of the problem (16)-(18), respectively; that is,

HcDαu(t) ≤ f(t, u(t)) for all t ∈ J,

and
HcDαv(t) ≥ f(t, v(t)) for all t ∈ J.

Since all the conditions of Theorem 3.1 are satisfied, the problem (16)-(18) has at least
one solution y on J with u ≤ y ≤ v. If g1(t) > 0, then u is positive and nondecreasing,
thus y is nonoscillatory. If g2(t) < 0, then v is negative and nonincreasing, thus y is
nonoscillatory. If the sequences u(tk) and v(tk) are both oscillatory, then y is oscillatory.

4 Conclusion

In this paper, we have provided some sufficient conditions guaranteeing the existence of
the oscillatory and nonoscillatory solutions of a class of impulsive differential equations
involving the Caputo–Hadamard fractional derivative. We use the concept of the upper
and lower solutions method combined with the nonlinear alternative of Leray–Schauder
type.
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Abstract: This work presents a control strategy employing the second-order sliding
mode for a variable-speed wind energy system based on a double-fed asynchronous
machine (DFIG). This technique finds its stronger justification in the problem of using
a nonlinear control law robust to inaccuracies in the model. The objective is to apply
this command to independently control the active and reactive power generated by
the double-fed asynchronous machine decoupled from the flow direction. The use of
this method provides very satisfactory performance for the DFIG control. The overall
strategy has been validated on a 7.5 kW wind turbine driven by a DFIG using the
Matlab/Simulink. The numerical simulation results show the growing importance of
this control in the systems of wind energy conversion.

Keywords: DFIG; PWM converters; MPPT, higher-order sliding mode controller;
wind energy.
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1 Introduction

The consumption of electricity has increased dramatically over the past decade because
of the massive industrialization of some countries and the significant population increase.
During the first half of the century, fossil fuels remain the main source of energy, which
consequently causes environmental problems in terms of global warming and climate
change. Nowadays, the renewable energy attracted the interest of several research teams.
Thus, the development of wind turbines is a great investment in technological research.
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Among these sources of renewable energy, wind energy has the greatest energy poten-
tial. With the power of wind turbines installed around the world increasing every year,
wind systems can no longer act as active power generators in distribution or transmission
networks, depending on the installed capacity. Indeed, they will certainly be led, in the
short term, to provide system services (reactive power compensation, for example) such
as conventional power plant generators and / or to participate in the improvement of the
quality of electrical energy ( filtering harmonic currents, in particular). Much of the wind
turbines installed today are equipped with a double-fed induction machine (DFIG) [1,2].

This generator allows power generation variable speed; this then allows better use of
wind resources under different wind conditions. These turbines are also equipped with a
propeller-pitch blade to accommodate variable wind conditions. The entire wind turbine
is controlled to maximize the power produced continuously searching for the operating
point at maximum power commonly called MPPT. However, this type of energy is an
energy booster in relation to nuclear generation and remains largely predominant in many
works presenting the DFIG with diverse control diagrams. These control diagrams are
frequently based on the vector control notion with sliding mode controllers as proposed
in [2, 3].

In the electromechanical conversion chain of a wind turbine system, three-phase static
voltage converters are essential elements because they make it possible to control the
active and reactive powers injected into the electrical network as a function of the wind
speed applied to the wind turbine blades.

In recent years, the sliding mode control (SMC) methodology has been widely used for
the control of nonlinear systems. It achieves a robust control by adding a discontinuous
control signal across the sliding surface, satisfying the sliding condition. Nevertheless, this
type of control has an essential disadvantage, which is the chattering phenomenon caused
by the discontinuous control action. To treat these difficulties, several modifications to
the original sliding mode control law have been proposed, the most common and recent
strategy is using a second order sliding mode controller as in [1, 2].

The proposed control strategy is a second-order sliding mode for the DFIG control.
This strategy possesses attractive features such as the chattering-free behavior and ro-
bustness. This work is organized as follows. In Section 2, we briefly review the modeling
of the whole system under study. Section 3 provides the detail of the second-order sliding
mode control technique and its application to the DFIG control.

The system under study is shown in Figure 1. This farm consists of three aero-
generators, where each one is connected to a variable-speed asynchronous generator. For
operation at variable speed, three rectifiers are used to connect the generators to the
DC bus. This bus is linked to the electrical network via a tow level inverter and an
RL (resistance R and inductor L) filter. The subject of this paper consists in designing
control strategies for a wind energy conversion system, connected to the network based on
the rotor-powered dual-power asynchronous machine via two reversible PWM converters
(one rotor side and the other network side) in back-to-back mode, realizing the electrical
interface between the rotor of the machine and the network. The control of the latter
consists in regulating the intermediate DC bus regardless of the power generated by the
conversion system under variable frequency.
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Figure 1: The overall pattern of a chain of wind energy conversion.

2 System Model

2.1 Wind turbine model

For a horizontal axis wind turbine, the mechanical power captured from the wind is given
by [14]

Pt =
1

2
Cp(λ, β)R2ρV 3, (1)

where R is the radius of the turbine in (m), ρ is the air density (kg/m3), V is the wind
speed (meter/second), and (Cp) is the power coefficient which is a function of both the
tip speed ratio λ and the blade pitch angle β (degre). In this work, the (Cp) equation is
approximated using a non-linear function according to [15]

Cp = (0.5− 0.167)(β − 2) sin

[
π(λ+ 0.1)

18.5− 0.3(β − 2)

]
− 0.0018(λ− 3)(β − 2). (2)

The tip speed ratio λ is given by

λ =
RΩt
V

, (3)

where Ωt is the angular velocity of the wind turbine.

2.2 The DFIG model

The application of the Park transformation to the three-phase model of the DFIG permits
to write the dynamic voltages and fluxes equations in an arbitrary dq reference frame:

Vsd = Rsisd + d
dtΦsd − ωsΦsq,

Vsq = Rsisq + d
dtΦsq + ωsΦsd,

Vrd = Rrird + d
dtΦrd − ωrΦrq,

Vrq = Rrirq + d
dtΦrq + ωrΦrd,

(4)
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Figure 2: Turbine model.


Φsd = Lsisd +Mird,

Φsq = Lsisq +Mirq,

Φrd = Lrird +Misd,

Φrq = Lrirq +Misq.

(5)

The stator and rotor angular velocities are linked by the following relation: ωs = ω +
ωr, where ωs is the electrical pulsation of the stator and ωr is the rotor one, ω is the
mechanical pulsation of the DFIG. This electrical model is completed by the mechanical
equation

Cem = Cr + J
dΩ

dt
+ fΩ, (6)

where Cr is the resisting torque, Ω is the mechanical speed of the DFIG, J is the inertia,
f is the viscous friction and p is the number of the pairs of poles. In the two-phase
reference, the stator active and reactive power of induction generator is written as{

Ps = Vsdisd + Vsqisq,

Qs = Vsqisd − Vsdisq.
(7)

The wind farm is controlled to extract the maximum power available. According to the
Betz theory, the power coefficients Cp do not exceed 0.593 [12,13], which corresponds to
the Betz limit. Therefore, the power produced by a turbine is 59.3 % of the available
power of wind. In this case, the variation of Cp as a function of λ for β = 0 is shown
in Figure 4, then the maximum value of Cp (Cpmax = 0.45) corresponds to the optimal
value of λ (λopt =8.1). The electromagnetic torque reference given by the MPPT strategy
is defined by equation (7).

Cem−Opt =
CpρπR

5Ω2
mec

2λ3
optG

3
. (8)

3 Control Strategy of the DFIG

3.1 Active and reactive power decoupling

In order to easily control the production of electricity by the wind turbine, we will
carry out an independent control of active and reactive powers by orientation of Φs. By
choosing a reference frame linked to Φs, rotor currents will be related directly to the
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Figure 3: Mechanical power variation.

Figure 4: Power coefficient versus λ curve.

stator active and reactive power. An adapted control of these currents will thus permit
to control the power exchanged between the stator and the grid. If the Φs is linked to
the d-axis of the frame, we have {

Φsd = Φs,

Φsq = 0.
(9)
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The electromagnetic torque can then be expressed as follows:

Cem = p
M

Ls
Φsisq. (10)

By substituting (8) in (5), the following rotor flux equations are obtained:{
Φs = Lsisd +Mird,

0 = Lsisq +Mirq.
(11)

In addition, the stator voltage equations are reduced to{
Vsd = Rsisd + d

dtΦsd,

Vsq = Rsisq + ωsΦs.
(12)

If the per-phase stator resistance is neglected, which is a realistic approximation for
medium power machines used in the wind energy conversion, and by supposing that
the electrical supply network is stable, for a simple voltage constant Vs we will have a
constant stator flux φs constant. This consideration associated with (11) shows that the
new stator voltage expressions can be written as follows:{

Vsd = 0,

Vsq = ωsΦs.
(13)

Using (10), a relation between the stator and rotor currents can be established:{
isd = −M

Ls
ird + φs

Ls
,

isq = −M
Ls
irq.

(14)

By using (4), (5), (13) and (14), the stator active and reactive powers, the rotor fluxes
and the rotor voltages can be written versus rotor currents as{

Ps = −MωsΦs

Ls
irq,

Qs = −MωsΦs

Ls
ird +

ωsφ
2
s

Ls
,

(15)

{
φrd = σLrird + Lmφs

Ls
,

φrq = σLrirq,
(16)

{
Vrd = Rrird + σLr

d
dt ird− σωsLrirq,

Vrq = Rrirq + σLr
d
dt irq + σgωsLrird + ωs

Lmφs

Ls
.

(17)

3.2 Second-order sliding mode power control of the DFIG

The sliding mode control (SMC) is one of the most interesting nonlinear control ap-
proaches. Nevertheless, a few drawbacks arise in its practical implementation, such as
the chattering phenomenon and undesirable mechanical effort. In order to reduce the ef-
fects of these problems, a high-order sliding mode seems to be a very attractive solution.
This method generalizes the essential sliding mode idea by acting on the higher-order
time derivatives of the sliding manifold instead of influencing the first time derivative as



492 S. BOULKHRACHEF, A. MOUALDIA, DJ. BOUDANA AND P. WIRA

in the case of the SMC [10, 18]. The main feature of this control is that it only needs
to drive the error to a switching surface. In this study, the errors between the measured
and reference d and q rotor currents have been chosen as sliding mode surfaces, so the
following expression can be written:{

Sd = ird−ref − ird,
Sq = irq−ref − irq.

(18)

Replacing the d and q rotor currents derivatives in (18) by their expressions taken from
(17), one obtains{

Ṡd = İrd−ref − İrd = 1
Lrσ

Vrd + 1
Lrσ

(−Rrird + gωsLrσirq) + İrd−ref ,

Ṡq = İrq−ref − İrq = 1
Lrσ

Vrq + 1
Lrσ

(
−Rrird + gωsLrσird − gωsφs Lm

Ls

)
+ İrq−ref .

(19)
For the sliding mode surfaces given by (20), the following expression can be written:{

S̈d = ∧1 (t, x)Vrd + Y1 (t, x) ,

S̈q = ∧2 (t, x)Vrq + Y2 (t, x) ,
(20)

where ∧1(t, x) , ∧2(t, x), Y1(t,x) and Y2(t,x) are uncertain functions which satisfy{
Y1 > 0, |Y1| > λ1, 0 < Km1 < ∧1 < KM1,

Y2 > 0, |Y2| > λ2, 0 < Km1 < ∧2 < KM2.
(21)

We define the same higher-order slip surfaces considered for power control design:{
Ṡ1 = F.Vrd +G1,

Ṡ2 = F.Vrq +G2.
(22)

Based on the algorithm of super twisting introduced by Levant in [12], one proposes the
following command [15]:{

Vrd = α1

∫
sign (S1) dt+ β1 |S1|0.5 sign (S1) ,

Vrq = α2

∫
sign (S2) dt+ β2 |S2|0.5 sign (S2) .

(23)

4 Simulation Results

In the objective to evaluate the performances of the second − order sliding mode con-
troller, simulation tests are realized with a 7.5 kW generator coupled to a 400V/50 Hz
grid. Simulation of the whole system has been realized using Matlab/Simulink. Figure
6 illustrates the waveforms of the wind profile used in the simulation. In this figure, the
wind speed is around 13 (m/s) which corresponds to the maximum power generation.
Figure 7 shows also that the stator current obtained by the DFIG has a sinusoidal form,
which implies a clean energy without harmonics provided by the DFIG. Figure 8 shows
the simulation results of the whole system given by the bloc diagram in Figure 1. This
diagram presents a DFIG model associated with a wind turbine which is controlled by
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Figure 5: Algorithm of super twisting.
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Figure 6: Wind speed profile.

the MPPT (Maximum Power Point Tracking) strategy. As is shown in this figure, for a
variable wind speed, the stator active power produced by the DFIG is controlled accord-
ing to the MPPT strategy and is around 7.5 kW, which represents the nominal power of
the DFIG while the stator reactive power is maintained to zero. In addition, it can be
noticed that the direct and quadrature rotor current take the same forms as the stator
reactive and active power, respectively, as shown in Figure 9.
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5 Conclusion

In this paper, we set the higher-order sliding mode control of an energy conversion system
based on the double-fed asynchronous machine. In the first step, a model of the wind
turbine was proposed. Next, a control strategy by sliding mode of the wind turbine
assuming an independent control of power has been recommended. Regulators of active
and reactive power by sliding mode have been proposed and tested. The simulation
results allowed us to determine the properties of the sliding mode control. Through the
simulation results and, specifically, the response of the active and reactive power, there
are good performances even in the presence of variation orders. Note that there is a
sudden change during the transient. The continuation in power is perfect. The stability
and convergence to the equilibrium is assured. In addition, for these types of adjustment
(sliding mode) a practical control algorithm is robust and simple to implement.
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1 Introduction

One of the most important phenomena in the solar system is the occurrence of resonance
which plays a significant role in the study of dynamical system. Resonance occurs when
any two or more frequencies are commensurable in their ratio. The resonance in the
orbital motion of the celestial bodies occurs not only due to the gravitational forces
but also the non gravitational forces, for e.g., radiation pressures, oblateness, P-R drag,
equatorial ellipticity of the Earth etc.

[3] discussed the motion of a geosynchronous satellite by taking the combined grav-
itational forces of the Sun (with radiation pressure), the Moon and the Earth. They
showed for the geosynchronous satellite that angular velocity of the orbital plane lies
between 0.0420 to 0.580 degree per year.

[4] discussed numerically the effects of P-R drag on the equilibrium points of the
photo-gravitational CR3BP including the P-R effect by taking the radiation of two mas-
sive bodies. They have used the modified bisection method to compute the position of
the equilibrium points.

[7] studied the minimum fuel maneuvers to change the position of a spacecraft in
orbit around the Earth. Bi-impulsive maneuver control is applied in the initial position
of the satellite to send it to a transfer orbit that will cross the desired final position of
the spacecraft where both the initial and the final position of satellite belong to the same
Keplerian orbit.

[8] investigated the numerical search of bounded relative motion between two or more
satellites. They studied the possibility of using global optimization technique to locate
the initial conditions resulting into minimum drift per orbit as the perturbations such
as the Earth oblateness and air drag effects are taken into account, an analytic solution
appears to be more complicated.

Other pioneers in this field are [12], [6], [9], [11], [13], [5], [10], [14], [15].

The P-R effect in the three-body problem on numerical experiments in dynamical
consequences has been discussed by many authors by taking only two of the three: (1)
the P-R drag; (2) the three-body problem; (3) resonance. Taking all the three factors
in this paper collectively, we have attempted to bridge the said gap. The motive of
this paper is to investigate the resonance in the motion of geo-centric satellite due to the
Poynting-Robertson drag and oblateness of the Earth in the framework of the three-body
problem. Meticulous study of equations of motion in Section 2 of this paper reveals that
if the regression angle is constant, there are five critical points R′is, i = 1 − 5, at which
resonance occurs in the motion of the orbiting satellite, between the mean motion of
the satellite and the average angular velocity of the Earth around the Sun and if the
regression angel is not constant, resonance occurs at six points Rj

′′s, j = 1−6, with two
frequencies due to the oblateness of the Earth and at many points with three frequencies.
Evaluation of the corresponding amplitude and time period at resonance points have
been evaluated in Section 3. Discussion and conclusion are given in Section 4. In this
section we have compared the amplitudes and time periods at same resonant point and
for different values of q’s, and also discussed the variation in the amplitudes and time
periods for variation in q and φ at the resonant point 1 : 1 and 1 : 2 with the P-R drag
and without the P-R drag. Further we have drawn graphs showing amplitudes and time
periods due to oblateness of the Earth (J2) at different resonant points.
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2 Statement of the Problem and Equations of Motion

Let S represent the Sun, E be the Earth and S̄ be the satellite with the masses MS ,
ME and MP , respectively. The satellite moves around the Earth in orbital plane. Let
the satellite be revolving about the Earth with the angular velocity ~ω and the system be
also revolving with the same angular velocity ~ω. Let ~rE , ~rs and ~r represent the vectors
from the Sun and the Earth, the Sun and the satellite and the Earth and the satellite,
respectively; γ be the vernal equinox, α be the angle between the ecliptic plane and
orbital plane, θ be the angle between the direction of ascending node and the direction
of the satellite, φ be the angle between the direction of ascending node and the direction
of the Sun, ψ be the regression angle, ε be the angle between the equatorial plane and
ecliptic plane (obliquity) and c be the velocity of light. For convenience, let x, y, z be
the co-ordinate system of the satellite with the origin at the center of the Earth with the
unit vectors Î, Ĵ and K̂ along the co-ordinates axes, respectively. Let x0, y0 and z0 be
another set of the co-ordinate system in the same plane, with the origin at the center
of the Earth, with the unit vectors Î0, Ĵ0 and K̂0 along the co-ordinate axes. Let XG,
YG and ZG be the geo-centric reference system with the unit vectors ÎG, ĴG and K̂G,
respectively, along the co-ordinate axes, while the XGYG plane be the Earth’s equatorial
plane, which makes an angle 23027′ with the ecliptic plane (Figure 1).

(a) (b)

Figure 1: Configuration of the three-body problem; (a) in vector form; (b) with co-
ordinate axis.

2.1 Equations of motion in polar form

Let ~FP be the Poynting-Robertson drag per unit mass acting on the satellite due to the
radiating body (the Sun) as shown in Figure 1, given by [4]

MP
~FP = ~f1 + ~f2 + ~f3,

where

~f1 = F
~rs
rs

(the radiation pressure),

~f2 = −F (~v · ~rs)
c

~rs
rs

(the Doppler shift owing to the motion),
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~f3 = −F ~v
c

(the force due to the absorption and re-emission of part of the incident radiation),

~v = the velocity of S̄,

c = the velocity of light,

F = the measure of the radiation pressure.

Figure 2: The coordinate system of the satellite in (XG, YG, ZG) system.

The relative motion of the satellite with respect to the Earth is obtained by

~̈r =~̈rs −~̈rE =
~FSP + ~FEP + ~FP

~MP

MP
−
~FSE

ME
,

where

~FSP = −GMsMp

rs3
~rs, ~FSE = −GMsME

r
E
3
~r
E
.

Force of the Earth on the satellite: We take the potential of the Earth [2] at the
point outside it in the form

U =
GMEMP

r

{
1− J2(R⊕)2

2r2

(
3

(ZG)2

r2
− 1

)}
+ . . . ,

~FEP =
∂U

∂r
~r +

∂U

∂XG
IG +

∂U

∂YG
JG +

∂U

∂ZG
KG

= −GME

r3

(
3J2(R⊕)2

2r2
(5

(ZG)2

r2
− 1)− 1

)
~r − 3J2(R⊕)2

r2
ZGK̂G,

G = the gravitational constant,

θ′ = ∠γEP ′ = the angle between the projection of the line,

EP in the plane of the equator (EP ′) and the vernal (Figure 2) equinox,

J2 = the coefficient due to the oblateness of the Earth,

R⊕ = the mean radius of the Earth.

Thus,

~̈r = −qFg
~rs
rs
− GME

r3

(
3J2(R⊕)2

2r2
(5

(ZG)2

r2
− 1)− 1

)
~r
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− 3J2(R⊕)2

r2
ZGK̂G +

GMs

(r
E

)3
~r
E
− pFg

(
(~v · ~rs)~rs
crs

+
~v

c

)
,

where q = 1− Fp/Fg exhibits the relation between the gravitational force and the radi-
ation pressure resulting from the Sun. Evidently, 0 < q < 1 and p = 1− q.

The motion of the Earth relative to the Sun is given by

φ̇2 =
GMs

r3E
,

also,

~r = rÎ, ~r
E

= r
E
r̂
E
, r̂

E
= cosφÎ◦ + sinφĴ◦, ~rE = r

E
cosφÎ◦ + r

E
sinφĴ◦.

Using these values in the equation of motion of the satellite with respect to the Earth in
vector form yields

~̈r = −qGMs
~rs
r3s
− GME

r3

{(
−1 +

3J2(R⊕)2

2r2
(5

(ZG)2

r2
− 1)

)
~r

}
− 3J2(R⊕)2

r2
ZGK̂G + φ̇2r

E
(cosφÎ◦ + sinφĴ◦)− pFg

{
(~v · ~rs)~rs

crs
+
~v

c

}
. (1)

In the rotating frame of reference with angular velocity ~ω of the satellite about the center
of the Earth, we have

~̈r =
∂2r

∂t2
Î + 2

∂r

∂t

(
~ω × Î

)
+ r

(
∂~ω

∂t
× Î
)

+ r
{(
~ω · Î

)
~ω − (~ω · ~ω) Î

}
, (2)

where ~ω = θ̇K̂ + ψ̇K̂0. Taking dot products of equations (1) and (2) with Î and Ĵ and
equating the respective coefficients, we get the equations of motion of the satellite in the
synodic coordinate system ( [3])

d2r

dt2
− rθ̇2 +

GME

r2
= −qGMs

(~rs · Î)

r3s
+ φ̇2r

E
{cos θ cos(φ− ψ) + cosα sin θ sin(φ− ψ)}

−
3GMEJ2R

2
⊕[1− 3(Î .KG)2]

2r4
− pGMs

(rs)2

{
(~v · ~rs)(~rs · Î)

crs
+

(~v · Î)

c

}
,

(3)

d(r2θ̇)

dt
= −qGMsr

(~rs · Ĵ)

r3s
− φ̇2rr

E
{sin θ cos(φ− ψ)− cosα cos θ sin(φ− ψ)}

−
3GMEJ2R

2
⊕(Î .K̂G)(Ĵ .KG)

2r3
− pGMs

r2s

{
(~v · ~rs)(~rs · Ĵ)

crs
+

(~v · Ĵ)

c

}
. (4)
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I0 J0 K0

I ax bx cx
J ay by cy
K az bz cz

I0 J0 K0

IG 1 0 0
JG 0 cos ε sin ε
KG 0 − sin ε cos ε

Table 1: Relation between coordinate system.

ax = cos θ cosψ − cosα sin θ sinψ,
ay = − sin θ cosψ − cosα cos θ sinψ,
az = sinα sinψ,
bx = cos θ sinψ − cosα sin θ cosψ,
by = − sin θ sinψ + cosα cos θ cosψ,
bz = cosψ sinα,
cx = sinα sin θ, cy = sinα cos θ,
cz = cosα.

Equations (3) and (4) are the required equations of motion of the satellite in polar
form. These equations are not integrable, therefore we follow the perturbation technique
and replace r, θ̇ and ψ̇ by their steady state values r0, θ̇0, ψ̇0 and we may take θ = θ̇0t,
ψ = ψ̇0t and φ = φ̇t, respectively. Putting the steady state values in the R.H.S of
equations (3) and (4), we get

d2r

dt2
− rθ̇2 +

GME

r2
= −qGMs

(~rs · Î)

r3s
−

3GMEJ2R
2
⊕{1− 3(Î .K̂G)2}

2r40

+ φ̇2r
E
{cos θ̇0t cos(φ̇− ψ̇0)t+ cosα sin θ̇0t sin(φ̇− ψ̇0)t)}

− pGMs

r2s

{
(~v · ~rs)(~rs · Î)

crs
+

(~v · Î)

c

}
, (5)

d(r2θ̇)

dt
= −qGMsr0

(~rs · Ĵ)

r3s
−

3GMEJ2R
2
⊕(Î .K̂G)(Ĵ .K̂G)

2r30

− φ̇2r0rE{sin θ̇0t cos(φ̇− ψ̇0)t+ cosα0 cos θ̇0t sin(φ̇− ψ̇0)t}

− pr0
GMs

r2s

{
(~v · ~rs)(~rs · Ĵ)

crs
+

(~v · Ĵ)

c

}
. (6)

Now

~v = {−rE(φ̇− ψ̇0) cos θ̇0t sin(φ̇− ψ̇0)t+ rE(φ̇− ψ̇0) cosα sin θ̇0t cos(φ̇− ψ̇0)t}Î
{r0θ̇0 + rE(φ̇− ψ̇0) sin θ̇0t sin(φ̇− ψ̇0)t+ rE(φ̇− ψ̇0) cos θ̇0t cos(φ̇− ψ̇0)t cosα0}Ĵ
− rE(φ̇− ψ̇0) sinα0 cos(φ̇− ψ̇0)tK̂,

K̂G = − sin εĴ0 + cos εK̂0

= − sin ε(Îbx + Ĵby + K̂bz) + cos ε(CxÎ + CyĴ + CzK̂)

= (−bx sin ε+ cx cos ε)Î + (−by sin ε+ cy cos ε)Ĵ + (−bz sin ε+ cz cos ε)K̂.

With the help of the above values, the transformations in Table 1 and taking r2θ̇ =
constant = h, r = 1

u , we get

d2u

dt2
+ n2u = K1 +K2 cosnt+K3 sinnt+K4 cos 2nt+ k5 sin 2nt
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+K6 cos 3nt+K7 sin 3nt+K8 cos(φ̇+ ψ̇0)t+K9 sin(φ̇− ψ̇0)t

+K10 cos(n+ φ̇− ψ̇0)t+K11 sin(n+ φ̇− ψ̇0)t+K12 cos(n+ φ̇+ ψ̇0)t

+K13 sin(n− φ̇+ ψ̇0)t+K14 cos(2n+ φ̇− ψ̇0)t+K15 sin(2n+ φ̇− ψ̇0)t

+K16 cos(2n− φ̇+ ψ̇0)t+K17 sin(2n− φ̇+ ψ̇0)t+K18 sin 2(φ̇− φ̇0))t

+K19 sin(2n+2φ̇− 2ψ̇0)t+K20 sin(2n− 2φ̇+2ψ̇0)t+K21 sin(n+ 2φ̇− 2ψ̇0)t

+K22 sin(n− 2φ̇+2ψ̇0)t+K23 sin(3n+2φ̇− 2ψ̇0)t+K24 sin(3n− 2φ̇+ 2ψ̇0)t

+K25 cos φ̇0t+K26 cos 2φ̇0t+K27 cos(2n+ φ̇0)t+K28 cos(2n− ψ̇0)t

+K29 cos(2n+ 2ψ̇0)t+K30 cos(2n− 2φ̇0))t+K31 cos(n+ φ̇)t

+K32 cos(n− φ̇0)t+K33 cos(n+ 2ψ̇0)t+K34 cos(n− 2ψ̇0)t

+K35 cos(3n+ 2φ̇0)t+K36 cos(3n− 2ψ̇0)t+K37 cos(3n+ ψ̇0)t

+K38 cos(3n− φ̇0)t. (7)

The solution is given by

u = A cos(nt− ε1) +
K1

n2
− K2t sinnt

2n
+
K3t cosnt

2n
+
K4 cos 2nt

n2 − (2n)2
+
K5 sin 2nt

n2 − (2n)2

+
K6 cos 3nt

n2 − (3n)2
+
K7 sin 3nt

n2 − (3n)2
+
K8(φ̇− ψ̇0)t

n2(φ̇− ψ̇0)2t
+
K9 sin(φ̇− ψ̇0)t

n2(φ̇− ψ̇0)2
+
K10 cos(n+ φ̇− ψ̇0)t

n2 − (n+ φ̇− ψ̇0)2

+
K11 sin(n+ φ̇− ψ̇0)t

n2 − (n+ φ̇− ψ̇0)t
+
K12 cos(n− φ̇+ ψ̇0)t

n2 − (n− φ̇+ ψ̇0)2
+
K13 sin(n− φ̇+ ψ̇0)t

n2 − (n− φ̇+ ψ̇0)2

+
K14 cos(2n+ φ̇− ψ̇0)t

n2 − (2n+ φ̇− ψ̇0)2
+
K15 sin(2n+ φ̇− ψ̇0)t

n2 − (2n+ φ̇− ψ̇0)2
+
K16 cos(2n− φ̇+ ψ̇0)t

n2 − (2n− φ̇+ ψ̇0)2

+
K17 sin(2n− φ̇+ ψ̇0)t

n2 − (2n− φ̇+ ψ̇0)2
+
K18 sin 2(φ̇− ψ̇0)t

n2 − 4(φ̇− ψ̇0)2
+
K19 sin(2n+ 2φ̇− 2ψ̇0)t

n2 − (2n+ 2φ̇− 2ψ̇0)2

+
K20 sin(2n− 2φ̇+ 2ψ̇0)t

n2 − (2n− 2φ̇+ ψ̇0)2
+K21

sin(n+ 2φ̇− 2ψ̇0)t

n2 − (n+ 2φ̇− 2ψ̇0)2
+K22

sin(n+ 2φ̇− 2ψ̇0)t

n2 − (n− 2φ̇+ 2ψ̇0)2

+K23
sin(3n+ 2φ̇− 2ψ̇0)t

n2 − (3n+ 2φ̇− 2ψ̇0)2
+K24

sin(3n− 2φ̇− 2ψ̇0)t

n2 − (3n− 2φ̇+ 2ψ̇0)2
+K25

cos ψ̇0t

n2 − ψ̇2
0

+K26
cos 2ψ̇0t

n2 − (2ψ̇0)2
+K27

cos(2n+ ψ̇0)t

n2 − (2n+ψ̇0)2
+K28

cos(2n+ ψ̇0)t

n2 − (2n− ψ̇0)2
+K29

cos(2n+ ψ̇0)t

n2 − (2n+ ψ̇0)2

+K30
cos(2n− ψ̇0)t

n2 − (2n− 2ψ̇0)2
+K31

cos(n+2ψ̇0)t

n2 − (n+ 2ψ̇0)2
+
K32 cos(n− ψ̇0)t

n2 − (n− ψ̇0)2
+
K33 cos(n+ ψ̇0)t

n2 − (n+ ψ̇0)2

+
K34 cos(n− 2ψ̇0)t

n2 − (n− 2ψ̇0)2
+
K35 cos(3n+2ψ̇0)t

n2 − (3n+2ψ̇0)2
+
K36 cos(3n− 2ψ̇0)t

n2 − (3n− 2ψ̇0)2
+
K37 cos(3n+ ψ̇0)t

n2 − (3n+ ψ̇0)2

+
K38 cos(3n− ψ̇0)t

n2 − (3n− ψ̇0)2
. (8)

The values of constant K ′is are given in Appendix ‘A’ (which can be obtained from the
authors).
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2.2 Resonance

It is clear that the motion becomes indeterminate if any one of the denominator vanishes
in equation (8), and hence the resonance occurs at these points, called the critical points.
It is found that resonance occurs at many points with three frequencies and at six points
R′1(n = ψ̇), R′2(3n = ψ̇), R′3(2n = ψ̇), R′4(3n = 2ψ̇), R′5(n = 2ψ̇) and R′6(4n = ψ̇)
with two frequencies due to oblateness. Also, it is found that resonance occurs at five
points (n = φ̇), (n = 2φ̇), (3n = φ̇), (2n = φ̇), (3n = 2φ̇) in the frequencies n and φ̇.
The 1 : 1 resonance repeated four times, 2 : 1 resonance occurs thrice while other four
resonances occur once only. If we take the solar radiation pressure as a perturbing force,
then there are only three points at which resonance occurs. If we consider the velocity
dependent terms of the P-R drag, then five points of resonance occur, where three points
of resonance are same, and 1 : 2 and 3 : 2 resonances occurs only due to the velocity
dependent terms of the P-R drag.

3 Time Period and Amplitude at the Resonance Point

3.1 Time period and amplitude at n = 2φ̇

We follow the method in [1] to determine the time period and amplitude at n = 2φ̇. It
is suggested to obtain the solution of (7) when that of

d2u

dt2
+ n2u = 0 (9)

is periodic and is known. The solution of (9) is

u = k cos s,

where

s = nt+ ε, n =
k1
k

= the function of k; (10)

k, k1 and ε are arbitrary constants. As we are probing the resonance in the motion of
the satellite at the point n = 2φ̇, in our case, the resulting equation. (7) can be written
as

d2u

dt2
+ n2u = HA′ cosn′t = Hψ′,

where

H =
pFg(r

E
)2φ̇

4ca(rs)(1− e2)
= constant, n′ = 2φ̇, A′ = − sin2 α,

ψ′ =
∂ψ

∂u
= A′ cos 2n′t, ψ = uA′ cosn′t, ψ =

A′k

2
{cos(2n′t+ s) + cos(2n′t− s)}. (11)

Then

dk

dt
=
H

W

∂u

∂s
ψ′ =

H

W

∂ψ

∂s
, (12)
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ds

dt
= n− H

W

∂u

∂k
ψ′ = n− H

W

∂ψ

∂k
, (13)

where

W =
∂

∂k
(n
∂u

∂s
)
∂u

∂s
− n∂

2u

∂s2
∂u

∂k
= a function of k only.

Since n and W are the function of k only, we can put (12) and (13) into canonical
form with new variables defined by

dk1 = Wdk, (14)

dB = −ndk1 = −nWdk, (15)

(14) and (15) can be put in the form

dk1
dt

=
∂

∂s
(B +Hψ),

ds

dt
= − ∂

∂s
(B +Hψ).

Differentiating (13) with respect to t and substituting the expression for ds
dt and dk

dt , we
have

d2s

dt2
=
H

W

(
∂n

∂k

∂ψ

∂s
− n ∂

2ψ

∂s∂k
− ∂2ψ

∂k∂t

)
+
H2

K2

(
∂2ψ

∂s∂k

∂ψ

∂k
−W ∂

∂k

(
1

W

∂ψ

∂k

)
∂ψ

∂s

)
. (16)

Since the last expression of (16) has the factor H2, it may, in general, be neglected in a
first approximation. In (11) we find s and t are present in ψ′ as a sum of the periodic
terms with argument

s′ = s− n′t,

the affected term in our case is

ψ =
kA′ cos s′

2
. (17)

Equation (16) for s′ is then

d2s′

dt2
+ (n− 2n′)2

H

W

∂

∂k

(
1

n− n′
∂ψ

∂s′

)
= 0 (18)

or

d2s′

dt2
− (n− 2n′)2

H

2W

∂

∂k

(
kA′

n− n′

)
sin s′ = 0. (19)

At first approximation, we put constants k = k0, n = n0, W = W0. Then (19) can
be written as

d2s′

dt2
− (n− 2n′)2

H

2W

∂

∂k

(
kA′

n− n′

)
sin s′ = 0. (20)

If the oscillations are small intervals, then (20) may be put in the form

d2s′

dt2
− (n− 2n′)2

H

2W

∂

∂k

(
kA′

n− n′

)
s′ = 0
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or

d2s′

dt2
+ p21s

′ = 0, (21)

where

p1 =

√
pFg(r

E
)2φ̇ sin2 α

8ca(rs)(1− e2)

√ √
k1

W0k0
, (22)

W0 = (W )0 =
∂

∂k
(n
∂y

∂s
)
∂y

∂s
− n∂

2y

∂s2
∂y

∂k 0
= (
√
k1 cos2(2n′t+ ε)0),

=
√
k1 cos2(2φ̇t+ ε0). (23)

The solution of (21) is given by

s′ = A sin(p1t+ λ0),

where

A =

√
k2
p1

, k2, λ0 = the constants of integration, s′ = s− 2n′t.

The equation for s gives

s = 2n′t+A sin(p1t+ λ0). (24)

Using (12), (19) and (22) the equation for k gives

k = k0 +HA′
( q

W

)
0

A

p1
cos(p1t+ λ0), (25)

where k0 is determined from n0 = n′. Since n0 is a known function of k0, the amplitude
‘A’ and the time period T are given by

A =

√
k2
p1

, T =
2π

p1
,

where k2 is an arbitrary constant,

p1 =

√
pFg(r

E
)2φ̇ sin2 α√

8cars(1− e2)k0 cos(2φ̇+ ε0)
.

Using equation (13), k0 may be written as

k0 =

√
k1
n0

.

We may choose the constants of integration k1 = 1, k2 = 1, ε0 = 0 [12].
The amplitude and time period are given by

A =
2
√

2cars(1− e2)√
pFgn0φ̇rE sinα

cos 2φ, T =
4π
√

2ca(rs)(1− e2)√
pFgn0φ̇rE sinα

cos 2φ.

In the same manner we have calculated the amplitudes and time periods at other points
also. Thereafter two cases arise.

Case 1: Regression angle is constant.
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• If we take the solar radiation pressure as a perturbing force, then there are only
three points at which resonance occurs. The corresponding amplitudes and time
periods are given in Table 2 below.

• In addition to the above, if we consider the velocity dependent terms of the P-R
drag, then at five points R1(n = φ̇), R2(3n = φ̇), R3(2n = φ̇), R4(3n = 2φ̇),
R5(n = 2φ̇) resonance occurs, where three points of resonance are same as in
subcase 1, and 1 : 2 and 3 : 2 resonances occur only due to the velocity dependent
terms of the P-R drag. But the amplitudes and time periods at all resonance points
are not same as in the case of the solar radiation pressure. The corresponding
amplitude and time period are given in Table 3.

Case 2: Regression angle is not constant.
It is found that resonance occurs at many points with three frequencies and at six

points R′1(n = ψ̇), R′2(3n = ψ̇), R′3(2n = ψ̇), R′4(3n = 2ψ̇), R′5(n = 2ψ̇) and R′6(4n = ψ̇)
with two frequencies. The corresponding amplitudes and time-periods are given in Table
4.

Resonance Amplitude Time Period

1 n = φ̇ A1, A2 T1, T2
2 2n = φ̇ A5 T5
3 3n = φ̇ A9 T9

Table 2: Amplitudes Ai’s and time periods Ti’s at resonance points with only radiation
pressure as a perturbing force when the regression angle is constant.

Resonance Amplitude Time Period

1 n = φ̇ A3, A4 T3, T4
2 2n = φ̇ A6 T6
3 n = 2φ̇ A7, A8 T7, T8
4 3n = 2φ̇ A10 T10

Table 3: Amplitudes Ai’s and time periods Ti’s at resonance points for the velocity
dependent terms of the P-R drag when the regression angle is constant.

Resonance Amplitude Time Period

n = ψ̇ A11, A12, A13, A14 T11, T12, T13, T14
2n = ψ̇ A15, A16 T15, T16
n = 2ψ̇ A17, A18 T17, T18
3n = ψ̇ A19 T19
3n = 2ψ̇ A20 T20
4n = ψ̇ A21 T21

Table 4: Amplitudes Ai’s and time periods Ti’s at resonance points for two frequencies
when the regression angle is not constant.
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where Ai’s and Ti’s are are given in the Appendix A and Appendix B, respectively (which
can be obtained from the authors).

4 Discussion and Conclusion

We have investigated the resonance in the motion of a satellite in the Earth-Sun system
due to oblateness of the Earth and the P-R drag. Firstly, the equations of motion of
the geo-centric satellite in vector as well as in polar form has been evaluated by taking
the velocity of the satellite as v. Secondly, the velocity of the satellite in the P-R drag
have been deduced by using an operator and then substituted in the equations of motion.
We get resonances at many points with three frequencies, and at eleven points with two
frequencies between n and φ̇ and n and ψ̇.

Two resonance points 3 : 2 and 1 : 2 occur only due to the velocity dependent terms of
the P-R drag. We have shown the effect of the P-R drag and oblateness on the amplitude
and time period by using the following data of the satellite:

a = 6921000m; e = .0065;n = 0.0628766
deg

sec
; φ̇ = 0.0000114077

deg

sec
;

rs = 149599× 106m; r
E

= 149.6× 109m; c = 3× 108
m

sec
.

We make the above quantities dimensionless by taking

ME +Ms = 1unit, G = 1unit,

rs = the distance between the Earth and the Sun = 1unit.

From Figure 3, we observe that the amplitude and time period increase when q increases
and it is maximum at φ = 0. p is the factor of the velocity dependent terms of the
P-R drag, when q increases, p decreases, and hence, when the P-R decreases, then the
amplitude as well as the time period increase.

Figure 4 explains the variation in A1 and time-period T1, respectively, for −900 <
φ < 900 and 0 < q < 1, at resonance 1 : 1 with the P-R drag. The below graphs show
that the amplitude and time period decrease as φ increases.

(a) (b)

Figure 3: (a) Comparison of amplitudes at same resonant points and for different q′s:
Aq1 = 0.20 (Red); Aq2 = 0.40 (Green); Aq3 = 0.60 (Gray) and Aq4 = 0.80 (Blue). (b)
Comparison of time periods at same resonant points and for different q′s: Tq1 = 0.20
(Red); Tq2 = 0.40 (Green); Tq3 = 0.60 (Gray) and Tq4 = 0.80 (Blue), at resonance 1:1.
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(a) (b)

Figure 4: (a) Variation in amplitude, (b) variation in time period ’T’ for 00 < φ < 900

and q (0 < q < 1) at resonance 1:1 with the P-R drag.

(a) (b)

Figure 5: (a) Variation in amplitude ’A’ w.r.t. φ , at resonance 1:2. (b) Time period
’T’ at resonance 1:1, for −10 < φ < 10 and q (0 < q < 1) without the P-R drag

(a) (b)

Figure 6: (a) Comparison of amplitude. (b) Comparison of time periods due to the
coefficient of oblateness of the Earth (J2) at different resonant points.

Figure 4 explains the variation in A1 and time period T1, respectively, for −900 <
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φ < 900 and 0 < q < 1 at resonance 1 : 1 with the P-R drag. The above graphs show
that the amplitude and time-period decrease as φ increases.

Figure 5 also explains the amplitude and time period with respect to φ. In this case
it can be observed that the amplitude becomes very high of greater range of φ but it
is not in the case of the velocity dependent terms of the P-R drag. Similarly, Figure 5
explains the variation in amplitude for −900 < φ < 900 and 0 < q < 1 at resonance
1 : 2. The graphs show that the amplitude is periodic with respect to φ and it increases
(decreases) as q increases (decreases).

Figure 6 also explains the amplitudes and time periods due to oblateness of the Earth
(J2). In these graphs we have shown the comparison of the amplitude and time period
at different critical points, where resonance occurs, and it is clear from the figures that
the value of the amplitudes and time periods is different at different critical points. The
present study is becoming of more interest in the commensurable orbits, for example,
the interacting and navigation satellite system.
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Abstract: This paper deals with the exact solutions of a nonlinear coupled wave
equation. The (G′/G)-expansion method has been applied to derive kink solutions
and singular wave solutions. The restrictions on the coefficients of the governing
equations have also been investigated. Solitary wave solutions have also been derived
for this system of equations using the Weierstrass elliptic function method.
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1 Introduction

Nonlinear evolution equations (NLEEs) govern several physical phenomena which appear
in various branches of science and engineering [1–5]. Exact solutions of NLEEs shed more
light on the various aspects of the problem, which, in turn, leads to the applications.
Several methods such as the tanh method [6–11], exponential function method [12], Jacobi
elliptic function (JEF) method [13–16], mapping methods [17–22], Hirota bilinear method
[23,24] and trigonometric-hyperbolic function methods [25–27] have been applied in the
last few decades and the results have been reported. Also, many physical phenomena
have been governed by systems of partial differential equations (PDEs) and there have
been significant contributions in this area [28,29].

In this paper, we use the (G′/G)-expansion method [30–34] to find some exact solu-
tions for a nonlinear coupled wave equation [35]. The paper is organized as follows. In
Section 2, we give a mathematical analysis of the (G′/G)-expansion method, in Section
3, we find kink solutions and singular wave solutions of the nonlinear coupled wave equa-
tion, in Section 4, we use the Weierstrass elliptic function (WEF) method [36] to derive
SWSs of the system of equations, in Section 5 we write down the conclusion.
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c© 2019 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua512
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2 The (G′/G)-Expansion Method

Consider the nonlinear partial differential equation (PDE)

P (u, ut, ux, utt, uxt, uxx, ...) = 0, (1)

where u(x, t) is an unknown function, P is a polynomial in u = u(x, t) and its various
partial derivatives. The traveling wave variable ξ = x − ct reduces the PDE (1) to the
ordinary differential equation (ODE)

P (u,−cu′, u′,−c2u′′,−cu′′, u′′, ...) = o, (2)

where u = u(ξ) and ′ denotes differentiation with respect to ξ.
We suppose that the solution of equation (2) can be expressed by a polynomial in(
G′

G

)
as follows:

u(ξ) =

m∑
i=0

ai

(
G′

G

)i
, am 6= 0, (3)

where ai(i = 0, 1, 2, ..) are constants. Here, G satisfies the second order linear ODE

G′′(ξ) + λG′(ξ) + µG(ξ) = 0, (4)

with λ and µ being constants. The positive integer m can be determined by a balance
between the highest order derivative term and the nonlinear term appearing in equation
(2). By substituting equation (3) into equation (2) and using equation (4), we get a
polynomial in G′/G. The coefficients of various powers of G′/G give rise to a set of
algebraic equations for ai (i = 0, 1, 2, ...,m), λ and µ.

The general solution of equation (4) is a linear combination of sinh and cosh or of
sine and cosine functions if ∆ = λ2 − 4µ > 0 or ∆ = λ2 − 4µ < 0, respectively. In this
paper we consider only the first case and so,

G(ξ) = e−λξ/2

(
C1 sinh(

√
λ2 − 4µ

2
ξ) + C2 cosh(

√
λ2 − 4µ

2
ξ)

)
, (5)

where C1 and C2 are arbitrary constants.

3 A Coupled Wave Equation

Consider the system of PDEs

ut + αv2vx + βu2ux + ηuux + γuxxx = 0, (6)

vt + σ(uv)x + εvvx = 0, (7)

where, α, β, η, γ, σ and ε are constants.
We seek TWSs of equations (6) and (7) in the form u = u(ξ), v = v(ξ), ξ = x−ct.

Then equations (6) and (7) give

− cu′ + αv2v′ + βu2u′ + ηuu′ + γu′′′ = 0, (8)
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− cv′ + σ(uv)′ + εvv′ = 0. (9)

Integrate equation (9) with respect to ξ

− cv + σ(uv) +
ε

2
v2 = k, (10)

where k is the integration constant. Dividing equation (10) by v, we obtain

− c+ σu+
ε

2
v =

k

v
. (11)

So, for the solutions to be uniformly valid, the integration constant k should be set
equal to 0. Therefore, equation (11) can be written as

v =
2(c− σu)

ε
. (12)

Substituting equation (12) into equation (8), we obtain

− cu′ − 8ασ

ε3
(c2 − 2cσu+ σ2u2)u′ + βu2u′ + ηuu′ + γu′′′ = 0. (13)

Integrating equation (13) with respect to ξ and assuming the boundary conditions
u, u′, u′′ −→ 0 as |ξ| −→ ∞, we have

γu′′ −
{
c+

8ασc2

ε3

}
u+

{
η

2
+

8ασ2c

ε3

}
u2 +

{
β

3
− 8ασ3

3ε3

}
u3 = 0. (14)

We rewrite equation (14) as

γu′′ +Au+Bu2 + Cu3 = 0, (15)

where

A = −
{
c+

8ασc2

ε3

}
, B =

{
η

2
+

8ασ2c

ε3

}
, C =

{
β

3
− 8ασ3

3ε3

}
. (16)

With the change of variable w = u+ δ, equation (15) can be reduced to

γw′′ + c1w + c2w
3 + c3 = 0, (17)

where

δ = − B

3C
, c1 =

3AC −B2

3C
, c2 = C, c3 =

2B3 − 9ABC

27C2
. (18)

Assuming the expansion w(ξ) =

m∑
i=0

ai

(
G′

G

)i
, am 6= 0 in equation (17) and balancing

the nonlinear term and the derivative term, we get m+ 2 = 3m so that m = 1.
So, we assume the solution of equation (17) in the form

w(ξ) = a0 + a1

(
G′

G

)
, a1 6= 0. (19)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 19 (4) (2019) 512–522 515

So, we can obtain

w′(ξ) = −a1
(
G′

G

)2

− λa1
(
G′

G

)
− µa1, (20)

w′′(ξ) = 2a1

(
G′

G

)3

+ 3a1λ

(
G′

G

)2

+ (a1λ
2 + 2a1µ)

(
G′

G

)
+ a1λµ, (21)

w3(ξ) = a31

(
G′

G

)3

+ 3a0a
2
1

(
G′

G

)2

+ 3a20a1

(
G′

G

)
+ a30. (22)

Now, substituting equations (19), (21) and (22) into equation (17) and collecting the

coefficients of

(
G′

G

)i
, i = 0, 1, 2, 3, we get

γa1λµ+ c1a0 + c2a
3
0 + c3 = 0, (23)

γa1λ
2 + 2γa1µ+ c1a1 + 3c2a

2
0a1 = 0, (24)

3a1λγ + 3a0a
2
1c2 = 0, (25)

2γa1 + c2a
3
1 = 0. (26)

From equation (26), we get

a1 = ±
√
−2γ

c2
. (27)

Equation (25) leads to

a0 = ±1

2
λ

√
−2γ

c2
. (28)

When µ = 0 in equation (24), we get λ = ±
√

2c1
γ

, and when λ = 0, we get µ = − c1
2γ
.

In both cases, ∆ = λ2 − 4µ =
2c1
γ
. Equation (23) gives a constraint condition on the

coefficients in the governing equation.

Case 1: µ = 0, λ =

√
2c1
γ
.

u1(x, t) = ±
√
−c1
c2

1 +
(C1 − C2)

(
1− tanh 1

2

√
2c1
γ (x− ct)

)
C1tanh 1

2

√
2c1
γ (x− ct) + C2

+
B

3C
. (29)
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Case 2: µ = 0, λ = −
√

2c1
γ
.

u2(x, t) = ±
√
−c1
c2

1 +
(C1 + C2)

(
1− tanh 1

2

√
2c1
γ (x− ct)

)
C2 − C1tanh 1

2

√
2c1
γ (x− ct)

+
B

3C
. (30)

Case 3: λ = 0, µ = − c1
2γ
.

u3(x, t) = ±
√
−c1
c2

C1 + C2tanh 1
2

√
2c1
γ (x− ct)

C1tanh 1
2

√
2c1
γ (x− ct) + C2

+
B

3C
. (31)

In all three cases, γ and c1 should have the same signs and c2 should be of the opposite
sign and C1 6= ±C2.

Figure 1 and Figure 2 represent the solutions given by equation (29).

Figure 1: The solution for u(x, t), C1 = 0, C2 = 1.

Using equation (12), we can write down the corresponding solutions v1(x, t), v2(x, t)
and v3(x, t).

4 Weierstrass Elliptic Function Solutions of the Coupled Wave Equation

The Weierstrass elliptic function (WEF) ℘(ξ; g2, g3) with invariants g2 and g3 satisfy

℘′
2

= 4℘3 − g2℘− g3, (32)
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Figure 2: The solution for u(x, t), C1 = 1, C2 = 0.

where g2 and g3 are related by the inequality

g32 − 27g23 > 0. (33)

The WEF ℘(ξ) is related to the JEFs by the following relations:

sn(ξ) = [℘(ξ)− e3]
−1/2

, (34)

cn(ξ) =

[
℘(ξ)− e1
℘(ξ)− e3

]1/2
, (35)

dn(ξ) =

[
℘(ξ)− e2
℘(ξ)− e3

]1/2
, (36)

where e1, e2, e3 satisfy

4z3 − g2z − g3 = 0 (37)

with

e1 =
1

3
(2−m2), e2 =

1

3
(2m2 − 1), e3 = −1

3
(1 +m2). (38)

From equation (38), one can see that the modulus m of the JEF and the e′s of the
WEF are related by

m2 =
e2 − e3
e1 − e3

. (39)
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We consider the ODE of order 2k given by

d2kφ

dξ2k
= f(φ; r + 1), (40)

where f(φ; r + 1) is an (r + 1) degree polynomial in φ. We assume that

φ = γQ2s(ξ) + µ (41)

is a solution of equation (40), where γ and µ are arbitrary constants and Q(2s)(ξ) is the

(2s)th derivative of the reciprocal Weierstrass elliptic function (RWEF)Q(ξ) =
1

℘(ξ)
, ℘(ξ)

being the WEF.
It can be shown that the (2s)th derivative of the RWEF Q(ξ) is a (2s + 1) degree

polynomial in Q(ξ) itself. Therefore, for φ to be a solution of equation (40), we should
have the relation

2k − r = 2rs. (42)

So, it is necessary that 2k ≥ r for us to assume a solution in the form of equation
(41). But this is in no way a sufficient condition for the existence of the PWS in the
form of equation (41).

Now, we shall search for the WEF solutions of equation (17). We introduce a restric-
tion on the coefficients in the form 2B2 = 9AC, so that equation (17) reduces to

γw′′ + c1w + c2w
3 = 0, (43)

where c1 = −1

2
A, c2 = C.

For a solution of equation (43) in the form of equation (41), we should have r = 2
and k = 1 so that s = 0. So, our solution will be

u(ξ) =
τ

℘(ξ)
+ ζ. (44)

Substituting equation (44) into equation (43) and equating the coefficients of like
powers of ℘(ξ) to zero, we obtain

℘3(ξ) : 2γτ − 1

2
Aζ + Cζ3 = 0, (45)

℘2(ξ) : −1

2
Aτ + 3Cτζ2 = 0, (46)

℘(ξ) : −3

2
γτg2 + 3Cτ2ζ = 0, (47)

℘0(ξ) : −2γτg3 + Cτ3 = 0. (48)

From equations (46) through (48), it can be found that
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τ = ±
√

2γg3
C

, (49)

ζ = ±
√

A

6C
, (50)

g2 = 2

√
Ag3
3γ

. (51)

From equations (49) through (51), one can conclude that if g3 > 0, A, C and γ should
all be of the same signs, whereas for g3 < 0, A and C should be of the same signs and γ
should be of the opposite sign.

Equation (45) leads us to the value of g3 given by

g3 =
A3

432γ3
. (52)

The condition g32 − 27g23 > 0 gives the relation

8

9
>

3

4
, (53)

which is remarkably true for any value of the coefficients in the governing equation.
The equations (34) through (36) will give rise to the same PWS of equation (43)

which can be obtained using equation (44) with the help of equation (38). Thus the
PWS of equation (43) in terms of JEFs can be written as

u(ξ) =
τ sn2(ξ)

1− 1
3 (1 +m2)sn2(ξ)

+ ζ. (54)

As m → 1, the SWSs of the coupled wave equation given by equations (6) and (7)
with the restriction 2B2 = 9AC are

u(x, t) =
B

3C
+

τ tanh2(x− ct)
1− 2

3 tanh2(x− ct)
+ ζ, (55)

v(x, t) =
2c

ε
− 2σ

ε

[
B

3C
+

τ tanh2(x− ct)
1− 2

3 tanh2(x− ct)
+ ζ

]
, (56)

where τ and ζ are given by equations (49) and (50).

5 Conclusions

The (G′/G)-expansion method has been applied to a nonlinear coupled wave equation.
The kink wave solution and the singular wave solution have been graphically illustrated.
It was found that there are some restrictions on the coefficients in the governing equation
for the solutions in terms of hyperbolic functions to exist. The WEF method has also
been applied to the system of equations to derive SWSs. The condition g32 − 27g23 > 0
was found to be identically satisfied, which is a remarkable result and has never been
reported in the literature. We intend to apply these methods for higher order and higher
dimensional PDEs of physical interest.
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Abstract: In this work we study the fractional-order jerk system stability by using
the fractional Routh-Hurwitz conditions. These conditions have also been used to
control the chaos of the proposed systems towards their equilibrium. It has been
shown that the fractional-order systems are controlled at their equilibrium point un-
like those of fractional order. The synchronization between two different coupled
fractional systems is also achieved via the auxiliary system approach. The numerical
simulation coincides with the theoretical analysis.
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1 Introduction

Fractional calculus is a topic more than 300 years old. The idea of fractional calculus has
been known since the regular calculus, with the first reference probably being associated
with Leibniz and L’Hospital in 1695. Its applications to physics and engineering are just
a recent focus of interest. It was found that many systems in interdisciplinary fields can
be elegantly described with the help of fractional derivatives. In 1996, Hans Gottlieb
thought,’What is the simplest jerk equation that gives chaos ?’, by which he meant an
equation of the form

···
x = f(

··
x,
·
x, x).

∗ Corresponding author: mailto:assia.senouci@univ-biskra.dz

c© 2019 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua523



524 A. SENOUCI AND T. MENACER

The term ‘jerk’ comes from the fact that in a mechanical system in which x is the

displacement,
·
x is the velocity, and

··
x is the acceleration, the quantity

···
x is called the

‘jerk’ (Schot, 1978). It is the lowest derivative for which an ODE with smooth continuous
functions can give chaos.

In this paper, we investigate the chaotic behaviors of the fractional-order simple
autonomous jerk system with cubic non-linearity. The system is a linear transformation
of the MO4 and MO11 models introduced for the first time in [14]. We find that chaos
exists in the fractional-order model MO4 and MO11 systems with an order less than
3. Many other studies on the dynamics in fractional-order systems are presented, in
particular, in [13–15]. In addition, the auxiliary system method, generalized to the
fractional-order, is also presented to synchronize the fractional chaotic order between
MO4 and MO11. Both approaches, based on the theory of the stability of fractional
order systems, are simple and theoretically rigorous. The results of the simulation are
used to visualize and illustrate the effectiveness of the proposed synchronization methods.

2 Preliminaries

2.1 Fractional calculus

Fractional calculus is a generalization of integration and differentiation to the noninteger-
order fundamental operator aD

t
α, where a and t are the bounds of the operation and

α ∈ R. The continuous integro-differential operator is defined as

aD
t
α =


dα

dtα , α > 0,
1, α = 0,∫ t
a

(dτ)
α
, α < 0.

In this paper, we will use the Caputo fractional derivatives defined by

aD
t
αf (t) =

1

Γ (n− α)

∫ t

a

fn (τ)

(t− τ)
α−n+1 dτ for n− 1 < α < n.

2.2 Numerical method for solving fractional differential equations

For numerical simulation of the fractional-order system a predictor-corrector method has
also been proposed [16]. It is suitable for Caputo’s derivative because it just requires
the initial conditions and for the unknown function it has a clear physical meaning. The
method is based on the fact that the fractional differential equation{

Dt
αx(t) = f(t, x(t)), 0 ≤ t < T,

x(k) (0) = x
(k)
0 , k = 0, 1, ..., n− 1,

is equivalent to the Volterra integral equation

x(t) =

[α]−1∑
k=0

x
(k)
0

tk

k!
+

1

Γ (α)

∫ t

0

(t− τ)
α−1

f (τ, x (τ)) dτ. (1)
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Set h = T
N , tn = nh, n = 0, 1, ..., N , then (1) can be discredited as follows:

xh (tn+1) =

[α]−1∑
k=0

x
(k)
0

tkn+1

k!
+

hα

Γ (α+ 2)
f (tn+1, x

p
h (tn+1))

+
hα

Γ (α+ 2)

n∑
j=0

aj,n+1f (tj , xh (tj)) ,

where

aj,n+1 =


nα+1 − (n− α) (n+ 1)

α
, j = 0,

(n− j + 2)
α+1

+ (n− j)α+1 − 2 (n− j + 1)
α+1

, 1 ≤ j ≤ n,
1, j = 1,

xph (tn+1) =

[α]−1∑
k=0

x
(k)
0

tkn+1

k!
+

1

Γ (α)

n∑
j=0

bj,n+1f (tj , xh (tj)) ,

bj,n+1 =
hα

α
((n+ 1− j)α + (n− j)α) , 0 ≤ j ≤ n .

This method, the error is estimated as

ε = max
j=0,1,...,N

|x (tj)− xh (tj)| = o (hp) ,

where p = min (2, 1 + α) .

2.3 Fractional-order Routh-Hurwitz stability conditions

Let us consider the following three-dimensional fractional-order commensurate system:

Dαx = f (x) ,

where α ∈ ]0, 1] , x ∈ R3. We suppose that xeq is an equilibrium point of this system,
then its characteristic equation is given as

P (λ) = λ3 + a1λ
2 + a2λ+ a3 = 0,

its discriminant is given by

D(P ) = 18a1a2a3 + (a1a2)2 − 4a3(a1)3 − 4(a2)3 − 27(a3)2.

We have the following fractional-order Routh–Hurwitz conditions:

1. If D(P ) > 0, then the necessary and sufficient condition for the equilibrium point
E to be locally asymptotically stable is a1 > 0, a3 > 0 and a1a2 − a3 > 0.

2. If D(P ) < 0, a1 ≥ 0, a2 ≥ 0, a3 > 0, then E is locally asymptotically stable for
α < 2/3. However, if D(P ) < 0, a1 < 0, a2 < 0, α > 2/3, then E is unstable.

3. If D(P ) < 0, a1 > 0, a2 > 0, a1a2 − a3 = 0, then E is locally asymptotically stable
for all α ∈]0, 1[.

4. The necessary condition for the equilibrium point E to be locally asymptotically
stable is a3 > 0.
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3 Description and Analysis of the Models

3.1 First model

The mathematical model of the jerk system considered in this work is expressed by the
following set of three coupled first-order nonlinear differential equations:

dαx
dtα = y,

dαy
dtα = z,

dαz
dtα = −µz − y − βex + δ,

(2)

where the parameters µ, β and δ are positive reals and µ is the fractional-order of system
(2) which has the only equilibrium point, which is found by equating the right-hand sides

of system (2) to zero and is given as follows: E
(

ln δ
β 0, 0

)
.

3.1.1 Stability of the equilibrium point

Proposition 3.1 1. If µ <
√

3, then E is asymptotically stable for α < 2/3. In
addition to this condition, if β = µ, then E is locally asymptotically stable for all
α ∈]0, 1[.

2. If µ >
√

3 and β < 1
3µ −

2
27µ

3 + 2
27

√
(µ2 − 3)

3
, then the first stability condition

holds.

Proof. The characteristic polynomial of the equilibrium point E
(

ln δ
β 0, 0

)
is given

by

λ3 + µλ2 + λ+ β = 0,

so

a1 = µ > 0, a2 = 1 > 0, a3 = β > 0

and

DE (p) = −4µ3β + µ2 + 18µβ − 27β2 − 4.

1. If µ <
√

3, then DE (p) < 0. Thus achieving the second of the stability conditions,
therefore E is asymptotically stable for α < 2/3. Moreover, if β = µ is verified,
which means fulfilling the condition

a1 × a2 − a3 = 0.

From all of the foregoing, we arrive at the realization of the third stabilization
conditions and from it, we conclude that the equilibrium point E is locally asymp-
totically stable for all α ∈]0, 1[.

2. If µ >
√

3 and β < 1
3µ−

2
27µ

3+ 2
27

√
(µ2 − 3)

3
, both conditions result in satisfaction

of D(P ) > 0 and a1 > 0, a3 > 0 and a1a2−a3 > 0, then the first stability condition
holds.
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3.1.2 Chaos

For the parameter values µ = 0.5, β = 1 and δ = 5, the integer-order form of the system
(2) presents chaotic behavior, with the largest exponent of Lyapunov calculated numer-
ically LE = 0.035, and its equilibrium E(ln 5, 0, 0) is locally asymptotically stable when
α < 2/3 and their eigenvalues are given as: λ1 = −1. 678 7, λ2,3 = 0.589 33 ± 1. 622 1i.
The equilibrium point is a saddle point of index 2, thus the necessary condition for the

fractional-order system (2) to remain chaotic is α > 2
π arctan

(
|λ2,3|
Reλ2,3

)
. Consequently,

the lowest fractional order α, for which the fractional-order system (2) demonstrates
chaos at the above-mentioned parameters, is given by the inequality
α > 0.790 51, see Figs.1 and 2.

Figure 1: Phase plots of attractor generated by (2) y-z plane with µ = 0.5, β = 1 and δ = 5,
at α = 0.77.

Figure 2: Phase plots of attractor generated by (2) y-z plane with µ = 0.5, β = 1 and δ = 5,
at α = 0.97.
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3.1.3 Chaos control of the fractional-order systems

A three-dimensional fractional-order chaotic system and the control of chaos are described
as follows: {

dαX
dtα = F (X) ,

dαX
dtα = F (X)−K (X −X∗) ,

where α = (α1, α2, α3) ∈ R3, αi > 0, is the fractional order and the systems are chaotic.
K is a coupling matrix. For simplicity, let K have the form K = diag(k1, k2, k3), where
ki ≥ 0. The error is e = X − X∗ and the aim of the control is to design the coupling
matrix so that ||e(t)|| → 0 as t → +∞. Let us consider the system (2). The controlled
fractional-order system associated with the system (2) is given by

dαx
dtα = y − k1(x− x∗),
dαy
dtα = z − k2(y − y∗),
dαz
dtα = −αz − y − βex + δ − k3(z − z∗),

(3)

where (x∗, y∗, z∗) represents an arbitrary equilibrium point of system (2). The goal is
to drive the system trajectories to any of the three unstable equilibrium point E. For
simplicity, we are going to choose the feedback gains K = diag(0, k2, 0).

3.1.4 Stabilizing the equilibrium point

Sufficient conditions for the stabilization of the controlled systems (3) are given in the
following proposition.

Proposition 3.2 If k2 = − 1
2µ

(
−
√
−2µ2 + µ4 + 4µβ + 1 + µ2 + 1

)
and the param-

eter β satisfies β > 0, then the trajectories of the controlled system (3) are driven to the
unstable equilibrium point E.

Proof. The characteristic equation of the controlled system (3) at E is given as

λ3 + (k2 + µ)λ2 + (µk2 + 1)λ+ β.

Choose the parameter β > µ and the feedback control gain

k2 = − 1

2µ

(
−
√
−2µ2 + µ4 + 4µβ + 1 + µ2 + 1

)
.

If D(p) < 0 for the found value of the parameter k2, then the stability condition (3) holds
and the trajectories of the controlled system (3) are driven to the stable equilibrium point
E for all α ∈]0, 1[.

3.1.5 Numerical results

In this section, we apply the result in the previous system (2) for the purpose of control
chaos, we take µ = 0.5 , β = 1, δ = 5 and the fractional order q = 0.97, by Proposition
3.2 we have k2 = 0.35078, k1 = k3 = 0. It follows that D(p)=−22.25 < 0, a1 > 0, a2 > 0,
a1a2 = a3. Therefore, the stability conditions (3) and (4) are checked. This implies that
the trajectories of the controlled fractional-order system (3) converge to the equilibrium
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point as shown in Fig. 3. But in the integer-order case, there are two pure imaginary
eigenvalues of the characteristic equation. This means that the integer-order form of the
controlled system (3) is not stabilized to the same equilibrium point when choosing the
above-mentioned parameter values and feedback control gains see Fig. 4.

Figure 3: The trajectories of the controlled system (3), µ = 0.5 ,β = 1, δ = 5 and the controllers
k2 = 0.35078, k1 = k3 = 0. Stabilized to the equilibrium point E for α = 0.97.

Figure 4: The trajectories of the controlled system (3), µ = 0.5 , β = 1, δ = 5 and the
controllers k2 = 0.35078, k1 = k3 = 0. Not stabilized to the equilibrium point E for α = 1.

3.2 Second model

The mathematical model of the jerk system considered in this work is expressed by the
following set of three coupled first-order nonlinear differential equations:

dαx
dtα = y,

dαy
dtα = z,

dαz
dtα = −µz − y − σx (x− 1) ,

(4)
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where the parameters µ and σ are positive reals and α is the fractional-order. The system
(4) has two equilibrium points which are found by equating the right-hand sides of (4)
to zero and are given as follows: E1 (0, 0, 0) , E2 (1, 0, 0) .

3.2.1 Stability of the equilibrium points

The characteristic polynomial of the equilibrium point E1 is given by

λ3 + µλ2 + λ− σ = 0.

So a3 = −σ < 0, then E2 is unstable. The characteristic polynomial of the equilibrium
point E2 is given by

λ3 + µλ2 + λ+ σ = 0.

So a1 = µ > 0, a2 = 1 > 0, a3 = σ > 0 and µ2 + 18µσ − 27σ2 − 4.
If µ <

√
3, then DE (p) < 0 and E2 is asymptotically stable for α < 2/3. However,

if σ = µ, then E2 is locally asymptotically stable for all α ∈]0, 1[ according to the third
condition of the Routh-Hurwitz criterion.

If µ >
√

3 and σ < 1
3µ−

2
27µ

3 + 2
27

√
(µ2 − 3)

3
, then the first condition of the Routh-

Hurwitz criterion holds. From which stability is achieved.

3.2.2 Chaos

For the parameter values µ = 0.5 and σ = 1, the integer-order form of the system (4)
presents chaotic behavior, with the largest exponent of Lyapunov calculated numerically
LE = 0.094, and its equilibrium E1 is unstable and E2(1, 0, 0) is locally asymptotically
stable when α < 2/3 and their eigenvalues are given as E2:λ1 = −0.803 76, λ2,3 =
0.151 88 ± 1. 105i E2 : λ1 = 0.601 49, λ2,3 = −0.550 75 ± 1. 165 9i . The equilibrium
point E2 is a saddle point of index 2, thus the necessary condition for the fractional-

order system (4) to remain chaotic is α > 2
π arctan

(
|λ2,3|
Reλ2,3

)
. Consequently, the lowest

fractional order α, for which the fractional-order system (4) demonstrates chaos at the
above-mentioned parameters, is given by the inequality α > 0.913 84, see fig. 5 and 6.

Figure 5: Phase plots of attractor generated by (3) y-z plane with µ = 0.5 and σ = 1, at
α = 0.99.
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Figure 6: Phase plots of attractor generated by (3) y-z plane with µ = 0.5 and σ = 1, at
α = 0.99.

3.2.3 Chaos control of the fractional-order systems

The controlled fractional-order system assisted with system (4) is given by
dαx
dtα = y − k1(x− x∗),
dαy
dtα = z − k2(y − y∗),
dαz
dtα = −µz − y − σx (x− 1)− k3(z − z∗),

(5)

where (x∗, y∗, z∗) represents an arbitrary equilibrium point of system (4). The goal is to
drive the system trajectories to any of the two unstable equilibrium points E1 and E2.
As in the previous model we chose the feedback gains K = diag(0, k2, 0).

3.2.4 Stabilizing the equilibrium points

Sufficient conditions for the stabilization of the controlled systems (5) are given in the
following proposition.

Proposition 3.3 • The trajectories of the system (5) are not driven to the un-
stable equilibrium point E1.

• If k1 = − 1
2µ

(
−
√
−2µ2 + µ4 + 4µσ + 1 + µ2 + 1

)
and the parameter σ satisfies

σ > 0, then the trajectories of the controlled system (5) are driven to the stable
equilibrium point E1 for all q ∈]0, 1[.

Proof. • The characteristic equation of the controlled system at E1 is given as

λ3 + (k2 + µ)λ2 + (k2µ+ 1)λ− σ = 0.

We have a3 = −σ, according to the fourth condition of the Routh -Hurwitz criterion, the
system (5) can not be stable.
• By choosing the parameter σ > α and the feedback control gain

k2 = − 1

2µ

(
−
√
−2µ2 + µ4 + 4µσ + 1 + µ2 + 1

)
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and assuming that D(p) < 0, the stability condition (3) is satisfied and the trajectories of
the controlled system (5) are driven to the stable equilibrium point E2 for all α ∈]0, 1[.

3.2.5 Numerical results

In this section, we take α = 0.5 , σ = 1 and the fractional-order α = 0.98, by Proposition
3.3 we have k2 = 0.35078, k1 = k3 = 0. It follows that D(p) < 0, a1 > 0, a2 > 0, a1a2 =
a3. Therefore, the stability conditions (3) and (4) are checked. This implies that the
trajectories of the controlled fractional-order system (5) converge to the equilibrium
point E2 as shown in Fig. 7. But in the integer-order case, there are two pure imaginary
eigenvalues of the characteristic equation. This means that the integer-order form of the
controlled system (5) is not stabilized to the same equilibrium point when choosing the
above-mentioned parameter values and feedback control gains, Fig. 8.

Figure 7: The trajectories of the controlled system (5) for µ = 0.5 , σ = 1, k2 = 0.35078 and
k1 = k3 = 0. Stabilized to the equilibrium point E2 for α = 0.98.

Figure 8: The trajectories of the controlled system (5) for µ = 0.5 , σ = 1, k2 = 0.35078 and
k1 = k3 = 0. Not stabilized to the equilibrium point E2 for α = 1.
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4 Chaos Synchronization

In this section, we realize the synchronization between two different fractional-order
systems via the auxiliary system approach. We choose as a master system the following
system: 

dαx1

dtα = y1,

dαy1
dtα = z1,

dαz1
dtα = −µz1 − y1 − βex1 + δ,

(6)

and the slave system is
dαx2

dtα = y2 − k1(x2 − x1),

dαy2
dtα = z2 − k2(y2 − y1),

dαz2
dtα = −µz2 − y2 − σx2 (x2 − 1)− k3(z2 − z1).

(7)

The master system is coupled with the slave system only by the scalar x(t). We
choose the auxiliary system that is identical to the slave system (7) (with different initial
conditions) 

dαx3

dtα = y3 − k1(x3 − x1),

dαy3
dtα = z3 − k2(y3 − y1),

dαz3
dtα = −µz3 − y3 − σx3 (x3 − 1)− k3(z3 − z1).

(8)

The substraction of two systems (7) and (8) yields the fractional-order synchronization
error system which can be written as follows:

dqe1
dtq = e2 − k1e1,
dqe2
dtq = e3 − k2e2,
dqe3
dtq = −αe3 − e2 − σe1x3 − σe1x2 − e1−k3e3,

(9)

where e1 = x3 − x2, e2 = y3 − y2 and e3 = z3 − z2. Further (9) can be written as

dαe

dtα
= Ae+ ϕ(x2,3, y2,3, z2,3), (10)

where e = [e1, e2, e3]
T

A =

 −k1 1 0
0 −k2 1
−1 −1 −µ− k3

, ϕ(x2,3, y2,3, z2,3) =

 0
0

−σe1 (x2 + x3)

 ,

ϕ(x2,3, y2,3, z2,3) is a nonlinear function satisfying the Lipschitz condition, so, near to
zero, it converges to zero. To study the stability of the system (10), we use the condi-
tions of the Routh-Hurwitz criterion generalized in fractional order. The characteristic
polynomial of matrix A is given by

λ3 +(µ+k1 +k2 +k3)λ2 +((µ+k3) (k1 + k2) + k1k2 + 1)λ+ (k1 + k1k2(µ+ k3) + 1).
For simplicity, we choose the feedback gains k1 = k2 = 0 and k3 = k. The character-

istic polynomial becomes

P (λ) = λ3 + (k + µ)λ2 + λ+ 1. (11)
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Its discriminant is as follows:

D(p) = −3k2 + (18− 6µ)k − 3µ2 + 18µ− 31,

which is always negative for all values of k and µ, now for the condition a1× a2− a3 = 0
to be satisfied, it is enough that k = 1−µ. Therefore the zero solution of the system (9)
is locally asymptotically stable for all α ∈c0; 1[. In this case, the fractional-order drive
and response systems (6) and (7) are synchronized.

4.1 Numerical results

In numerical simulations, we set the parameters of the drive system as µ = 0.5, β = 1
and δ = 5, the parameters of the response and auxiliary systems as µ = 0.5 and σ = 1
with the fractional-order α = 0.98 and the coefficient of control function k = 0.5. We also
have the initial conditions x1(0) = 1, y1(0) = 2, z1(0) = 5 for the drive system, the initial
conditions x2(0) = 10, y2(0) = 32, z2(0) = 7 for the slave system, and x3(0) = 9, y3(0) =
28, z3(0) = 8 for the auxiliary system. Numerical results show that the synchronization
of two different fractional-order systems is achieved, see Fig. 9.

Figure 9: Synchronization error of the coupled systems.

5 Conclusion

In this study, we examined the local stability of the equilibrium in fractional system by
using the fractional Routh-Hurwitz conditions which are also used to control chaos in the
proposed systems towards their equilibrium by choosing some specific linear controllers.
We showed that the fractional-order systems are controlled to their equilibrium points,
however, their integer-order counterparts are not. This fact gives an advantage to the
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fractional-order systems compared with their integer-order counterparts, the effect of the
fractional system on the synchronization of the chaos of these systems was also presented.
And the numerical simulation matches with the theoretical analysis.
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1 Introduction

The motion of an artificial satellite is affected by various forces, some of which are the
earth’s gravitational field, atmospheric drag, solar radiation pressure, lunar and solar
gravitational fields, relativistic effect and Poynting-Robertson drag. In recent years, the
idea of establishing an artificial satellite in a synchronous equatorial orbit about the
earth has become increasingly attractive. Since such a satellite would remain above the
same position on the earth’s equator, it could be used as a communication relay station
between any two points on the earth which are within its field of view.

Sehnal [8] discussed the influence of the equatorial ellipticity of the earth’s gravita-
tional field on the motion of a close satellite. The method of variation of constants is
applied to discuss the perturbation of angular elements. Blitzer [4] discussed the motion
of a satellite under the influence of the longitude-dependent terms of the geopotential in
a frame of reference rotating with the mean motion of the spacecraft. Allan [1] investi-
gated the motion in longitude of a nominally geostationary satellite due to the tesseral
harmonics. He further developed the corrective impulses required for the principal J2,2
term. Wagner [9] investigated the motion of 24-hour near equatorial earth satellites in an
earth gravity field through the 4th order. Bhatnagar and Mehra [3] discussed the motion
of a satellite under the gravitational forces of the sun, moon, earth (including the ellip-
ticity of the earth’s equator) and solar radiation pressure. They studied the orientation
of the orbital plane of a geosynchronous satellite. It is shown that the significant effect
of the earth’s equatorial ellipticity is to produce a change in the relative angular position
Γ of the satellite as seen from the earth. Bhatnagar and Kaur [2] studied the in-plane
perturbation of the satellite caused by the attraction of the sun, moon and oblate earth
including the earth’s equatorial ellipticity. Gilthorpe and Moore [6] developed a theory
for the motion of a satellite in a nearly circular orbit perturbed by zonal harmonic terms
in the earth’s gravity field. Mark [7] developed a first-order analytical theory of the
tesseral harmonic J2

2 effects on satellite orbits. Correa et al. [13] investigated two mod-
els of the restricted three-body and four-body problems. They determined the transfer
orbits from a parking orbit around the Earth to the halo orbit in both the dynamical
models. They also compared the total velocity increment to both the models. Prado [14]
studied space trajectories in the circular restricted three-body problem. He assumed that
the spacecraft moves under the gravitational forces of two massive bodies which are in
circular orbits. He also determined orbits which can be used to transfer a spacecraft from
one body back to the same body or to transfer a spacecraft from one body to the re-
spective Lagrangian points L4 and L5. Yadav and Aggarwal [10] investigated resonances
resulting from the commensurability between the mean motion of a geo-centric satellite
and the earth’s equatorial ellipticity parameter. Kumari and Kushvah [11] studied the
stability regions of equilibrium points in the restricted four-body problem with oblate-
ness effects. Camargo et al. [12] studied the attitude synchronization of two dumbbell
shaped satellites by using a generalized Hamiltonian systems approach. They presented
the numerical results of the synchronization behavior of the satellites.

In this paper, we aim to investigate the impact of the earth equatorial ellipticity
parameter Γ on the location and stability of the equilibrium points, which exist in the
problem of a geo-centric satellite. The effect of the earth’s equatorial ellipticity parameter
Γ is also analyzed on the zero-velocity curves by taking different values of the Jacobi
constants.

This paper is organized as follows. We write the equations of motion of geo-centric
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satellite and find the Jacobi integral of the system in Section 2. In Section 3, we determine
equilibrium points and describe the zero-velocity curves whereas, in Section 4, we examine
the stability of the equilibrium points. Finally, Section 5 includes the discussion and
conclusions of the paper.

2 Configuration and the Equation of Motion

The equations of motion of the geo-centric satellite P (r, θ, φ) moving around the earth
E in the equatorial plane are given in [5]:

Ms

(
r̈ − rθ̇2 cos2 φ− rφ̇2

)
=
∂U

∂r
, (1)

Ms

(
1

r cosφ

d

dt

(
r2θ̇ cosφ

))
=

1

r cosφ

∂U

∂θ
, (2)

Ms

(
1

r

d

dt

(
r2φ̇
)

+ rθ̇2 cosφ sinφ

)
=

1

r

∂U

∂θ
. (3)

Here U is known as the earth’s gravitational potential which can be written as

U =
g0R0

2

r

{
1− J2R0

2

r2

(
3 sin2 φ− 1

2

)}
+

3g0R0
2

r

(
J2

(2)R0
2

r2
cos2 φ cos 2Γ

)
, (4)

where:

g0 = 9.8m/sec2 = gravitational acceleration on the earth’s surface,

r = radial distance of the satellite from the centre of the earth,

Ms = mass of the satellite,

J2 = 1.08219× 10−3 = coefficient due to the oblateness of the earth,

R0 = 6367.4× 105cm = mean radius of the earth,

J
(2)
2 = 2.32× 10−6 = coefficient due to the earth’s equatorial ellipticity,

φ = ∠PEM = latitude of the satellite (Fig.1(a)),

θ = ∠XEF = longitude of the satellite (Fig.1(a)),

Γ = ∠MEF = θ−θE = satellite angular position relative to minor axis of the earth’s
equatorial section (Fig. 1(a)),

θE = ∠XEF = angular position of the minor axis of the earth’s equatorial section ,

˙θE = angular rate of rotation of the earth (Fig. 1(b)),

X, Y, Z=inertial coordinate system with the origin at the centre of the earth and XY
plane in the earth’s equatorial plane.
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(a) Configuration of the satellite P (b) The earth’s equitorial ellipticity parameter Γ

Figure 1: Configuration of the geo-centric satellite.

Substituting the value of U from (4) in equations (1), (2) and (3), we obtain

r̈ − rθ̇2 cos2 φ− rφ̇2 = −g0R0
2

r2
+ 3

J2g0R0
4

2r4
(
3 sin2 φ− 1

)
− 9

J
(2)
2 g0R0

4

r4
cos2 φ cos 2Γ,

(5)

1

r cosφ

d

dt

(
r2θ̇ cosφ

)
= −6

J
(2)
2 g0R0

4

r4
cosφ sin 2Γ,

(6)

1

r

d

dt

(
r2φ̇
)

+ rθ̇2 cosφ sinφ = −3
J2g0R0

4

2r4
sinφ cosφ− 6

J
(2)
2 g0R0

4

r4
sinφ cosφ cos 2Γ.

(7)

We assume that the satellite P lies in the equatorial plane i.e., φ = 0.
Equations (5) and (6) become

r̈ − rθ̇2 = −g0R0
2

r2
− 3

J2g0R0
4

2r4
− 9

J
(2)
2 g0R0

4

r4
cos 2Γ, (8)

1

r

d

dt

(
r2θ̇
)

= rθ̈ + 2ṙθ̇ = −6
J
(2)
2 g0R0

4

r4
sin 2Γ. (9)

In the synodic coordinate system, we have

¨̄r = (r̈ − rθ̇2)êr + (rθ̈ + 2ṙθ̇)êθ + z̈k̂,

where

êr = cos θ î+ sin θ ĵ êθ = − sin θ î+ cos θ ĵ,

¨̄r =
d

dt

(
dr̄

dt

)
=

d

dt

(
∂r̄

∂t
+ ŵ × r̂

)
=
∂2r̄

∂t2
+ 2w̄ × ∂r̄

∂t
+ w̄ × (w̄ × r̄),

w̄ = nk̂,

r̄ = rêr = r cos θ î+ r sin θ ĵ = x î+ y ĵ.
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We take the origin of coordinates at the centre of mass of the earth, the plane of motion
of the infinitesimal satellite P is in the xy-plane orthogonal to the line of motion of the
centre of mass of the earth and the motion of the earth takes place on the z-axis. The
equations of the motion of P (x, y) in the synodic coordinate system and dimensionless
variables, i.e., the distance between the synchronous satellite and the earth is unity, the
mass of the earth is unity and choose time t such that the universal gravitational constant
G is unity, are

ẍ− 2nẏ − n2x =
1

r

[
(r̈ − rθ̇2)x− (rθ̈ + 2ṙθ̇)y

]
,

ÿ + 2nẋ− n2y =
1

r
[(r̈ − rθ̇2)y + (rθ̈ + 2ṙθ̇)x].

We may take
r2θ̇ = h (constant).

Differentiating with respect to t, we get

rθ̈ + 2ṙθ̇ = 0.

The equations of the motion of P in the synodic coordinate system and dimensionless
variables are

ẍ− 2nẏ − n2x =
1

r
[(r̈ − rθ̇2)x],

ÿ + 2nẋ− n2y =
1

r
[(r̈ − rθ̇2)y].

Using equation (8), we get

ẍ− 2nẏ = n2x+
1

r

(
−g0R0

2

r2
− 3

J2g0R0
4

2r4
− 9

J
(2)
2 g0R0

4

r4
cos 2Γ

)
x, (10)

ÿ + 2nẋ = n2y +
1

r

(
−g0R0

2

r2
− 3

J2g0R0
4

2r4
− 9

J
(2)
2 g0R0

4

r4
cos 2Γ

)
y. (11)

Now, we define a function F such that

F =
n2

2
(x2 + y2) +

g0R0
2

r
+
g0R0

4

3r3

(
3

2
J2 + 9J

(2)
2 cos 2Γ

)
.

Hence, equations (10) and (11) become

ẍ− 2nẏ = Fx, (12)

ÿ + 2nẏ = Fy, (13)

where Fx and Fy are the partial derivatives of F with respect to x and y, respectively.
The integral analogous to the Jacobi integral is

ẋ2 + ẏ2 = 2F − C. (14)

The perturbed mean motion of the earth is governed by

n(Γ) =

√
g0R0

2

(
1 +

3

2
R0

2J2 + 9J
(2)
2 cos 2Γ

)
.
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3 Location of Equilibrium Points

The points described by Fx = 0 and Fy = 0 are called the equilibrium points. In fact, all
the derivatives of the co-ordinates with respect to time are zero at these points. Therefore
the satellite P placed at the equilibrium points with zero velocity, will stay there. The
terms ”Libration points” and ”Lagrangian points” are also used in place of equilibrium
points.

Thus, we have

Fx = 0 implies x× f(x, y) = 0,

Fy = 0 implies y × f(x, y) = 0,

where

f(x, y) = n2 − g0R0
2

(x2 + y2)
3
2

+
g0R0

4

3(x2 + y2)
5
2

(
3

2
J2 + 9J

(2)
2 cos 2Γ

)
.

3.1 Collinear points

Solving the above equations for f(x, y) = 0 when y = 0 and by taking different values
of the earth’s equatorial ellipticity parameter Γ, we obtained two collinear points on the
x-axis. In Table 1, we have shown the coordinates of these collinear points for different
values of the earth’s equatorial ellipticity parameter Γ. We noticed the one equilibrium
point is on the positive side of the x-axis, while the other equilibrium point lies on the
negative side of the x-axis for different values of the earth’s equatorial ellipticity param-
eter Γ. Also, the effect of the earth’s equatorial ellipticity parameter Γ on the location
of equilibrium points on the x-axis is very small (i.e., the coordinates of the equilibrium
points are different after the fifth decimal places) and the number of equilibrium points
remains same for different values of Γ.

3.2 Non-collinear points lying on the y-axis

The non-collinear points lying on the y-axis are the solution of the equations f(x, y) =
0 when x = 0. We have found that there exist two non-collinear points lying on the y-axis
for different values of the earth’s equatorial ellipticity parameter Γ (Table 2). Also, the
effect of the earth’s equatorial ellipticity parameter Γ on the location of non-equilibrium
points lying on the y-axis is very small and the number of equilibrium points remains
same for different values of Γ.

3.3 Non-collinear points lying on the circle

The non-collinear points lying on the y-axis are the solution of the equations f(x, y) =
0 when x 6= 0 and y 6= 0. We observed that there exists an infinite number of non-collinear
points lying on the circle. We have shown the location of some of the non-collinear points
lying on the circle in Table 3.

3.4 Zero-velocity curves

Equation (14) represents the relation between the positions and square of the velocity
of the satellite P in the rotating coordinate system. Using initial conditions, the Ja-
cobi constant C can be found numerically. Therefore the contour curves describing the
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Γ Collinear Equilibrium
Points

Stability

0◦ (−0.9994650500230987, 0)
(0.9994650500230987‘, 0)

Unstable

5◦ (−0.9994751560349406‘, 0)
(0.9994751560349406‘, 0)

Unstable

10◦ (−0.9994753049325603, 0)
(0.9994753049325603, 0)

Unstable

15◦ (−0.999475391830673, 0)
(0.999475391830673, 0)

Unstable

20◦ (−0.9994754533738673, 0)
(0.9994754533738673, 0)

Unstable

25◦ (−0.9994750068339644, 0)
(0.9994750068339644, 0)

Unstable

30◦ (−0.9994752431809284, 0)
(0.9994752431809284, 0)

Unstable

35◦ (−0.9994753527773587, 0)
(0.9994753527773587, 0)

Unstable

40◦ (−0.9994754248202805, 0)
(0.9994754248202805, 0)

Unstable

45◦ (−0.9994754785409711, 0)
(0.9994754785409711, 0)

Unstable

Table 1: Location and stability of collinear equilibrium points.

boundaries of the permitted region within the infinitesimal satellite P move freely and
can be found by using equation (14). These curves obtained in the XY-plane by taking
ẋ = ẏ = 0 are known as zero-velocity curves and are given by 2F = C. Fig. 3 shows
zero-velocity curves at Γ = 0◦, for different values of the Jacobi constant C taken in
increasing order. Fig. 4 indicates zero-velocity curves at Γ = 15◦, for different values
of the Jacobi constant C taken in increasing order. Fig. 5 shows zero-velocity curves at
Γ = 30◦, for different values of the Jacobi constant C taken in increasing order. Fig. 6
indicates zero-velocity curves at Γ = 45◦, for different values of the Jacobi constant C
taken in increasing order. It is observed that at a fixed value of the earth’s equatorial
ellipticity parameter Γ, on increasing the values of the Jacobi constant C, the represented
possible boundary regions decrease, where the satellite can move freely. We also noticed
that the possible boundary regions depend on the Jacobi constant, while the effect of the
earth’s equatorial ellipticity parameter Γ on the possible boundary regions is minimal.

4 Stability of Equilibrium Points

To study the stability of equilibrium points, we denote the location of equilibrium points
by (x0, y0) and consider a small displacement (ξ, η) from the point such that

x = x0 + ξ, y = y0 + η.
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Γ Non-Collinear Equilibrium
Points lying on the y-axis

Stability

0◦ (0,−0.9994650500230987)
(0, 0.9994650500230987)

Unstable

5◦ (0,−0.9994751560349406)
(0, 0.9994751560349406)

Unstable

10◦ (0,−0.9994753049325603)
(0, 0.9994753049325603)

Unstable

15◦ (0,−0.999475391830673)
(0, 0.999475391830673)

Unstable

20◦ (0,−0.9994754533738673)
(0, 0.9994754533738673)

Unstable

25◦ (0,−0.9994750068339644)
(0, 0.9994750068339644)

Unstable

30◦ (0,−0.9994752431809284)
(0, 0.9994752431809284)

Unstable

35◦ (0,−0.9994753527773587)
(0, 0.9994753527773587)

Unstable

40◦ (0,−0.9994754248202805)
(0, 0.9994754248202805)

Unstable

45◦ (0,−0.9994754785409711)
(0,−0.9994754785409711)

Unstable

Table 2: Location and stability of non-collinear equilibrium points lying on the y-axis.

Substituting these values in equations of motion (12) and (13), we obtain the variational
equations as

ξ̈ − 2nη̇ =
(
F 0
xx

)
ξ +

(
F 0
xy

)
η, (15)

η̈ + 2nξ̇ =
(
F 0
yx

)
ξ +

(
F 0
yy

)
η, (16)

where the superscript ’0’ indicates that the partial derivatives are evaluated at the equi-
librium point (x0, y0). Let the solution of the variational equations (15) and (16) be

ξ = Aeλt, η = Beλt,

where A, B and λ are constants. Then equations (15) and (16) will have a non-trivial
solution for A and B when ∣∣∣∣ λ2 − F 0

xx −2nλ− F 0
xy

2nλ− F 0
yx λ2 − F 0

xx

∣∣∣∣ = 0.

On expanding the determinant, we obtain the characteristic equation corresponding to
the variational equations (15) and (16) as

λ4 − (F 0
xx + F 0

yy − 4n2)λ2 + F 0
xxF

0
yy −

(
F 0
xy

)2
= 0. (17)

The four roots of characteristic equation (17) play an important role for determining the
stability of equilibrium points. An equilibrium point will be stable if the above equation
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Γ Non-Collinear Equilibrium Points lying on the
circle

Stability

0◦ (0.027075043161954526,−0.9990982575580011) Unstable

(0.950631409170543, 0.3085940863271852) Stable

5◦ (0.02706787135141031,−0.9991084123488571) Unstable

(0.9506385809810823, 0.3086042411180343) Stable

10◦ (0.027067763883445894,−0.9991085645161091) Stable

(−0.446978878143267, 0.893957756286534) Unstable

15◦ (0.446978974966415,−0.8939578053071354) Stable

(0.9506387512193974, 0.3086044821637891) Unstable

20◦ (0.027067656634011672,−0.9991087163739373) Unstable

(0.9506387956984799, 0.3086045451431129) Stable

25◦ (0.02706762217188341,−0.9991087651699426) Stable

(−0.4469789651947475,−0.893957932725505) Unstable

30◦ (0.9945151859441937, 0.09945151482739278) Unstable

(0.95063885829031, 0.3086046337688429) Stable

35◦ (0.027067570280104203,−0.9991088386451358) Stable

(−0.9945152184903229, 0.0994515209075532) Unstable

40◦ (0.9945152473685147,−0.09945151908563067) Unstable

(0.9506389026192351, 0.3086046965355544) Stable

45◦ (0.027067531585647564,−0.999108893433827) Stable

(0.9506389207468378, 0.30860472220299384) Unstable

Table 3: Location and stability of non-collinear equilibrium points lying on the circle.

evaluated at the equilibrium point has four pure imaginary roots or complex roots with
negative real parts.

4.1 Stability of collinear points

At the collinear point (−0.9994650500230987, 0), at (Γ = 0◦), the characteristic roots
are given by λ1 = −0.00125276 λ2 = −0.12927ι, λ3 = 0.12927ι, λ4 = 0.00125276.
At the collinear point (0.9994650500230987, 0) at (Γ = 0◦), the characteristic roots
are given by λ1 = −0.00125276, λ2 = −0.12927ι, λ3 = 0.12927ι, λ4 = 0.00125276.
Thus both the collinear points are unstable. For Γ = 45◦, at the non-collinear
point (0.9994754785409711, 0) the characteristic roots are given by λ1 = −1.81113 ×
10−9ι, λ2 = 1.81113 × 10−9ι, λ3 = −0.129266ι, λ4 = 0.129266ι. For Γ = 45◦, at
the non-collinear point (−0.9994754785409711, 0) the characteristic roots are given by
λ1 = −1.81113 × 10−9ι, λ2 = 1.81113 × 10−9ι, λ3 = −0.129266ι, λ4 = 0.129266ι. Simi-
larly, we have also examined that both the collinear points are unstable for other values
of the earth’s equatorial ellipticity parameter Γ (Table 1).
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(a) (b) (c)

(d) (e) (f)

Figure 2: Effect on zero-velocity curves at the ellipticity parameter Γ = 0◦ and different values
of the Jacobi constants: (a) Γ = 0◦ and C=0.06; (b) Γ = 0◦ and C=0.07; (c) Γ = 0◦ and
C=0.08; (d) Γ = 0◦ and C=0.09; (e) Γ = 0◦ and C=0.10; (f) Γ = 0◦ and C=0.11.

(a) (b) (c)

(d) (e) (f)

Figure 3: Effect on zero-velocity curves at the ellipticity parameter Γ = 15◦ and different
values of the Jacobi constants: (a) Γ = 15◦ and C=0.06; (b) Γ = 15◦ and C=0.07; (c) Γ = 15◦

and C=0.08; (d) Γ = 15◦ and C=0.09; (e) Γ = 15◦ and C=0.10; (f) Γ = 15◦ and C=0.11.
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(a) (b) (c)

(d) (e) (f)

Figure 4: Effect on zero-velocity curves at the ellipticity parameter Γ = 30◦ and different
values of the Jacobi constants: (a) Γ = 30◦ and C=0.06; (b) Γ = 30◦ and C=0.07; (c) Γ = 30◦

and C=0.08; (d) Γ = 30◦and C=0.09; (e) Γ = 30◦ and C=0.10; (f) Γ = 30◦ and C=0.11.

(a) (b) (c)

(d) (e) (f)

Figure 5: Effect on zero-velocity curves at the ellipticity parameter Γ = 45◦and different values
of the Jacobi constants: (a) Γ = 45◦and C=0.06, (b) Γ = 45◦and C=0.07, (c) Γ = 45◦and
C=0.08, (d) Γ = 45◦and C=0.09, (e) Γ = 45◦and C=0.10, (f) Γ = 45◦and C=0.11.

4.2 Stability of non-collinear points lying on the y-axis

At the non-collinear point (0, 0.9994650500230987) for Γ = 0◦ (i.e., in the case of a geo
synchronous satellite), the characteristic roots are given by λ1 = −0.00125276, λ2 =
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−0.12927ι, λ3 = 0.12927ι, λ4 = 0.00125276. At the non-collinear point (0,−0.99946505
00230987) (at Γ = 0◦ ), the characteristic roots are given by λ1 = −0.00125276, λ2
= −0.12927ι, λ3 = 0.12927ι, λ4 = 0.00125276. Thus both the non-collinear points
lying on the y-axis are unstable for Γ = 0◦. For Γ = 45◦, at the non-collinear
point (0 , 0.9994754785409711) the characteristic roots are given by λ1 = −1.81113 ×
10−9ι, λ2 = 1.81113 × 10−9ι, λ3 = −0.129266ι, λ4 = 0.129266ι. For Γ = 45◦, at
the non-collinear point (0 ,−0.9994754785409711) the characteristic roots are given by
λ1 = −1.81113×10−9ι, λ2 = 1.81113×10−9ι, λ3 = −0.129266ι, λ4 = 0.129266ι. Similarly,
we have examined that both the non-collinear points lying on the y-axis are unstable for
other values of Γ (Table 2).

4.3 Stability of non-collinear points lying on the circle

From the roots of the characteristic equation (17), we have noted that some of the non-
collinear points lying on the circle are stable and others are unstable for different values
of the earth’s equatorial ellipticity parameter Γ. In Table 3, we have shown the stability
of two non-collinear points for different values of Γ.

4.4 Stability regions of equilibrium points

From characteristic equation (17), an equilibrium point will be stable if the above equa-
tions evaluated at the equilibrium points has purely imaginary roots or complex roots
with negative real parts. This happens if the following three conditions

(F 0
xx + F 0

yy − 4n2)2 −
(
F 0
xxF

0
yy − (F 0

xx)2
)
> 0,

F 0
xx + F 0

yy − 4n2 > 0,

F 0
xxF

0
yy − (F 0

xx)2 > 0,

evaluated at the equilibrium point are satisfied simultaneously.
We have plotted the stability regions of the equilibrium points for different values of

the earth’s equatorial ellipticity parameter Γ (Fig. 6). We observed that there is a very
small change in the stability region as the value of Γ increases.

5 Discussion and Conclusion

We have studied the locations and stability of the equilibrium points in the problem of
a geo-centric satellite including the earth’s equatorial ellipticity parameter Γ. First, we
write the equations of motion of the geo-centric satellite P moving around the earth in
the equatorial plane. We assume that the satellite P lies in the equatorial plane. We
choose the origin of coordinates at the centre of mass of the earth. The plane of motion
of the infinitesimal satellite P is in the XY-plane orthogonal to the line of motion of
the centre of mass of the earth, and the motion of the earth takes place on the z-axis.
We write the Jacobi integral of the system, and then we calculate the perturbed mean
motion n which is a function of Γ. The possible boundary regions for the motion of an
infinitesimal satellite P are obtained with the help of zero-velocity curves at different
values of the Jacobi constant by fixing the values of the earth’s equatorial ellipticity
parameter Γ. In Figs. 2–5, we observed that at a fixed value of the earth’s equatorial
ellipticity parameter Γ, on increasing the values of the Jacobi constant C, the possible
boundary regions decrease. We also observed that the possible boundary regions depend
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(a) (b)

(c) (d)

Figure 6: Stability regions of equilibrium points for different values of Γ: (a) Γ = 0◦; (b)
Γ = 15◦; (c) Γ = 30◦; (d) Γ = 45◦.

on the Jacobi constant, while the effect of the earth’s equatorial ellipticity parameter Γ
on possible boundary regions is very small. We have also investigated the existence and
stability of the equilibrium points of the system for different values of Γ. We observed
that there exist two collinear points and both of them are unstable for different values
of Γ (Table 1). It is shown that the effect of earth’s equatorial ellipticity parameter Γ
on the location of equilibrium points is very small and the number of equilibrium points
remains the same for different values of Γ. We also observe that there exist non-collinear
points lying on the y-axis and both of them are unstable for different values of Γ (Table
2). Further, we have found that there exist an infinite number of non-collinear points
lying on the circle. Some of them are stable, and others are unstable. Two non-collinear
points for different values of Γ and their stability are shown in Table 3. Finally, we have
plotted the stability regions of the equilibrium points for different values of Γ (Fig. 6).
We notice that there is a minimal change in the stability regions of the equilibrium points
as the value of Γ increases.
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