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Existence of Weak Solutions for Nonlinear p-Elliptic

Problem by Topological Degree

A. Abbassi, C. Allalou ∗ and A. Kassidi

Laboratory LMACS, FST of Beni Mellal, Sultan Moulay Slimane University, Morocco

Received: February 10, 2020; Revised: June 2, 2020

Abstract: In this work, we establish the existence results on weak solutions via the
recent Berkovits topological degree for the following nonlinear p-elliptic problems :

−div(|∇u|p−2∇u) = λ|u|q−2u+ f(x, u, ∇u)

in a bounded set Ω ∈ RN , where the vector field f is a Carathéodory function.

Keywords: weighted Sobolev spaces; Hardy inequality; topological degree; Berkovits
topological degree; p-elliptic problems.

Mathematics Subject Classification (2010): 35J60, 46E35, 47J05, 47H11.

1 Introduction

Let Ω be a bounded open set of RN (N ≥ 1) with a Lipschitz boundary if N ≥ 2, and
let p , q be real numbers such that 2 < q < p < ∞, and w = {wi(x), 0 ≤ i ≤ N} be a
vector of weight functions on Ω, i.e., each wi(x) is measurable a.e. positive on Ω. Let
W 1,p

0 (Ω, w) be the weighted Sobolev space associated with the vector w. Our objective
is to prove the existence of weak solutions to the following nonlinear p -elliptic problem :{

−div(a(x,∇u)) = λ|u|q−2u+ f(x, u,∇u) in Ω,
u = 0 on ∂Ω,

(1)

where a(x,∇u) = |∇u|p−2∇u. We shall suppose that the following degenerate ellipticity
condition is satisfied for all ξ ∈ RN and almost every x ∈ Ω :

a(x, ξ) · ξ ≥ γ
N∑
i=1

wi|ξi|p, (2)

∗ Corresponding author: mailto:chakir.allalou@yahoo.fr

c© 2020 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua229
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such that γ is a positive constant, and λ is a real parameter. The function f : Ω ×
R × RN → R is a Carathéodory function which satisfies only the growth condition, for
a.e x ∈ Ω and all (η, ζ) ∈ R× RN ,

|f(x, µ, ξ)| ≤ β(M(x) + σ
1
p′ |µ|

q
p′ +

N∑
j=1

w
1
p′

j |ξj |
p−1), (3)

where β is a positive constant, M ∈ Lp′(Ω),M(x) ≥ 0 and q is a real number such
that 2 < q < p.

We use, in this paper, the framework of the recent Berkovits topological degree. This
notion was introduced by J. Berkovits [7] in the study of the solvability of abstract
Hammerstein type equations and variational inequalities. The topological degree theory
was introduced for the first time by Leray and Schauder [17] in their study of the nonlinear
equations for compact perturbations of the identity in infinite-dimensional Banach spaces.
Browder [8] constructed a topological degree for the operators of class (S+) in reflexive
Banach spaces with the Galerkin method, see also [20, 22, 23]. This notion was then
extented by Berkovits [7] to the classical Leray-Schauder degree for the operators of
generalized monotone type. Roughly speaking, the class of operators for the extended
degree is essentially obtained by replacing the compact perturbation by a composition of
operators of monotone type. We refer to [10,24] for more details.

For f ≡ 0 and p = q, Melián et. al. (in [19]) study the eigenvalues of the problem, and
there the differentiability with respect to the domain of the first Dirichlet eigenvalue of
the minus p−Laplacian is shown for the first time. S. Liu [18], by using the Morse theory,
has established the existence of weak solutions to the equation 4pu = f(x, u) with the
Dirichlet boundary conditions. It should be mentioned that the results in this paper
are generalised to the case of the p-Laplacian results obtained in [14] for the strongly
nonlinear case using the Berkovits topological degree. One of the motivations for studying
(1) comes from the applications to such models of fluid mechaincs (see [5,6,11]), nonlinear
diffusion(see [21]) and nonlinear elasticity (see [4]). We note that the case 1 < p < 2
relates to the elastic-plastic models.

This paper is divided into four sections. In the next section, we give some preliminaries
and the definition of weighted Sobolev spaces and we recall some classes of mappings of
generalized (S+) type and the recent Berkovits degree. In the third section, we discuss
the p-Laplace operator. Finally, we give some existence results for weak solutions of
problem (1).

2 Preliminaries

In order to discuss problem (1), we need some theories on topological degree and on spaces
W 1,p(Ω, w) which we call the weighted Lebesgue–Sobolev spaces. Firstly, we state some
classes of mappings and topological degree, secondly, we give basic properties of spaces
W 1,p(Ω, w) which will be used later.

2.1 Classes of mappings and topological degree

Let X be a real separable reflexive Banach space with dual X∗ and with continuous
dual pairing 〈 · , · 〉 between X∗ and X in this order, and for a nonempty subset Ω of X,
let Ω and ∂Ω denote the closure and the boundary of Ω in X, respectively. The symbol
→ (⇀) stands for strong (weak) convergence.
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Definition 2.1 Let Y be another real Banach space. An operator F : Ω ⊂ X → Y
is said to be

1. bounded if it takes any bounded set into a bounded set.

2. demicontinuous if for any (un) ⊂ Ω, un → u implies F (un) ⇀ F (u) .

3. compact if it is continuous and the image of any bounded set is relatively compact.

Definition 2.2 A mapping F : Ω ⊂ X → X∗ is said to be

1. of class (S+) if for any (un) ⊂ Ω with un ⇀ u and lim sup
n→∞

〈Fun, un − u〉 ≤ 0,

we have un → u.

2. quasimonotone if for any (un) ⊂ Ω with un ⇀ u , we have lim sup
n→∞

〈Fun, un−u〉 ≥
0.

Definition 2.3 Let T : Ω1 ⊂ X → X∗ be a bounded operator such that Ω ⊂ Ω1.
For any operator F : Ω ⊂ X → X, we say that

1. F satisfies condition (S+)T if for any (un) ⊂ Ω with un ⇀ u, yn := Tun ⇀ y
and lim sup

n→∞
〈Fun, yn − y〉 ≤ 0, we have un → u.

2. F has the property (QM)T if for any (un) ⊂ Ω with un ⇀ u, yn := Tun ⇀ y,
we have lim sup

n→∞
〈Fun, y − yn〉 ≥ 0.

Let O be the collection of all bounded open sets in X. For any Ω ⊂ X, we consider
the following classes of operators:

F1(Ω) := {F : Ω→ X∗|F is bounded, demicontinuous and satifies condition(S+)},
FT,B(Ω) := {F : Ω→ X|F is bounded, demicontinuous and satifies condition(S+)T },
FT (Ω) := {F : Ω→ X|F is demicontinuous and satifies condition(S+)T },
FB(X) := {F ∈ FT,B(G)|G ∈ O, T ∈ F1(G)}.

Throughout the paper T ∈ F1(G) is called an essential inner map to F.

Lemma 2.1 ( [7], Lemmas 2.2 and 2.4) Let T ∈ F1(G) be continuous and S :
DS ⊂ X∗ → X be demicontinuous such that T (G) ⊂ Ds, where G is a bounded open
set in a real reflexive Banach space X. Then the following statements are true :

1. If S is quasimonotone, then I + SoT ∈ FT (G), where I denotes the identity
operator.

2. If S is of class (S+), then SoT ∈ FT (G).

Definition 2.4 Suppose that G is a bounded open subset of a real reflexive Banach
space X, T ∈ F1(G) be continuous and let F, S ∈ FT (G). The affine homotopy H :
[0, 1]×G→ X defined by

H(t, u) := (1− t)Fu+ tSu for (t, u) ∈ [0, 1]×G

is called an admissible affine homotopy with the common continuous essential inner map
T .
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Remark 2.1 [7] The above affine homotopy satisfies the condition (S+)T .

Now, we introduce the Berkovits topological degree for the class FB(X), for more
details see [7].

Theorem 2.1 There exists a unique degree function

d : {(F, G, h)|G ∈ O, T ∈ F1(G), F ∈ FT,B(G), h 6∈ F (∂G)} −→ Z

that satisfies the following properties:

1. (Normalization) For any h ∈ G, we have d(I, G, h) = 1.

2. (Additivity) Let F ∈ FT,B(G). If G1 and G2 are two disjoint open subsets of G
such that h 6∈ F (G\(G1 ∪G2)), then we have

d(F,G, h) = d(F,G1, h) + d(F,G2, h).

3. (Homotopy invariance) If H : [0, 1] × G → X is a bounded admissible affine ho-
motopy with a common continuous essential inner map and h: [0, 1] → X is a
continuous path in X such that h(t) 6∈ H(t, ∂G) for all t ∈ [0, 1], then the value of
d(H(t, ·), G, h(t)) is constant for all t ∈ [0, 1].

4. (Existence) If d(F,G, h) 6= 0, then the equation Fu = h has a solution in G.

2.2 The weighted Sobolev space

Let Ω be a bounded open set of RN (N ≥ 1), p be a real number such that 1 < p <∞,
and ω = {ωi(x), 0 ≤ i ≤ N} be a vector of weight functions, i.e., every component
ωi(x) is a measurable function which is positive a.e. in Ω. Further, we suppose for
any 0 ≤ i ≤ N in all our considerations that

wi ∈ L1
loc(Ω), (4)

w
−1
p−1

i ∈ L1
loc(Ω). (5)

We denote ∂i =
∂

∂xi
. The weighted Sobolev space, denoted by W 1,p(Ω, w), is

defined as follows :

W 1,p(Ω, w) =

{
u ∈ Lp(Ω, w0) and ∂iu ∈ Lp(Ω, wi), i = 1, ..., N

}
.

Note that the derivatives
∂u

∂xi
are understood in the sense of distributions. This set of

functions forms a Banach space under the norm

‖u‖1,p,w =

[∫
Ω

|u(x)|pw0(x) dx+

N∑
i=1

∫
Ω

|∂iu(x)|p wi(x) dx

]1/p

. (6)

The condition (4) implies that C∞0 (Ω) is a subspace of W 1,p(Ω, w) and, consequently, we
can introduce the subspace

X = W 1,p
0 (Ω, w)
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of W 1,p(Ω, w) as the closure of C∞0 (Ω) with respect to the norm (6). Moreover, condition
(5) implies that W 1,p(Ω, w) as well as W 1,p

0 (Ω, w) are the reflexive Banach spaces.
We recall that the dual space of weighted Sobolev spaces W 1,p

0 (Ω, w) is equivalent

to W−1,p′(Ω, w∗), where w∗ = {w∗i = w1−p′
i , i = 0, . . . , N} and where p′ is the conjugate

of p; i.e., p′ = p
p−1 (for more details we refer to [1–3]).

Let us define the norm on X equivalent to the norm (6) by

‖|u|‖
X

=
( N∑
i=1

∫
Ω

|∂iu(x)|p wi(x) dx
)1/p

. (7)

We can find a weight function σ on Ω and a parameter q, 1 < q <∞, such that

σ1−q′ ∈ L1(Ω) and σ−p/(q−p) ∈ L1(Ω) (8)

with q′ = q
q−1 . Then the Hardy inequality,

(∫
Ω

|u(x)|qσ dx
)1/q

≤ c
( N∑
i=1

∫
Ω

|∂iu(x)|pwi(x) dx
)1/p

, (9)

holds for every u ∈ X with a constant c > 0 independent of u, otherwise the imbedding

X ↪→↪→ Lq(Ω, σ), (10)

expressed by the inequality (9), is compact. Note that (X, ‖|.|‖X) is a uniformly convex
(and thus, reflexive) Banach space.

Remark 2.2 If we suppose that w0(x) ≡ 1, the integrability condition holds : there
exists ν ∈]Np ,+∞[∩] 1

p−1 ,+∞[ such that

w−νi ∈ L1(Ω), for all i = 1.....N, (11)

and note that the assumption (11) is stronger than (5), then

‖|u|‖ =
( N∑
i=1

∫
Ω

|∂iu|p wi(x) dx
)1/p

(12)

is a norm defined on W 1,p
0 (Ω, w) and equivalent to (6), and also, the imbedding

W 1,p
0 (Ω, w) ↪→ Lq(Ω) (13)

is compact for all 1 ≤ q ≤ p∗1 if pν < N(ν + 1), and for all q ≥ 1 if pν ≥ N(ν + 1),
where p1 = pν/ν + 1 and p∗1 is the Sobolev conjugate of p1 (see [12], pp.30-31).

3 Notions of Solutions and Properties of p -Laplace Operator

In this section, we give the definition of a weak solution for problem (1), and we discuss
the p-Laplace operator 4pu := div(|∇u|p−2∇u) .
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Definition 3.1 A point u ∈W 1,p
0 (Ω, w) is said to be a weak solution of (1) if∫

Ω

|∇u|p−2∇u∇v dx =

∫
Ω

(λ|u|q−2u+ f(x, u, ∇u))v dx, ∀v ∈W 1,p
0 (Ω, w).

Let us consider the following functional :

K u =

∫
Ω

1

p
|∇u|p dx, u ∈ X := W 1,p

0 (Ω, w) .

In view of [9], we have K ∈ C1(X,R), and the p -Laplace operator is the derivative
operator of K in the weak sense. We denote L = K ′ : X → X∗, then

〈Lu , v〉 =

∫
Ω

|∇u|p−2∇u∇v dx ∀v, u ∈ X.

Lemma 3.1 i) L : X → X∗ is a continuous, bounded and strictly monotone
operator;

ii) L is a mapping of type (S+);

iii) L : X → X∗ is a homeomorphism.

Proof. i) It is obvious that L is continuous and bounded. For all ξ, η ∈ RN , we
obtain the following inequalities (see [15]), from which we can get the strict monotonicity
of L :

(|ξ|p−2ξ − |η|p−2η)(ξ − η) ≥ (
1

2
)p|ξ − η|p, p ≥ 2. (14)

ii) From (i), if un ⇀ u and lim sup
n→∞

〈Lun − Lu , un − u〉 ≤ 0, then

lim
n→∞

〈Lun , un − u〉 = lim
n→∞

〈Lun − Lu , un − u〉 = 0.

In view of (14), ∇un converges in measure to ∇u in Ω, so we get a subsequence
denoted again by ∇un satisfying ∇un(x)→ ∇u(x) , a.e. x ∈ Ω.

Since un ⇀ u in X = W 1,p
0 (Ω, w), one has (un)n is bounded. Therefore, the

sequence (|∇un|p−2∇un)n is bounded in

N∏
i=1

Lp
′
(Ω, w∗i ) and |∇un|p−2∇un → |∇u|p−2∇u

a.e. in Ω, according to Lemma 2.1 in [2] we have

|∇un|p−2∇un ⇀ |∇u|p−2∇u in

N∏
i=1

Lp
′
(Ω, w∗i ) and a.e. in Ω.

We set yn = |∇un|p and y = |∇u|p. As in [13] (Lemma 5) we can write

yn → y in L1.

By (2) we have

γ

N∑
i=1

wi|∂iun|p ≤ |∇un|p.
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Let zn =

N∑
i=1

wi|∂iun|p, z =

N∑
i=1

wi|∂iu|p, yn =
yn
γ

and y =
y

γ
. Then, by Fatou’s theorem,

we obtain ∫
Ω

2ydx ≤ lim inf
n→∞

∫
Ω

y + yn − |zn − z|dx,

i.e., 0 ≤ − lim sup
n→∞

∫
Ω

|zn − z|dx. Then

0 ≤ lim inf
n→∞

∫
Ω

|zn − z|dx ≤ lim sup
n→∞

∫
Ω

|zn − z|dx ≤ 0.

This implies

∇un → ∇u in

N∏
i=1

Lp(Ω, wi).

Hence un → u in W 1,p
0 (Ω, w), i.e., L is of type (S+).

iii) By the strict monotonicity, L is an injection. Since

lim
‖|u|‖→∞

〈Lun, un − u〉
‖|u|‖

= lim
‖|u|‖→∞

∫
Ω

|∇u|p dx

‖|u|‖
=∞,

L is coercive, thus L is a surjection in view of the Minty−Browder theorem (see [24],
Theorem 26A) Hence L has an inverse mapping L−1 : X∗ → X. Therefore, the
continuity of L−1 is sufficient to ensure L to be a homeomorphism.

If fn, f ∈ X∗, fn → f , let un = L−1 fn, u = L−1 f , then Lun = fn, L u = f.
So (un)n is bounded in X. Without loss of generality, we can assume that un ⇀ u0.

Since fn → f , we have

lim
n→∞

〈Lun − Lu0, un − u0〉 = lim
n→∞

〈fn, un − u0〉 = 0. (15)

Since L is of type (S+), un → u0, we conclude that un → u, so L−1 is continuous.

4 Existence of Solutions

In this section, we study the strongly nonlinear problem (1) based on the degree theory
in Section 2.

Lemma 4.1 Under assumption (3), the operator S : W 1,p
0 (Ω, w) → W−1,p′(Ω, w∗)

set by

〈S u, v〉 = −
∫

Ω

(λ|u|q−2u+ f(x, u, ∇u))vdx, ∀u, v ∈W 1,p
0 (Ω, w),

is compact.

Proof. Step 1. Let ψ : W 1,p
0 (Ω, w)→ Lp

′
(Ω) be the operator defined by

ψ u(x) := −λ|u(x)|q−2u(x) for u ∈W 1,p
0 (Ω, w) and x ∈ Ω.
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It is obvious that ψ is continuous. We prove that ψ is bounded.
We pose α = (q − 1)p′ with 1 < α < p. For each u ∈ W 1,p

0 (Ω, w), by using the
continuous embedding Lp(Ω) ↪→ Lα(Ω) and the Hölder and the Hardy inequality, we
have

‖ψ u‖p
′

p′ =

∫
Ω

| − λ|u|q−2u|p
′
dx

≤ λp
′
∫

Ω

|u|(q−1)p′dx

≤ C λp
′
∫

Ω

|u|pdx

≤ C λp
′
∫

Ω

|u|pσ
p
q σ−

p
q dx

≤ C λp
′
(∫

Ω

|u|qσdx
) p

q
(∫

Ω

σ−
p

q−p dx

) q−p
q

≤ c′
( N∑
i=1

∫
Ω

|∂iu|p wi dx
)(∫

Ω

σ−
p

q−p dx

) q−p
q

≤ C ′‖|u|‖p. ( Due to (8))

This implies that ‖ψ u‖p′ ≤ C ′ ‖|u|‖p−1. Finally, ψ is bounded on W 1,p
0 (Ω, w) .

Step 2. Let ϕ : W 1,p
0 (Ω, w)→ Lp

′
(Ω) be an operator defined by

ϕu(x) := −f(x, u, ∇u) for u ∈W 1,p
0 (Ω, w) and x ∈ Ω.

We show that ϕ is bounded and continuous. For any u ∈ W 1,p
0 (Ω, w), we have by the

growth condition (3) and the Hardy inequality (9) that

‖ϕu‖p′ ≤
(∫

Ω

|f(x, un, ∇un)|p
′
dx

) 1
p′

≤ β

(∫
Ω

(
M(x) + σ

1
p′ |u|

q
p′ +

N∑
i=1

w
1
p′

i |∂iu|
p−1
)p′
dx

) 1
p′

≤ C1β

(∫
Ω

(M(x))p
′
dx+

∫
Ω

|u|qσdx+

N∑
i=1

∫
Ω

|∂iu|pwi dx

) 1
p′

≤ C1β

(∫
Ω

(M(x))p
′
dx

) 1
p′

+ C1β

(∫
Ω

|u|qσdx+

N∑
i=1

∫
Ω

|∂iu|pwi dx

) 1
p′

≤ C3

(
N∑
i=1

∫
Ω

|∂iu|pwi dx+

N∑
i=1

∫
Ω

|∂iu|pwi dx

) 1
p′

≤ C4‖|u|‖
p
p′ .

(16)

This implies that ϕ is bounded on W 1,p
0 (Ω, w).

Now, we prove that ϕ is continuous, let un → u in W 1,p
0 (Ω, w). Then un → u in

Lp(Ω, w0) and ∇un → ∇u in Lp(Ω, w). Hence there exist a subsequence still denoted
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by (un) and measurable functions h in Lp(Ω, w0) and g in

N∏
i=1

Lpi(Ω, wi) such that

un(x)→ u(x) and ∇un(x)→ ∇u(x),

|un(x)| ≤ h(x) and |∇un(x)| ≤ |g(x)|

for a.e., x ∈ Ω and all n ∈ N. Since f satisfies the Carathéodory condition, we obtain
that

f(x, un(x), ∇un(x))→ f(x, u(x), ∇u(x)) a.e. x ∈ Ω. (17)

According to (3) we get

|f(x, un(x), ∇un(x))| ≤ β(M(x) + σ
1
p′ |h(x)|

q
p′ +

N∑
j=1

w
1
p′

j |gj(x)|p−1)

for a.e. x ∈ Ω and for all k ∈ N.
Since

M(x) + σ
1
p′ |h(x)|

q
p′ +

N∑
j=1

w
1
p′

j |gj(x)|p−1 ∈ Lp
′
(Ω),

and using (17), we have∫
Ω

|f(x, uk(x), ∇uk(x))− f(x, u(x), ∇u(x))|p
′
dx −→ 0.

The dominated convergence theorem implies that

ϕuk → ϕu in Lp
′
(Ω).

Thus, the entire sequence (ϕun) converges to ϕu in Lp
′
(Ω), and then ϕ is continuous.

Step 3. As the embedding I : W 1,p
0 (Ω, w) → Lp

′
(Ω) is compact, it is known that

the adjoint operator I∗ : Lp
′
(Ω) → W−1,p′(Ω, w∗) is also compact. Therefore, the

compositions I∗oϕ and I∗oϕ : W 1,p
0 (Ω, w) → W−1,p′(Ω, w∗) are compact. We conclude

that S = I∗oϕ+ I∗oϕ is compact. This completes the present proof.

Theorem 4.1 Assume that hypothesis (3) is satisfied. Then problem (1) has a weak
solution u in W 1,p

0 (Ω, w).

Proof. Let S : W 1,p
0 (Ω, w) → W−1,p′(Ω, w∗) be as defined in Lemma 4.1 and L :

W 1,p
0 (Ω, w)→W−1,p′(Ω, w∗), set by

〈Lu, v〉 =

∫
Ω

|∇u|p−2∇u∇vdx, for all u, v ∈W 1,p
0 (Ω, w).

Then u ∈W 1,p
0 (Ω, w) is a weak solution of (1) if and only if

Lu = −Su. (18)

By dint of the properties of the operator L given in Lemma 3.1 and in view of the
Minty-Browder theorem (see [24], Theorem 26 A), the inverse operator T := L−1 :
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W−1,p′(x)(Ω) → W 1,p
0 (Ω, w) is bounded, continuous and satisfies condition (S+). Fur-

thermore, note that by Lemma (4.1) the operator S is bounded, continuous and quasi-
monotone.

Consequently, equation (18) is equivalent to

u = Tv and v + SoTv = 0. (19)

According to the terminology of [24], the equation v+SoTv = 0 is an abstract Hammer-
stein equation in the reflexive Banach space W−1,p′(Ω, w∗) .

To solve equations (19), we will apply the degree theory introduced in Section 2. To
do this, we first show that the set

B :=

{
v ∈ W−1,p′(Ω, w∗) | v + tSoTv = 0 for some t ∈ [0, 1]

}
is bounded. Indeed, let v ∈ B . Set u := Tv.
According to (2), (8), (9) and (16), the Hölder inequality, the Young inequality and

the continuous embedding Lp(Ω) ↪→ Lq(Ω), we get

‖|Tv|‖p = ‖|u|‖p =

N∑
i=1

∫
Ω

|∂iu|pwi dx

≤ 1

γ

N∑
i=1

∫
Ω

|∂iu|pdx =
1

γ
〈Lu, u〉 =

1

γ
〈v, Tv〉

≤ t

γ
|〈S ◦ Tv, Tv〉|

≤ tλ

γ

∫
Ω

|u|qdx+
t

γ

∫
Ω

|f(x, u, ∇u)|udx

≤ C1

∫
Ω

|u|pdx+ C2

(∫
Ω

|f(x, u, ∇u)|p
′
dx
) 1

p′
+ C3

(∫
Ω

|u|pdx
) 1

p

≤ C1

∫
Ω

|u|pσ
p
q σ−

p
q dx+ C2

(∫
Ω

|f(x, u, ∇u)|p
′
dx
) 1

p′

+ C3

(∫
Ω

|u|pσ
p
q σ−

p
q dx

) 1
p

≤ C1

(∫
Ω

|u|qσdx
) p

q
(∫

Ω

σ
−p
q−p dx

) q−p
q

+ C2‖ϕu‖p′

+ C3

(∫
Ω

|u|qσdx
) 1

q
(∫

Ω

σ
−p
q−p dx

) q−p
pq

≤ C ′1
N∑
i=1

∫
Ω

|∂iu|pwidx+ C ′2‖|Tv|‖
p
p′ + C ′3

( N∑
i=1

∫
Ω

|∂iu|pwidx
) 1

p

≤ C ′1‖|Tv|‖p + C ′2‖|Tv|‖
p
p′ + C ′3‖|Tv|‖.

It follows that {Tv | v ∈ B} is bounded.
Since the operator S is bounded, it is obvious from (19) that the set B is bounded in

W−1,p′(Ω, w∗) . Consequently, we can now choose a positive constant R such that

‖v‖W−1,p′ (Ω,w∗) < R for all v ∈ B.
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As a result

v + tSoTv 6= 0 for all v ∈ ∂BR(0) and all t ∈ [0, 1].

Notice by Lemma 2.1 it follows that

I + SoT ∈ FT (BR(0)) and I = LoT ∈ FT (BR(0)).

Since the operators I, S and T are bounded, I +SoT is also bounded. We conclude that

I + SoT ∈ FT,B(BR(0)) and I ∈ FT,B(BR(0)).

Consider an affine homotopy H : [0, 1]×BR(0)→W−1,p′(Ω, w∗) given by

H(t, v) := v + tSoTv for (t, v) ∈ [0, 1]×BR(0).

From the homotopy invariance and normalization property of the degree d stated in
Theorem 2.1, we have

d(I + SoT,BR(0), 0) = d(I,BR(0), 0) = 1,

then there exists a point v ∈ BR(0) such that

v + SoTv = 0.

Finally, we conclude that u = Tv is a weak solution of (1). This completes the proof.

Example. Let us consider the following special case :

a(x,∇u) = |∇u|p−2∇u and f(x, s, ξ) =

N∑
i=1

wi|ξi|p−1sign(ξi).

It is easy to show that the Carathéodory function f(x, s, ξ) satisfies the growth condition
(3). In particular, let us use a special weight function, w, expressed in terms of the
distance to the bounded ∂Ω. Denote d(x) = dist(x, ∂Ω) and set w(x) = d%(x), σ(x) =
dµ(x). Finally, the hypotheses of Theorem 4.1 are satisfied. Therefore, the following
problem:∫

Ω

|∇u|p−2∇u∇v dx =

∫
Ω

(λ|u|q−2u+ f(x, u,∇u))v dx, ∀v ∈W 1,p
0 (Ω, w),

has at least one weak solutions.

5 Conclusion

In this paper, the existence of weak solutions to the stated problem (1) is proved in
the weighted Sobolev space, by using the Berkovits topological degree theory. All this,
after transforming this Dirichlet boundary value problem related to the p-Laplacian with
nonlinearity into a new one governed by a Hammerstein equation. We intend to apply
the method for higher order and higher dimensional PDEs of physical interest.
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Abstract: The proposed unified approach for stability analysis of nonlinear Lur’e
continuous- and discrete-time systems is based on a unified Borne-Gentina practical
stability criterion and augmented systems description. New Lur’e systems stability
conditions are developed and compared with the original ones. An illustrative example
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1 Introduction

The presence of model nonlinearities in most control problems is still a big challenge for
modern control theory [2, 6, 7] since there is no universal design procedure for nonlinear
systems. Lur’e systems [3] represent an important and common class of nonlinear systems
and refer to such systems that consist of a linear dynamical system and a nonlinear
feedback loop satisfying certain sector conditions.

The stability of Lur’e systems is stated, first, as an absolute stability problem of the
equilibrium point at the origin, then, as the asymptotic stability for any nonlinearity
belonging to certain section conditions. Later, different stability criteria are derived
via different forms of Lyapunov functions (LFs): the classical quadratic LF [16], non-
quadratic Lur’e-type LF [3], the piecewise quadratic LF [1] and fuzzy LF [20].
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Despite these advances, most results of stability analysis of Lur’e systems are based on
the Lyapunov approach and presented in continuous-time and discrete-time, separately.
Moreover, to the best knowledge of the authors, there is no unified technique that develops
stability conditions in the continuous- and discrete-time domain.

Among stability analysis techniques, the comparison principle is an efficient solution
to the stability problem of dynamical systems [7, 9]. The method is powerful and effi-
cient and has been applied successfully to continuous- and discrete-time systems. The
comparison principle is based on defining an ordinary differential equation or functional
differential equation, called the comparison system, whose stability properties imply the
stability properties of the initial system. The idea is to approximate the available differ-
ential equation from above or below through relations that ensure guaranteed upper or
lower solution estimates by operating with functions simpler than those in the original
equation. Two main approaches have been used to construct the comparison system. The
first approach is based on the construction of a Lyapunov function for the comparison
system. Lyapunov theory is then used to synthesize system stability criteria [9, 16, 17].
However, this approach is generally conservative and is not systematic because of the
chosen Lyapunov function. The second approach is to associate a second level compari-
son system to the original one. Stability criteria of the original system can be established
based on the comparison system. The method is simpler and can be combined with other
techniques (i.e., vector norms) leading to systematic stability approaches [9–12,16].

Arrow form representations provide a straightforward method to describe linear and
nonlinear systems, that show effective results when integrated in the systems analysis
process. The arrow form state space matrices, i.e., the Benrejeb arrow form matrix, have
been introduced by Benrejeb in the early seventies [13, 15]. Since then, combined with
aggregation techniques [10,15], it has become a systematic procedure for stability analysis
and synthesis of large classes of nonlinear systems [10, 11, 15]. The arrow form matrix
representations were successfully applied to the stability/stabilization study of important
classes of nonlinear systems: fuzzy models [11, 20], singularly perturbed systems [4, 12],
time-delay systems [19], interconnected systems [5] and choatic systems [18].

The main contribution of this paper is to develop a new technique to solve the sta-
bility analysis problem of Lur’e type systems in a unified and systematic manner for
continuous- and discrete-time descriptions. In this context, based on the Borne-Gentina
practical stability criteria [8, 9], an advanced and unified formulation for stability cri-
teria of nonlinear systems is synthesized. The case of Lur’e systems is considered for
investigations and new stability conditions are synthesized in a systematic manner by
the definition of a unified augmented model description and the use of the comparison
principle. Convenient further results are developed based on the arrow form matrix
representation.

The paper is organized as follows. In Section 2, the Lur’e augmented model is de-
veloped and the stability problem is formally stated. In Section 3, a unified formulation
of the Borne-Gentina practical stability criteria is introduced. In Section 4, new unified
continuous and discrete Lur’e systems asymptotic stability conditions are provided. The
case of diagonal characteristic matrix of the linearized system is considered. In Section
5, a second-order Lur’e system and the associated discretized model are considered to
illustrate the efficiency of the proposed approaches. Concluding remarks are found in
Section 6.
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2 Problem Statement

Let us consider the continuous-time and discrete-time nonlinear systems described in a
unified state space description as follows:

D[x(τ)] = A(.)x(τ). (1)

D[.] is the derivative operator d
dt and ∆ is the shift operator for the continuous-time

and the discrete-time systems, respectively, x(τ) ∈ D ⊂ Rn is the state vector and
A(.) = {ai,j(.)} ∈ Rn×n is the instantaneous characteristic matrix.

When the study of system (1) turns out to be complex, the comparison principle gives
a way of comparing system stability property with a simpler system one, for which it can
be easier to establish algebraic stability conditions.

The aggregation technique using a regular vector norm p(x) enables one to construct
in a systematic way the corresponding comparison system defined as [16]

D [z(τ)] = M(A(.))z(τ), z0 = p(x0), (2)

M(A(.)), called the overvaluing of the matrix A(.), is such that

D [p(x(τ))] ≤M(A(.))z(τ). (3)

When its off diagonal elements are non-negative and nonconstant elements are regrouped
in one column or one row, the stability condition can be easily deduced from the appli-
cation of the Borne-Gentina practical stability criterion based on the M -matrices tech-
nique [16].

A change of basis remained an abundant solution to bypass this structured condition
problem on the matrix A(.), and the transformation of the caracteristic matrix to an
arrow form matrix appears to be a well-adapted model description to the use of this
method, in particular, when the modelA(.) is in the companion or Frobenius form [10–15].

Let us consider both continuous- and discrete-time Lur’e system [3] described by D [x(τ)] = Ax(τ) +Bu(τ),
u(τ) = f (ε(τ)) ε(τ),
ε(τ) = r(τ)− CTx(τ),

(4)

A ∈ Rn×n , B ∈ Rn×1 and C ∈ Rn×1 are constant matrices, x(τ) ∈ Rn is the state
vector, u (τ) ∈ R is the control input, r ∈ R is the reference input, ε(τ) ∈ R is the error
of the closed-loop system, and f(ε(τ)) : R→ R is a nonlinear function.

Use the analytical relationship linking together the nonlinear equation description
of the system (4) and its linearized model (5), for which the nonlinearity f(ε(τ)) is
considered constant and equal to fl.

D[x(τ)] = Alx(τ) (5)

with
Al = A− flBCT . (6)

Let us introduce an augmented model description for the autonomous Lur’e system (4)

or (7) by choosing X̄ ∈ Rn+1 as the new state space vector such that X̄ =
[
xT ε

]T
.{

D[x(τ)] =
(
A− f (ε(τ))BCT

)
x(τ),

D[ε(τ)] = −CTD[x(τ)].
(7)
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Adding and removing flBC
T in the first equation of (7), we obtain the following model:{

D[x(τ)] =
(
A− flBCT

)
x(τ)− (f (ε(τ))− fl)BCTx(τ),

D[ε(τ)] = −CT
(
A− f (ε(τ))BCT

)
x(τ),

(8)

which can be written, in a compact form, as

D[X̄(τ)] = Aa (.) X̄(τ) (9)

with

Aa (.) =

(
Al B(f (ε(τ))− fl)
−CTA −CTBf (ε(τ))

)
. (10)

The instantaneous characteristic matrix of the augmented system (9), Aa(.) = {ai,j(.)} ∈
R(n+1)×(n+1), highlights the characteristic matrix of the linearized system (5).

Now, the stability analysis of this system is synthesized, in Section 4, by using the
Borne-Gentina stability criterion [8, 9], introduced in Section 3, and the arrow form
matrices for system description.

3 Proposed Unified Formulation of the Borne-Gentina Practical Stability
Criterion

Consider the dynamic systems (1) and introduce two parameters δ1 and δ2 and the matrix
M(A(.)) = {mi,j(.)} defined such that

for the continuous-time case

δ1 = 0, δ2 = −1, (11)

and
M(A(.)) = M1(A(.)) (12)

with

M1(A(.)) :

{
mi,i(.) = ai,i(.) ∀i = 1, 2, . . . , n,
mi,j(.) = |ai,j(.)| ∀i 6= j, ∀i, j = 1, 2, . . . , n,

(13)

and for the discrete-time case

δ1 = δ2 = 1 (14)

and
M(A(.)) = M2(A(.)) (15)

with
M2(A(.)) : mi,j(.) = |ai,j(.)| ∀i, j = 1, 2, . . . , n. (16)

The following theorem is proposed.

Theorem 3.1 The nonlinear system (1) is asymptotically stable if the matrix

M∗(.) = δ2 (δ1In − δ2M(.)) (17)

satisfies the following conditions:
(i) the non-constant elements of M∗(.) are isolated in only one row,
(ii) the successive minors ∆j(M

∗(.)) of M∗(.) are positive, i.e.,

(δ2)
j
∆j(M

∗(.)) > 0 ∀j = 1, ..., n∀x ∈ D ⊂ Rn. (18)

If D = Rn, the stability property is global.
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Proof. Theorem 3.1 constitutes a direct application of the Borne-Gentina practical
stability criterion [8, 9], for which a unified formulation is proposed here. The choice of
the vector norm

p (x(τ)) =[|x1(τ)| , |x2(τ)| , . . . , |xn(τ)|]T , ∀x(τ)=[x1(τ), x2(τ), . . . ,xn(τ)]
T
, (19)

as a vector Lyapunov function, leads to the corresponding comparison system

D [z(τ)] = M(A(.))z(τ) (20)

characterized by the overvaluing matrix M(A(.)) defined previously.
If the nonlinear elements of that matrix are isolated in only one row, the stability

conditions given by the application of the Borne-Gentina criterion are based on the
verification of the positivity of n principal minors of the matrix M∗(.), i.e.,

• (−M1(A(.))

(
1 2 · · · j
1 2 · · · j

)
> 0 ∀j = 1, 2, . . . , n, (21)

for the continuous-time system case with

M∗(.) = −M1(A(.)); (22)

• (I −M2(A(.))

(
1 2 · · · j
1 2 · · · j

)
� 0 ∀j = 1, 2, . . . , n, (23)

for the discrete-time system case with

M∗(.) = I −M2(A(.)). (24)

This completes the Theorem 3.1 proof.

4 New Unified Continuous- and Discrete-time Lur’e System Asymptotic
Stability Conditions

Let us consider the augmented system described by ((9)-(10)) and the correspond-
ing pseudo-overvaluing matrix M̄(.) obtained by the choice of the vector norm

p
(
X̄
)

=
[∣∣X̄1

∣∣ , ∣∣X̄2

∣∣ , . . . , ∣∣X̄n

∣∣ , ∣∣X̄n+1

∣∣]T such that

D
[
p(X̄)

]
≤ M̄ (Aa(.)) p(Z̄). (25)

We have the following comparison system:

D
[
Z̄
]

= M̄(Aa(.))Z̄, Z̄0 = p(X̄0), (26)

characterized by the matrix M̄(Aa(.)) = {m̄i,j(.)} ∈ R(n+1)×(n+1), such that
for the continuous-time system case{

m̄i,i(.) = ai,i(.) ∀i = 1, 2, . . . , n+ 1,
m̄i,j(.) = |ai,j(.)| ∀i 6= j,

(27)

and for the discrete-time system case

m̄i,j(.) = |ai,j(.)| ∀i, j = 1, 2, . . . , n+ 1. (28)
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Theorem 4.1 The continuous-time system, i.e., δ1 = 0, δ2 = −1 , (resp. the
discrete-time system, δ1 = δ2 = 1 ) defined by (1) is asymptotically stable if the fol-
lowing conditions are satisfied:

1. The linearized system is stable, i.e., the first n successive principal minors of the
matrix (δ1In+1 − δ2M̄(.)) are such that

δ2
j(δ1In+1 − δ2M̄(.))

(
1 2 · · · j
1 2 · · · j

)
� 0 ∀j = 1, ..., n, (29)

2. The nonlinearity f (ε(τ)) satisfies the inequality

δ2
n+1 det(δ1In+1 − δ2M̄(.)) � 0 . (30)

Proof. Since the nonlinearities of the comparison Lur’e system (26-28) are isolated in
the last column of the matrix, stability conditions are obtained by the application of the
BorneGentina stability criterion [8,9] based on the verification of the positivity definition
of n+ 1 principal minors of the matrix −M̄(.) (for the continuous-time system case) and
of (In+1−M̄(.)) (for the discrete-time system case), the first n ones corresponding to the
sufficient stability conditions of the linearized system characterized by the matrix Al.
This completes the Theorem 4.1 proof.

Let us consider, now, the stability conditions reformulation for Al diagonalizable.
When the eigenvalues ρi ∀i = 1, 2, . . . , n of the characteristic matrix of the linearized
system Al are {

ρi ∈ R and ρi 6= 0 ∀i = 1, 2, . . . , n,
ρi 6= ρj , i 6= j ∀i = 1, 2, . . . , n,

(31)

the matrix Pd ∈ Rn×n diagonalizing Al, is such that

D = P−1d AlPd, (32)

and the change of base (33) with X̃=
[
X̃1, X̃2, . . . , X̃n , X̃n+1

]T
, and the matrix P ∈

R(n+1)×(n+1) is an invertible matrix such that

X̃ = PX̄, P =

(
Pd 0
0 1

)
, (33)

the system (9) can be characterized in the new state space by

D
[
X̃
]

= Ãa(.)X̃, (34)

such that the matrix Ãa(.) is in arrow form

Ãa(.) = P−1Aa(.)P, (35)

Ãa(.) =

(
D Pd

−1B (f (ε)− fl)
−CTAPd −CTBf (ε)

)
= {ãij (.)} , (36)

Ãa(.) =



ã1,1 0 · · · 0 ã1,n+1(.)

0 ã2,2
. . .

... ã2,n+1(.)
...

. . .
. . . 0

...
0 · · · 0 ãn,n ãn,n+1(.)

ãn+1,j ãn+1,2 · · · ãn+1,n ãn+1,n+1(.)

 , (37)
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ãi,i = ρi ∀i = 1, 2, . . . , n. (38)

For the stability study of this system, when p
(
X̃
)

=
[∣∣∣X̃1

∣∣∣ , ∣∣∣X̃2

∣∣∣ , . . . , ∣∣∣X̃n

∣∣∣ , ∣∣∣X̃n+1

∣∣∣]T
as a vector norm, we have the comparison system

D
[
Z̃
]

= M̃(Ãa(.))Z̃, Z̃0 = p(X̃0), (39)

where the elements m̃i,j(.) of the pseudo-overvaluing matrix M̃(Ãa(.))

for the continuous-time system case, are such that{
m̃i,i(.) = ãi,i(.) ∀i = 1, 2, . . . , n+ 1,
m̃i,j(.) = |ãi,j(.)| ∀i 6= j,

(40)

and for the discrete-time system case, are such that

m̃i,j(.) = |ãi,j(.)| ∀i, j = 1, 2, . . . , n+ 1. (41)

Corollary 4.1 The continuous nonlinear Lur’e system (4) (δ1 = 0, δ2 = −1), (the
discrete system (δ1 = δ2 = 1)), is asymptotically stable if the following conditions are
verified:

1. The linearized system is stable, i.e., the first n successive principal minors of the
matrix (δ1In − δ2M̃(.)) are such that

(δ2)
j
n∏
j=1

(δ1 − δ2m̃j,j) > 0 ∀j = 1, 2, . . . , n, (42)

2. The nonlinearity f (ε(τ)) satisfies the inequality

(δ2)

[
(δ1 − δ2m̃n+1,n+1(.))−

n∑
j=1

(
(−δ2m̃n+1,j)(−δ2m̃j,n+1(.))

(δ1−δ2m̃j,j)

)]
> 0. (43)

Proof. By applying the Borne-Gentina stability criterion to the comparison system
(39), we obtain the following stability conditions:

δ2
j(δ1In+1 − δ2M̃(.))

(
1 2 · · · j
1 2 · · · j

)
� 0 ∀j = 1, ..., n+ 1, (44)

with

(δ1In+1 − δ2M̃(.)) =

δ1 − δ2m̃1.1 0 · · · 0 −δ2m̃1,n+1(.)

0 δ1 − δ2m̃2.2
. . .

... −δ2m̃2,n+1(.)
...

. . .
. . . 0

...
0 · · · 0 δ1 − δ2m̃n.n −δ2m̃n,n+1(.)

−δ2m̃n+1,1 −δ2m̃n+1,2 · · · −δ2m̃n+1,n δ1 − δ2m̃n+1,n+1(.)


. (45)
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It is clear that, for j = 1, ..., n, the first n minors of (44) correspond to condition (42).
For j = n+ 1, the last condition is

(δ2)n+1



(
n∏
q=1

(δ1 − δ2m̃q,q)

)
(δ1 − δ2m̃n+1,n+1 (.))−

n∑
i=1

(−δ2m̃n+1,i) (−δ2m̃i,n+1 (.))

 n∏
j=1
j 6=q

(δ1 − δ2m̃j,j)




 > 0 (46)

which is equivalent to (43). This ends Corollary 4.1 proof.

5 Illustrative Example

Let consider the second order autonomous Lur’e system described in state space by D [x(τ)] = Ax(τ) +Bu(τ),
u(τ) = f (ε(τ)) ε(τ),
ε(τ) = −CTx(τ).

(47)

The corresponding continuous-time system, shown in Figure 1, is such that

x(t) =

(
x1(t)
x2(t)

)
=

(
y(t)
ẏ(t)

)
, A = Ac =

(
0 1
−0.5 −1.5

)
,

B = Bc =

(
0
0.5

)
, C =

(
−0.5

5

)T
.

When using the sampler such that Te = 0.2s and the zero-order-holder characterised by

1

(1 )(1 2 )s s 

5 0.5s 

NL+− 

0r   yu

Figure 1: The continuous-time Lur’e-Postnikov system.

H(s) = s−1(1− e−Tes), the state space description of the associate discrete-time system
is such that

x(k) =

(
x1(k)
x2(k)

)
=

(
y(k)
ẏ(k)

)
, A = Ad =

(
0.99 0.17
−0.09 0.73

)
,

B = Bc =

(
0.01
0.04

)
, C =

(
−0.5

5

)T
.

The closed-loop system descriptions of both continuous- and discrete-time are, respec-
tively, (

ẋ1(t)
ẋ2(t)

)
=

(
0 1

0.25f(ε(t))− 0.5 −2.5f(ε(t))− 1.5

)(
x1(t)
x2(t)

)
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and(
x1(k + 1)
x2(k + 1)

)
=

(
0.99 + 0.004f(ε(k)) 0.17− 0.045f(ε(k))
−0.861 + 0.0431f(ε(k)) 0.73− 0.431f(ε(k))

)(
x1(k)
x2(k)

)
.

For f (ε(τ)) = fl = 1, the linearized continuous and discrete models are, respectively,(
ẋ1(t)
ẋ2(t)

)
=

(
0 1

−0.25 −4

)(
x1(t)
x2(t)

)
and (

x1(k + 1)
x2(k + 1)

)
=

(
0.99 0.13
−0.04 0.3

)(
x1(k)
x2(k)

)
,

According to (9-10), the instantaneous characteristic matrix of the augmented system is

Aca(.) =

 0 1 0
−0.25 −4 0.5(f (ε(t))− 1)

2.5 8 −2.5f (ε(t))

 ,

Ada(.) =

 0.99 0.13 0.009(f(ε(k))− 1)
−0.04 0.3 0.09(f(ε(k))− 1)
0.92 −3.57 −0.43f(ε(k))

 .

Due to (35), with the change of base Pc for the continuous system (Pd for the discrete
system)

Pc =

 1 1 0
−0.06 −3.93 0

0 0 1

 , Pd =

 1 −0.18 0
−0.06 0.98 0

0 0 1

 ,

the matrices Aca(.) and Ada(.) become in a thin arrow form, i.e., only the diagonal
elements and last row and last column elements can be non zero, such that

Ãca(.) =

 −0.06 0 0.12(f (ε(t))− 1)
0 −3.93 −0.12(f (ε(t))− 1)

1.99 −29 −2.5f (ε(t))


and

Ãda(.) =

 0.99 0 0.02(f(ε(k))− 1)
0 0.31 0.09(f(ε(k))− 1)

1.15 −3.69 −0.43f(ε(k))

 .

For the regular vector norm p (X) =[ |x1(τ)| , |x2(τ)| , |ε(τ)| ]T , the corresponding char-
acteristics matrices of the comparison system are

M̃(Ãca(.)) =

 −0.06 0 0.12 |(f (ε)− 1)|
0 −3.93 0.12 |(f (ε)− 1)|

1.99 29 −2.5f (ε)


and

M̃(Ãda(.)) =

 0.99 0 0.02 |(f(ε(k))− 1)|
0 0.31 0.09 |(f(ε(k))− 1)|

1.15 3.69 0.43 |f(ε(k))|

 .

By Corollary 4.1, the system under study is asymptotically stable if the nonlinearity
function f (ε(τ)) is within the domain given in Figure 2,

– Stability domain for the continuous-time case: 0.67 < f (ε(t)) < 2,
– Stability domain for the discrete-time case: 0.76 < f (ε(k)) < 1.17.
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Figure 2: Continuous- and discrete-time stability domains.

6 Conclusion

In this work, a unified stability study of both continuous and discrete systems is pre-
sented. Based on the augmented model description and the Borne-Gentina stability cri-
terion, new systematic systems stability conditions depending on the stability property
of the linearized model and the nonlinearity are established. In the case of the diagonal-
izable characteristic matrix of linearised model, more convenient stabilty conditions are
easily obtained with the use of arrow form characteristic matrices.

The studied example shows the simplicity of applying the proposed method to a
unified stability study of the second order continuous Lur’e system and its associate
discrete system.

It is expected that the approach will be extended to more general classes of nonlinear
systems, in particular, interconnected nonlinear systems.
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Abstract: In this paper, we use the discretization process of a fractional-order
financial system. The conditions of the local asymptotic stability of the equilibrium
points of the discretized system are analyzed. Through numerical reproductions, we
brighten some dynamical behaviors, such as the chaotic attractor, bifurcation for
different values of step size and fractional order parameters. Moreover, the numerical
simulations confirm the validity of our theoretical results relative to the time step
parameter.
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1 Introduction

In the previous two decades, fractional calculus and its applications have attracted a lot
of attention. Many models or systems can be described by the fractional order dynamics,
among these are viscoelastic models [16], diffusion wave equations [5], equations of elec-
tronic circuits [7], energy supply-request equations [21], muscular blood vessel model [22],
equations of seismic tremors [1], image encryption scheme models [15], models for nonlo-
cal scourges [11], and nonlinear dynamical model of finance system [28]. In fact, classical
differential equations of integer order are generalized by fractional-order differential equa-
tions. Meanwhile, chaos is an important dynamical phenomenon which has received an
increased attention of scientists since the pioneering work of Lorenz in 1963 [6]. More re-
cently, chaotic behaviors have been found in some nonlinear fractional-order systems [25].
Moreover, the applications of chaos theory such as synchronization [4, 9] and chaos con-
trol of fractional-order hyperchaotic and chaotic systems have recently become central
topics for research [10,29].
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The fractional derivatives have sundry definitions. One of the most commonly used
definitions in real applications of fractional derivatives is the Caputo definition [14,19]

Dαf(t) = In−αDnf(t), α > 0, (1)

where Dnf represents the n order derivative of f(t) , where n = [α] is to round to the
nearest integer of α, and Iβ is the Riemann-Liouville integral operator of order β

Iβf (t) =

∫ t

0

(t− s)β−1

Γ (β)
f (s) ds, β > 0, (2)

where Γ (.) is the gamma function. And Dα is the Caputo differential operator of order
α. It has been shown that chaos in fractional-order autonomous systems can occur for
the orders less than three and this cannot happen in their integer order counterparts
according to the Poincar–Bendixon theorem, and there are two popular methods for
solving differential equations for fractional order: the frequency domain method [13] and
time domain method [17]. In the last years, the second method has proved to be more
effective because the first method is not always reliable in showing chaos [23, 24]. An
analytical solution of differential equations is often undesirable, and one uses numerical
or computational methods.

In [29], a numerical method for nonlinear fractional-order differential equations with
constant or time-varying delay is devised. We must indicate that the fractional differen-
tial equations tend to inferior the dimensionality of the differential equations, however,
introducing time retard in differential equations makes them infinite dimensional. Thus,
even a single ordinary differential equation with delay can display chaos.

Many discretization methods have been used to construct the discrete-time model
utilizing continuous-time methods such as Euler’s method, the Runge–Kutta method,
predictor-corrector method and nonstandard finite difference methods [2, 26]. Some of
them are approximation for the integral and some for the derivative.

In [8, 27], the discretization method is applied to the logistic fractional-order differ-
ential equations. This method is an approximation to the right part direction of the
differential equation with the formula: DαX (t) = f (X (t)) , t > 0, α ∈ (0, 1] .

The organization of this paper is as follows. In Section 2, the equilibrium points
are found and the discretized-time financial model with fractional order parameter is
established. In Section 3 we studied the local stability of all the equilibrium points of the
discretized fractional-order system. In Section 4, we present the numerical simulations,
which not only illustrate the validity of the theoretical analysis relative to the time step
parameter, but also exhibit the complex dynamical behaviors such as the Hopf bifurcation
and chaos phenomenon.

2 The Fractional-Order Financial Model and Its Discretization

The fractional-order finance model [28] is given by the following dynamical system: Dαx (t) = (y (t)− a)x (t) + z (t) ,
Dαy (t) = 1− x2 (t)− by (t) ,
Dαz (t) = − (x (t) + cz (t)) ,

(3)

where x is the interest rate, y is the investment demand, z is the price index, a > 0
denotes the saving amount, b > 0 denotes the cost per investment, and c > 0 denotes the
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elasticity of the demand of commercial markets. Besides, t > 0, and α is the fractional
order satisfying α ∈ (0, 1]. The equilibrium points of system (3) are given as follows:

E0 =

(
0,

1

b
, 0

)
, E1 =

(√
1− b

(
a+

1

c

)
,

(
a+

1

c

)
,−1

c

√
1− b

(
a+

1

c

))
, and E2 =(

−

√
1− b

(
a+

1

c

)
,

(
a+

1

c

)
,

1

c

√
1− b

(
a+

1

c

))
.

Now, the discretization process of the fractional-order financial system is given as
follows.

Assume that x(0) = x0, y(0) = y0 and z(0) = z0 are the initial conditions of system
(3) . So, the discretization of system (3) with piecewise constant arguments is given as

Dαx (t) =

(
y

([
t

h

]
h

)
− a
)
x

([
t

h

]
h

)
+ z

([
t

h

]
h

)
,

Dαy (t) = 1− x2
([

t

h

]
h

)
− by

([
t

h

]
h

)
,

Dαz (t) = −
(
x

([
t

h

]
h

)
+ cz

([
t

h

]
h

))
.

(4)

First, let t ∈ [0, h) , so t/h ∈ [0, 1) . Thus, we obtain Dαx (t) = (y0 − a)x0 + z0,
Dαy (t) = 1− x20 − by0,
Dαz (t) = − (x0 + cz0) ,

(5)

and the solution of (5) is reduced to
x1(t) = x0 + Jα ((y0 − a)x0 + z0) = x0 +

tα

Γ (1 + α)
[(y0 − a)x0 + z0)] ,

y1(t) = y0 + Jα
(
1− x20 − by0

)
= y0 +

tα

Γ (1 + α)

[
1− x20 − by0

]
,

z1(t) = z0 + Jα (− (x0 + cz0)) = z0 +
tα

Γ (1 + α)
[− (x0 + cz0)] .

(6)

Second, let t ∈ [h, 2h) , which makes t/h ∈ [1, 2) . Hence, we get Dαx(t) = (y1 − a)x1 + z1,
Dαy(t) = 1− x21 − by1,
Dαz(t) = − (x1 + cz1) ,

(7)

which have the following solution

x2(t) = x1 (h) + Jαh ((y1 − a)x1 + z1) = x1 (h) +
(t− h)

α

Γ (1 + α)
[(y1 − a)x1 + z1] ,

y2(t) = y1 (h) + Jαh
(
1− x21 − by1

)
= y1 (h) +

(t− h)
α

Γ (1 + α)

[
1− x21 − by1

]
,

z2(t) = z1 (h) + Jαh (− (x1 + cz1)) = z1 (h) +
(t− h)

α

Γ (1 + α)
[− (x1 + cz1)] ,

(8)
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where Jαh =
∫ t
h

(t− s)α−1

Γ (α)
ds, α > 0. Thus, after repeating the discretization process n

times, we obtain

xn+1(t) = xn (nh) +
(t− nh)

α

Γ (1 + α)
[(yn (nh)− a)xn (nh) + zn (nh)] ,

yn+1(t) = yn (nh) +
(t− nh)

α

Γ (1 + α)

[
1− x2n (nh)− byn (nh)

]
,

zn+1(t) = zn (nh) +
(t− nh)

α

Γ (1 + α)
[− (xn (nh) + czn (nh))] ,

(9)

where t ∈ [nh, (n+ 1)h). For t→ (n+ 1)h, system (9) is reduced to
xn+1 = xn +

hα

Γ (1 + α)
[(yn − a)xn + zn] ,

yn+1 = yn +
hα

Γ (1 + α)

[
1− x2n − byn

]
,

zn+1 = zn +
hα

Γ (1 + α)
[− (xn + czn)] ,

(10)

which can be expressed as xn+1 = xn + s [(yn − a)xn + zn] ,
yn+1 = yn + s

[
1− x2n − byn

]
,

zn+1 = zn + s [− (xn + czn)] ,
(11)

in which s =
hα

Γ (1 + α)
.

3 Stability of the Fixed Points of Discretized Systems

In the following, we discuss the local stability of the equilibrium points of system (11).
In fact, the local stability of the discrete-time system (11) is determined by calculating
the eigenvalues of the Jacobian matrices corresponding to its equilibrium points. Hence,
the Jacobian matrix of system (11) is given as follows:

JEeq =

 1 + s (yn − a) sxn s
−2sxn 1− bs 0
−s 0 1− cs

 . (12)

In order to study stability of the equilibrium points of system (11) , we recall the following
two lemmas and theorem.

Lemma 3.1 [18] Let F (λ) = λ2 − Trλ + Det. Suppose that F (1) > 0, λ1, λ2 are
the two roots of F (λ) = 0. Then

1. |λ1| < 1 and |λ2| < 1 if and only if F (−1) > 0 and Det < 1.

2. |λ1| < 1 and |λ2| > 1 or |λ1| > 1 and |λ2| < 1 if and only if F (−1) < 0.

3. |λ1| > 1 and |λ2| > 1 if and only if F (−1) > 0 and Det > 1.

4. λ1 = −1 and λ2 6= 1 if and only if F (−1) = 0 and Tr 6= 0, 2.
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5. λ1 and λ2 are complex and |λ1| = |λ2| if and only if Tr2 − 4Det < 0 and Det = 1.

Lemma 3.2 [20] Let equation λ3 + aλ2 + bλ+ c = 0, where a, b, c ∈ R. Let further
A = a2 − 3b, B = ab− 9c, C = b2 − 3ac, and ∆ = B2 − 4AC. Then

1. The equation has three real roots if and only if ∆ ≤ 0.

2. The equation has one real root λ1 and a pair of conjugate complex roots if and only
if ∆ > 0. Furthermore, the conjugate complex roots λ2,3 are

λ2,3 =
1

6

[
3
√
y1 + 3

√
y2 − 2a±

√
3i ( 3
√
y1 − 3

√
y2)
]
,

where

y1,2 = aA+
3

2

(
−B ±

√
∆
)
.

Theorem 3.1 [20] The equilibrium point Eeq has the following topological types of
its all values of parameters:

1. Eeq is asymptotically stable if one of the following conditions holds:

1.1. ∆ ≤ 0, P (1) > 0, P (−1) < 0 and −1 < λ∗1,2 < 1,

1.2. ∆ > 0, P (1) > 0, P (−1) < 0 and |λ2,3| < 1.

2. Eeq is unstable if one of the following conditions holds:

2.1. ∆ ≤ 0, and one of the following conditions holds:

2.1.1. P (1) > 0, P (−1) > 0 and λ∗2 < −1 or λ∗2 > 1,

2.1.2. P (1) < 0, P (−1) < 0 and λ∗2 < −1 or λ∗2 > 1,

2.2. ∆ > 0, and one of the following conditions holds:

2.2.1. P (1) < 0 and |λ2,3| > 1,

2.2.2. P (−1) > 0 and |λ2,3| > 1.

3. Eeq is one-dimensional if one of the following conditions holds:

3.1. ∆ ≤ 0, and one of the following conditions holds:

3.1.1. P (1) > 0, P (−1) < 0, and λ∗1 < −1 or λ∗2 > 1,

3.1.2. P (1) < 0, P (−1) > 0,

3.2. ∆ > 0, and one of the following conditions holds:

3.2.1. P (1) > 0, P (−1) < 0 and |λ2,3| > 1,

3.2.2. P (1) < 0 and |λ2,3| < 1,

3.2.3. P (−1) > 0 and |λ2,3| < 1.

4. Eeq is two-dimensional if one of the following conditions holds:

4.1. ∆ ≤ 0, and one of the following conditions holds:

4.1.1. P (1) > 0, P (−1) > 0 and −1 < λ∗2 < 1,

4.1.2. P (1) < 0, P (−1) < 0 and −1 < λ∗1 < 1,

4.2. ∆ > 0, and one of the following conditions holds:
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4.2.1. P (−1) < 0 and |λ2,3| < 1,

4.2.2. P (1) > 0 and |λ2,3| < 1.

5. Eeq is non-hyperbolic if one of the following conditions holds:

5.1. ∆ ≤ 0, and P (1) = 0 or P (−1) = 0,

5.2. ∆ > 0, and P (1) = 0 or P (−1) = 0 or |λ2,3| = 1.

3.1 Stability of fixed point E0

The Jacobian matrix of E0 of system (11) is

JE0
=

 1 + s

(
1

b
− a
)

0 s

0 1− bs 0
−s 0 1− cs

 . (13)

The characteristic equation of the Jacobian matrix (13) is

(λ− (−bs+ 1))
(
λ2 − Tr0λ+Det0

)
= 0, (14)

where Tr0 =

(
2− 1

b
s (ab+ bc− 1)

)
,

Det0 =

(
1

b

(
(b− c+ abc) s2 + (1− bc− ab) s+ b

))
, and s1 =

ab+ bc− 1

b− c+ abc
, , s4 =

2

b
,

s2 = −

(√
− (2b+ ab− bc− 1) (2b− ab+ bc+ 1)− ab− bc+ 1

)
b− c+ abc

,

and s3 =

(√
− (2b+ ab− bc− 1) (2b− ab+ bc+ 1) + ab+ bc− 1

)
b− c+ abc

.

Theorem 3.2 If the equilibrium point E0 exists and c ≥ a+ 2, and b >
c

ac+ 1
with

a ≥ 0, then it has the following topological types of its all values of parameters:

(i) E0 is asymptotically stable if 0 < h < min
(
α
√
s2Γ (1 + α), α

√
s4Γ (1 + α)

)
.

(ii) E0 is unstable if h > max
(
α
√
s3Γ (1 + α), α

√
s4Γ (1 + α)

)
.

Proof. By applying stability conditions and using Lemma 3.1 the results (i) and (ii)
can be achieved with s2 < s1 < s3. 2

3.2 Stability of fixed points E1 and E2

The Jacobian matrix of model (11) at the equilibrium points E1 and E2 is

JE1
=


1

c
(c+ s) s

√
−1

c
(b− c+ abc) s

−2s

√
−1

c
(b− c+ abc) 1− bs 0

−s 0 1− cs

 (15)
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and

JE2
=


1

c
(c+ s) −s

√
−1

c
(b− c+ abc) s

2s

√
−1

c
(b− c+ abc) 1− bs 0

−s 0 1− cs

 , (16)

for the convenience of calculations, we denote

η1 = 2 (c− b− abc) , η2 =
1

c

(
2c− 3b+ bc2 − 2abc

)
, and η3 = −1

c

(
c2 + bc− 1

)
.

The corresponding characteristic equation of JE1
and JE2

can be written as

P1 (λ) = λ3 + b1λ
2 + b2λ+ b3, (17)

where b1 = −η3s− 3, b2 = η2s
2 + 2η3s+ 3, and b3 = η1s

3 − s2η2 − η3s− 1.

By calculating, we further have

A = b21 − 3b2 = −s2
(
3η2 − η23

)
,

B = b1b2 − 9b3 = −s3 (9η1 + η2η3) + s2
(
6η2 − 2η23

)
,

C = b22 − 3b1b3 =
(
η22 + 3η1η3

)
s4 + (9η1 + η2η3) s3 +

(
η23 − 3η2

)
s2,

and

∆ = B2 − 4AC = s6∆∗,

where ∆∗ = 3
(
27η21 + 18η1η2η3 − 4η1η

3
3 + 4η32 − η22η23

)
.

The derivative of P1 (λ) is P ′1 (λ) = 3λ2+2b1λ+b2. Obviously, the equation P ′1 (λ) = 0
has two roots as follows:

λ∗1,2 =
1

3

(
−b1 ±

√
b21 − 3b2

)
=

1

3

(
sη3 + 3± s

√
η23 − 3η2

)
. (18)

When ∆∗ ≤ 0, namely, ∆ ≤ 0, by Lemma 3.2, we have that equation (17) has three
real roots λ1, λ2 and λ3. From this, we can easily prove that two roots λ∗1,2 (let λ∗1 ≤ λ∗2)
of equation P ′1 (λ) = 0 also are real.

When ∆∗ > 0, namely, ∆ > 0, by Lemma 3.2, we have that equation (17) has one

real root λ1 as follows: λ1 = −b1 + y
1
3
1 + y

1
3
2

3
, and a pair of conjugate complex roots

λ2,3, and the conjugate complex roots are λ2,3 =
−2b1 + y

1
3
1 + y

1
3
2

6
± i

√
3
(
y

1
3
1 − y

1
3
2

)
6

,

where

y1,2 = b1A+
3(−B ±

√
∆)

2
=
s3

2

((
−2η33 + 9η2η3 + 27η1

)
±
√

∆∗
)
.

Further, we have P1 (1) = η1s
3, and P1 (−1) = η1s

3 − 2η2s
2 − 4η3s− 8, and we pose

s1 = −
(
η3+
√
−4η2+η23

)
η2

, s2 = −
(
η3−
√
−4η2+η23

)
η2

and s3 =

(
−3η3−

√
3
√
−8η2+3η23

)
2η2

,

s4 =

(
−3η3+

√
3
√
−8η2+3η23

)
2η2

and s5 = 2η2
η1
, s6 = −

(
2η3+2

√
η23−3η2

)
η2

and

(η1)1 =
2

(
η3(η23− 9

2η2)−
√
−(3η2−η23)

3
)

27 , (η1)2 =
2

(
η3(η23− 9

2η2)+
√
−(3η2−η23)

3
)

27 .

Now, relative to the dynamical properties of the equilibrium points E1 and E2, we
have the following result.
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Theorem 3.3 If the equilibrium point E1 or E2 exists and

√
23

3
≤ a ≤

√
27

3
,

√
11

8
≤

b ≤
√

18

10
and

√
35

3
≤ c ≤ 2, then it has the following topological types of its all values of

parameters:

(i) E1 or E2 is asymptotically stable if 0 < h < α
√
s3Γ (1 + α) or h > α

√
s4Γ (1 + α).

(ii) E1 or E2 is unstable if α
√
s3Γ (1 + α) < h < α

√
s1Γ (1 + α) or α

√
s2Γ (1 + α) < h <

α
√
s4Γ (1 + α).

(iii) E1 or E2 is non-hyperbolic if h = α
√
s3Γ (1 + α) or h = α

√
s4Γ (1 + α).

Proof. Here η1, η2 > 0, η3 < 0.
We have ∆ > 0 if η1 > (η1)2 . We also achieve these conditions

(
−4η2 + η23

)
> 0,

27η1 + 3η2η3 > 0 and −η2η3 − η1 > 0.

We assume E1 =
3
√
y1 + 3

√
y2

s
− η3. And by calculation, we find

‖λ2,3‖2 − 1 =
(
E2

1 + 3η3E1 + 9η2
)
s2 + (9η3 + 3E1) s, (19)

and

|λ1| − 1 =
1

3
sE1 − 2. (20)

The conditions ‖λ2,3‖ = 1, |λ1| = 1, are realized if and only if s = s3 or s = s4.
And the conditions ‖λ2,3‖ < 1, |λ1| < 1 are verified if and only if

0 < s <

(
−3

E1 + 3η3
E2

1 + 3η3E1 + 9η2

)
and 0 < s <

(
6

E1

)
.

So

0 < s < 2s+ s
sη3 + 2

η2s2 + 2η3s+ 4
< −3

E1 + 3η3
E2

1 + 3η3E1 + 9η2
, (21)

s
(
η2s

2 + 3η3s+ 6
)

η2s2 + 2η3s+ 4
is positive if

(
η2s

2 + 3η3s+ 6
)
> 0 and

(
η2s

2 + 2η3s+ 4
)
> 0.

We finally obtain ‖λ2,3‖ < 1, |λ1| < 1, if s ∈ (]0, s1[ ∪ ]s2,+∞[)∩ (]0, s3[ ∪ ]s4,+∞[) .
And the conditions ‖λ2,3‖ < 1, |λ1| > 1 are verified if and only if 0 < s <(
−3

E1 + 3η3
E2

1 + 3η3E1 + 9η2

)
and s >

(
6

E1

)
. So

0 < s < −3
E1 + 3η3

E2
1 + 3η3E1 + 9η2

< −s sη3 + 2

η2s2 + 2η3s+ 4
, (22)

s
(
η2s

2 + 3η3s+ 6
)

η2s2 + 2η3s+ 4
is negative if

(
η2s

2 + 3η3s+ 6
)
< 0 and

(
η2s

2 + 2η3s+ 4
)
> 0.

We finally obtain ‖λ2,3‖ < 1, |λ1| > 1, if s ∈ (]0, s1[ ∪ ]s2,+∞[) ∩ (]s3, s4[) .
The intersection of the previous fields gives us the following results.
E1 or E2 is asymptotically stable if s ∈ ]0, s3[ or ]s4,+∞[ , E1 or E2 is unstable

if s ∈ ]s3, s1[ or ]s2, s4[ , and E1 or E2 is non-hyperbolic if s = s3 or s = s4 with
s3 < s1 < s2 < s4.
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Theorem 3.4 If the equilibrium point E1 or E2 exists and
9

20
≤ b ≤ 1

2
, 2 ≤ c ≤

5

2
and

9

5
≤ a <

c− b
bc

, then it has the following topological types of its all values of

parameters:

(i) E1 or E2 is asymptotically stable if 0 < h < α
√
s6Γ (1 + α).

(ii) E1 or E2 is unstable if h > α
√
s5Γ (1 + α).

Proof. Here η1, η2 > 0, η3 < 0.
We have ∆ ≤ 0 if η1 ≤ (η1)2 . We also achieve these conditions

(
−4η2 + η23

)
> 0,

27η1 + η2η3 < 0. We will rely on Theorem 3.1 to find the final conditions:

1. P1 (1) > 0 and P1 (−1) < 0 are verifed if s ∈ ]0, s5[ .

2. P1 (1) > 0 and P1 (−1) > 0 are verifed if s ∈ ]s5,+∞[ .

3. −1 < λ∗1,2 < 1 is realized if s ∈ ]0, s6[ .

4. λ∗1 < −1 is realized if s ∈ ]s6,+∞[ .

The intersection of the previous fields gives us the following results.
Condition (1.1.) of Theorem 3.1 is verified if s ∈ ]0, s6[ , and condition (3.1.1.) of

Theorem 3.1 is verified if s ∈ ]s5,+∞[ with s6 < s5.

4 Numerical Simulations

In this section, we present the bifurcation diagrams, the phase portraits of the model
(11), which confirm the analytical results above and illustrate the dynamic behaviors of
our model using the digital relay. A bifurcation occurs when the stability of a point of
equilibrium changes [12].

As discussed earlier in Section 3, this paper focuses on varying the time step size
parameter h and the fractional-order parameter α in the model (11) .

Based on the previous analysis, the parameters of the model (11) can be examined
by:

varying h in the range 1.25 ≤ h ≤ 1.4 and fixing a = 1.63, b = 0.418, c = 1.98, α =
0.99 with the initial conditions (x0, y0, z0) = (0.3, 2.11, − 0.1) . The resulting points are

plotted versus the parameter h (see Figure 1). According to Theorem 3.3, we have

√
23

3
<

a <

√
27

3
,

√
11

8
< b <

√
18

10
and

√
35

3
< c < 2; and E1 is asymptotically stable if 1.25 ≤

h < α
√
s3Γ (1 + α) (see Figure 2(a)), the neighbor trajectories converge to the point E1.

If h = α
√
s3Γ (1 + α) ' 1.3045, system (11) undergoes a Hopf bifurcation as mentioned

above (see Figure 2(b)); the fixed point E1 becomes unstable if α
√
s3Γ (1 + α) < h <

α
√
s1Γ (1 + α) with α

√
s1Γ (1 + α) ' 1.6684 (see Figure 2(c) and 2(d)).

Second, varying α in the range 0.1 ≤ α ≤ 0.8 and fixing h = 1.393, the resulting
points are plotted versus the parameter α (see Figure 3).

We note that the increase of α causes instability of the fixed point. If α < 0.44, the
fixed point E1 is locally asymptotically stable (see Figure 4(a)), the neighbor trajectories
converge to the point E1. If α = 0.44, system (11) undergoes a Hopf bifurcation (see
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Figure 1: Bifurcation Diagram of Model (11) for h ∈ [1.25, 1.4].
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(a) Stable equilibria at h = 1.3.
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(b) The equilibrium point loses stability at
h = 1.3045.
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(c) Unstable equilibria at h = 1.306.
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(d) Unstable equilibria at h = 1.4.

Figure 2: The Trajectory Diagrams of Model (11) for Various h Corresponding to Figure (1).

Figure 4(b)). The fixed point E1 becomes unstable if 0.44 < α ≤ 0.8, as shown in Figure
4(c) and 4(d).

Third, varying b and fixing h = 1.399, α = 0.99, the resulting points are plotted
versus the parameter b (see Figure 5).

Attracting invariant circles and chaos appear when b decreases, so that the variable
belongs to the domain [0.417, 0.5] . The phase portraits for various b-values corresponding
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Figure 3: Bifurcation Diagram of Model (11) for α ∈ [0.1, 0.8].
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(a) Stable equilibria at α = 0.42.
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(b) The equilibrium point loses stability at
α = 0.44.
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(c) Unstable equilibria at α = 0.445.
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(d) Unstable equilibria at α = 0.8.

Figure 4: The Trajectory Diagrams of Model (11) for Various α Corresponding to Figure (3).

to Figure 5 are plotted.

Furthermore, the period−2 orbits (b = 0.44) are shown in Figure 6(d), and for
the attracting invariant circles (b = 0.4395) see Figure 6(c). The quasi-periodic orbits
(b = 0.428) are observed in Figure 6(b). Attracting chaotic sets are also seen if b = 0.418
and are plotted in Figure 6(a).
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Figure 5: Bifurcation Diagram of Model (11) for b ∈ [0.417, 0.5].

(a) Chaotic attractor at b = 0.418. (b) Quasi-periodic orbits at b = 0.428.

(c) Attracting invariant circles at b = 0.4395. (d) Period−2 orbits at b = 0.44.

Figure 6: Phase Portrait Diagrams of Model (11) for Various b Corresponding to Figure (5).

5 Conclusion

In this paper, a discrete-time financial system has been discussed; such a discrete-time
model is obtained from the discretization of the fractional-time financial system. The
discretization method provides crucial terms such as the time step parameter (h) and
fractional-order parameter (α), which are then varied in order to describe the dynamical
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behaviors of the model. Note that, whenever we diversify h and α, the system displays
many dynamic behaviors including the appearance of bifurcation. Also, the variable
b, whenever we change it, shows the bifurcation, attracting invariant circle and chaotic
sets. Analytically, sufficient conditions are given to the parameter h for the local stability
of equilibrium points. Moreover, numerical continuation is carried out to illustrate the
validity of the analytical results.

References

[1] A. E. M. El-Misiery and E. Ahmed. On a fractional model for earthquakes. Applied Mathe-
matics and Computation 178 (2) (2006) 207–211.

[2] A. J. Arenas, G. Gonzlez-Parra and B. M. Chen-Charpentier. A nonstandard numerical
scheme of predictor–corrector type for epidemic models. Computers & Mathematics with
Applications 59 (12) (2010) 3740–3749.

[3] A. Khan, N. Aneja and P. Tripathi, J. Biswas. A new hyper chaotic system and study
of hybrid projective synchronization behavior. Nonlinear Dynamics and Systems Theory
17 (3) (2017) 266–278.

[4] A. Khan and P. Tripathi. Synchronization between a fractional order chaotic system and
an integer order chaotic system. Journal of Applied Mathematics 13 (4) (2013) 425–436.

[5] A. M. A. El-Sayed. Fractional-order diffusion-wave equation. International Journal of The-
oretical Physics 35 (2) (1996) 311–322.

[6] A. M. A. El-Sayed, H. M. Nour and A. Elsaid, A. E. Matouk and A. Elsonbaty. Circuit
realization, bifurcations, chaos and hyperchaos in a new 4D system. Applied Mathematics
and Computation 239 (2014) 333–345.

[7] A. M. A. El-Sayed, H. M. Nour and A. Elsaid A. E. Matouk and A. Elsonbaty. Dynamical
behaviors, circuit realization, chaos control, and synchronization of a new fractional order
hyperchaotic system. Applied Mathematical Modelling 40 (5-6) (2006) 3516–3534.

[8] A. M. A. El-Sayed and S. M. Salman. On a discretization process of fractional-order Riccati
differential equation. J. Fract. Calc. Appl. 4 (2) (2013) 251–259.

[9] A. Ouannas. A new synchronization scheme for general 3D quadratic chaotic systems in
discrete-time. Nonlinear Dynamics and Systems Theory 15 (2) (2015) 163–170.

[10] C. Li, X. Liao and J. Yu. Synchronization of fractional order chaotic systems. Physical
Review E. 68 (6) (2003) 067203.

[11] E. Ahmed and A. S. Elgazzar. On fractional order differential equations model for nonlocal
epidemics. Physica A: Statistical Mechanics and its Applications 379 (2) (2007) 607–614.

[12] H. Cao, Z. Yue and Y. Zhou. The stability and bifurcation analysis of a discrete Holling-
Tanner model. Advances in Difference Equations 2013 (1) (2013) 330.

[13] H. Sun, A. Abdelwahab and B. Onaral. Linear approximation of transfer function with a
pole of fractional power. IEEE Transactions on Automatic Control 29 (5) (1984) 441–444.

[14] I. Podlubny. Fractional Differential Equations. Academic Press. 198 (1998).

[15] J. Zhao, S. Wang and Y. Chang, X. Li. A novel image encryption scheme based on an
improper fractional-order chaotic system. Nonlinear Dynamics 80 (4) (2015) 1721–1729.

[16] K. Adolfsson. Nonlinear fractional order viscoelasticity at large strains. Nonlinear Dynamics
38 (1-4) (2004) 233–246.

[17] K. Diethelm, N. J. Ford and A. D. Freed. A predictor-corrector approach for the numerical
solution of fractional differential equations. Nonlinear Dynamics 29 (1-4) (2002) 3–22.



266 R. BARKAT and T. MENACER

[18] M. A. Abdelaziz, A. I. Ismail, and F. A. Abdullah, M. H. Mohd. Bifurcations and chaos
in a discrete SI epidemic model with fractional order. Advances in Difference Equations
2018 (1) (2018) 1–19.

[19] M. Caputo. Linear models of dissipation whose Q is almost frequency independent—II.
Geophysical Journal International 13 (5) (1967) 529–539.

[20] M. El-Shahed, J. J. Nieto and A. M. Ahmed, I. M. E. Abdelstar. Fractional-order model
for biocontrol of the lesser date moth in palm trees and its discretization. Advances in
Difference Equations 2017 (1) (2017) 195.

[21] M. P. Aghababa. Fractional modeling and control of a complex nonlinear energy supply-
demand system. Complexity 20 (6) (2015) 74–86.

[22] M. P. Aghababa and M. Borjkhani. Chaotic fractional-order model for muscular blood vessel
and its control via fractional control scheme. Complexity 20 (2) (2014) 37–46.

[23] M. S. Tavazoei and M. Haeri. Limitations of frequency domain approximation for detecting
chaos in fractional order systems. Nonlinear Analysis: Theory, Methods & Applications
69 (4) (2008) 1299–1320.

[24] M. S. Tavazoei and M. Haeri. Unreliability of frequency-domain approximation in recognis-
ing chaos in fractional-order systems. IET Signal Processing 1 (4) (2007) 171–181.

[25] P. Muthukumar, P. Balasubramaniam and K. Ratnavelu. Fast projective synchronization of
fractional order chaotic and reverse chaotic systems with its application to an affine cipher
using date of birth (DOB). Nonlinear Dynamics 80 (4) (2015) 1883–1897.

[26] R. E. Mickens. Numerical integration of population models satisfying conservation laws:
NSFD methods. Journal of Biological Dynamics 1 (4) (2007) 427–436.

[27] R. P. Agarwal, A. M. A. El-Sayed and S. M. Salman. Fractional-order Chua’s system: dis-
cretization, bifurcation and chaos. Advances in Difference Equations 2013 (1) (2013) 320.

[28] W. C. Chen. Nonlinear dynamics and chaos in a fractional-order financial system. Chaos,
Solitons & Fractals 36 (5) (2008) 1305–1314.

[29] Z. Wang. A numerical method for delayed fractional-order differential equations. Journal
of Applied Mathematics 2013 (2013), Article ID 256071.



Nonlinear Dynamics and Systems Theory, 20 (3) (2020) 267–281

Sinc-Galerkin Method for Solving Higher Order

Fractional Boundary Value Problems

A. Darweesh ∗ and K. Al-Khaled

Department of Mathematics and Statistics, Jordan University of Science and Technology, P.O.
Box(3030), Irbid (22110), Jordan

Received: December 16, 2019; Revised: June 12, 2020

Abstract: In this work we use the sinc-Galerkin method to solve higher order frac-
tional boundary value problems. We estimate the second order fractional derivative
in the Caputo sense. More precisely, we find a numerical solution for

g1(t)Dαu(t) + g2(t)Dβu(t) + p(t)u(4)(t) + q(t)u(t) = f(t),

0 < t < 1, 0 < β < 1, 1 < α < 2,

subject to the boundary conditions u(0) = 0, u′(0) = 0, u(1) = 0, u′(1) = 0. Our
contribution appears in the estimate of Dαu for higher order α. Numerical examples
are described to show the accuracy of this attempt where we applied the sinc-Galerkin
method for fractional order differential equations with singularities.

Keywords: higher order fractional boundary value problems; Caputo derivative;
sinc-Galerkin method; numerical solution.
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1 Introduction

Boundary value problems come into view in many areas of science, engineering, and
economy. One of the physical modelings for boundary value problems is to suppose a
finite length elastic beam, which is fixed at one end, and rested on an elastic bearing at
the other end. We may add along its length a load to cause deformations, see [1]. In this
work we solve a more general model which has mechanical interpretation that involves
higher order fractional derivatives.
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Several papers discussed the numerical solution of boundary value problems [2–5].
The existence and uniqueness of solutions of such problems are covered in [6–9]. Recently,
fractional boundary value problems have been of interest to many mathematicians and
scientists, see [10–13]. The present work is motivated by the desire to obtain numerical
solutions to the general higher-order fractional boundary value problem of the form

Lu : g1(t)Dαu(t) + g2(t)Dβu(t) + p(t)u(4)(t) + q(t)u(t) = f(t), (1)

0 < t < 1, 0 < β < 1, 1 < α < 2,

subject to the conditions

u(0) = 0, u′(0) = 0, u(1) = 0, u′(1) = 0, (2)

where the notation y(4)(t) stands for the 4th derivative of y(t) and Dαu is the Caputo
fractional derivative.

Definition 1.1 For f : [a, b] → R and n − 1 < α < n, the left Caputo fractional
derivative of order α is

Dαf(t) =
1

Γ(n− α)

∫ t

a

(t− τ)n−α+1 d
n

dτn
f(τ)dτ

and the right Riemann-Liouville fractional derivative of order α is

Dα
Rf(t) =

(−1)n

Γ(n− α)

dn

dxn

∫ b

t

(t− τ)n−α+1f(τ)dτ.

The relation between the left Caputo and right Riemann-Liouville fractional deriva-
tives is given in the following integration by parts formula:∫ b

a

g(t)Dαf(t)dt =

∫ b

a

f(t)Dα
Rg(t)dt+

n−1∑
k=0

Dα−n+k
R g(t)

dn−k−1

dtn−k−1
f(t)

∣∣∣b
a
. (3)

One of the most common numerical methods to solve differential equations is the
sinc-Galerkin method (SGM). In [14], the authors applied the SGM to solve the general
case for the linear fourth-order boundary value problems. For more details about the
SGM, see [15–17]. In [18], the author applied the sinc-Galerkin method to solve first
order fractional differential equations, in our work we generalize the case to provide a
good approximation for higher order fractional boundary value problems. One of the
important benefits of the sinc-Galerkin method is dealing with the singularities occurred
at the boundaries as we will see in the provided examples. For more details about sinc
solutions of analytic problems with singularities, see [19].

The outline of this paper is as follows. In Section 2, we introduce basic definitions and
results of the sinc-Galerkin method to formulate the discrete system. Section 3 is devoted
to the proof of our main result on the discrete system that is obtained by implementing
the sinc-Galerkin method to construct a numerical solution. In Section 4, we demonstrate
the accuracy of our suggested scheme by presenting two concrete numerical examples,
where the exact solutions are explicitly given. The conclusion is drawn in the last section.
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2 The Sinc Function and the Quadrature Formula

The quadrature formula is the main recipe for this paper. It is a rule that approximates
integral of some class of functions using the sinc function (see [19,20]).

The sinc function is defined on the whole complex plane C by

sinc(z) ≡
{ sin(πz)

πz , z 6= 0,
1, z = 0.

(4)

For h > 0 and k = 0,±1,±2, ..., the translated sinc function with evenly spaced nodes is
given by

S(k, h)(z) ≡ sinc

(
z − kh
h

)
. (5)

One of the important results on the sinc function is the orthogonality relation

1

h

∫ ∞
−∞

S(k, h)(x)S(j, h)(x)dx = δkj :=
{ 1, k = j,

1, k 6= j.
(6)

This implies that for any f ∈ B(h), where B(h) is the Paley-Wiener space (see [19]), we
have

f(x) =

∞∑
k=−∞

f(hk)S(k, h)(x). (7)

The sinc-Galerkin method is originally designed to solve ODEs on the infinite domain
(−∞,∞). To solve the boundary value problem on the domain (T1, T2), we introduce
the conformal mapping φ that sends (T1, T2) onto (−∞,∞) :

φ(T1, T2; z) = log(
z − T1
T2 − z

), (8)

which maps the eye-shaped domain in the z−plane DE onto the infinite strip in the
w−plane, DS , where

DE = {z = x+ iy : |arg(
z − T1
T2 − z

)| < d ≤ π/2},

DS = {w = u+ iv : |v| < d ≤ π/2}.

We obtain the basis functions

Sk(T1, T2; t) := S(k, h) ◦ φ(T1, T2; t) = sinc[
φ(T1, T2; t)− kh

h
] (9)

over the interval t ∈ (T1, T2). We will use Sk(t) for Sk(0, 1 : t).
To discretize our proposed BVP we use the mesh size h which is the mesh size in DE

for the uniform grids {kh}, −∞ < k < ∞. Using the conformal mapping φ, one can
obtain the sinc grid points tk ∈ (T1, T2) under the action of the inverse image of φ :

tk = φ−1(T1, T2; kh) =
ekh + T1
T2 + ekh

.

Now we define a class of functions in which the quadrature formula is applied (for
more details, see [19,20]).
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Definition 2.1 Let φ : DE −→ DS be a conformal mapping of DE onto DS with
inverse ψ. Let Γ = {ψ(u) ∈ DE : −∞ < u <∞} = (T1, T2). Then B(DE) is the class of
functions F which are analytic in B(DE) and satisfy∫

ψ(t+L)

|F (z)|dz −→ 0, t→ ±∞,

where L = {iv : |v| < d ≤ π/2}, and on the boundary of DE , denoted by ∂DE , satisfy

N (F ) =

∫
∂DE

|F (z)| dz <∞.

For the choice of the conformal map φ(T1, T2; z) = log( z−T1

T2−z ) one can state the quadra-
ture formula as follows.

Theorem 2.1 Let F ∈ B(DE) and φ be defined as in 8 such that

|(T2 − z)(z − T1)F (z)| ≤ C exp(−α|φ(z)|)

for some C > 0, α > 0. Choose N = M +1, h =
√

2πd/(αM). Then the sinc trapezoidal
quadrature formula is ∫ 1

0

F (z)dz ≈ h
N∑

j=−M

F (zj)

φ′(zj)
(10)

with the exponential order error O(exp(−
√

2πdαM)).

3 SGM Approach

In this section, we present the SGM method to discretize the fourth-order fractional
differential equation for 1 < α < 2 and 0 < β < 1,

Lu := g1(t)Dαu(t) + g2(t)Dβu(t) + p(t)u(4)(t) + q(t)u(t) = f(t), 0 < t < 1, (11)

subject to the conditions

u(0) = 0, u′(0) = 0, u(1) = 0, u′(1) = 0. (12)

The completeness of the orthogonal system {Sk}, which is defined in (9), ensures that
we can suggest the approximate solution of the form

um(t) =

N2∑
k=−N1

ckSk(t), m = N1 +N2 + 1, (13)

where ck are the expansion coefficients which will be determined. These coefficients
are determined by the orthogonality property of the basis functions {Sk}N2

k=−N1
. The

orthogonality yields the discrete system

< Lum − f, Sk >= 0, −N1 ≤ k ≤ N2. (14)
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One can use the linearity of the inner product to simplify (14) in the form

< g1D
αu, Sk > + < g2D

βu, Sk > + < p u(4), Sk > + < q u, Sk >

− < f, Sk >= 0, −N1 ≤ k ≤ N2.
(15)

As we mentioned in the previous section, we use the weighted inner product

< u(t), v(t) > =

∫ 1

0

u(t)v(t)w(t)dt,

where the weight is
w(t) = (1− x)2x2. (16)

For the general choice of the weight function see [19], where the author suggested

w(t) = 1/(φ′(t))m

for the general case. In the case of higher order derivatives Dαu and dm

dtmu, we suggest
the weight

w(t) = 1/(φ′(t))N0 ,

where

N0 ≤
max{n,m}+ 1

2
< N0 + 1.

The First Term. We estimate the term < g1D
αu, Sk > for 1 < α < 2. We use the

integral by parts formula (3) and the boundary conditions u(0) = u(1) = u′(0) = u′(1) =
0 to find

< g1D
αu, Sk > =

∫ 1

0

g1(t)Dα[u(t)]Sk(t)w(t)dt

=

∫ 1

0

u(t)Dα
R[Sk(t)g1(t)w(t)]dt+

1∑
k=0

Dα−2+k
R [Sk(t)g1(t)w(t)]

d1−k

dt1−k
u(t)

∣∣∣1
0

=

∫ 1

0

u(t)Dα
R[Sk(t)g1(t)w(t)]dt

=

∫ 1

0

(
u(t)

1

Γ(2− α)

d2

dt2

∫ 1

t

(τ − t)1−αSk(τ)g1(t)w(τ)dτ

)
dt.

Using the quadrature formula 10, one can write∫ 1

t

(τ − t)1−αSk(τ)g1(t)w(τ)dτ ≈ h
N2∑

r=−N1

(τr − t)1−αSk(τr)g1(τr)w(τr)

φ′t(τr)
,

where h = π/
√
N2, and τk = φ−1(t, 1; kh).

It follows that

< g1D
αu, Sk > ≈

∫ 1

0

u(t)
1

Γ(2− α)

d2

dt2

(
h

N2∑
r=−N1

(τr − t)1−αSk(τr)w(τr)

φ′t(τr)

)
dt.



272 A. DARWEESH and K. AL-KHALED

Another use of the quadrature formula (10) for tk = φ−1(0, 1; kh) yields

< g1D
αu, Sj >≈

h2

Γ(2− α)

N2∑
k=−N1

N2∑
r=−N1

u(tk)

φ′(0, 1; tk)

d2

dt2

(
(τr − t)1−αSj(τr)g1(τr)w(τr)

φ′(t, 1; τr)

)∣∣∣∣∣
t=tk

for j = −N, ..., N .

The Second Term. The estimation of the second term is done similarly to
that of the first term with the change for 1 < α < 2 by 0 < β < 1. Hence, the same
computations show that

< g2D
βu,Sj >≈

−h2

Γ(1− β)

N2∑
k=−N1

N2∑
r=−N1

u(tk)

φ′(0, 1; tk)

d

dt

(
(τr − t)1−βSj(τr)g2(τr)w(τr)

φ′(t, 1; τr)

)∣∣∣∣∣
t=tk

for j = −N, ..., N .

The Third Term. Now we estimate the term < pu′′′′, Sk > using the sinc quadrature
formula in (10). Using the integration by parts and the fact that w(0) = w(1) = 0, one
can find that

< pu′′′′, Sk > = −
∫ 1

0

u′′′(x)
d

dx
[p(x)Sk(x)w(x)]dx

=

∫ 1

0

u′′(x)
d2

dx2
[p(x)Sk(x)w(x)]dx.

Now we use the boundary conditions in (2) and the integration by parts two more times
to get

< u′′′′, Sk > =

∫ 1

0

u(x)
d4

dx4
[p(x)Sk(x)w(x)]dx. (17)

If we use the chain rule to write dn

dxn [Sk(x)] in terms of dn

dφn [Sk] and φ(n)(0, 1;x), and if
we introduce the notation

S
(n)
k (x) :=

dn

dφn
[Sk(x)], n = 0, 1, 2, 3, 4

and simplify the calculations as in [19,20], then we can find the following result:

< pu′′′′, Sk >=

4∑
j=0

(∫ 1

0

u(x)S
(j)
k (x)ηj(x)dx

)
, (18)

where
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η0(x) = 48(−1 + 2x)P ′(x) + 12p′′(x) + (−1 + x)x

×
(

72p′′(x) + 8(−1 + 2x)p(3)(x) + (−1 + x)xp(4)(x)
)

+ 24p(x),

η1(x) =
18(−1 + x)x(−1 + 2x)p′′(x) + 4(−1 + x)2x2p(3)(x)

)
(−1 + x)x

+

−8
(
1− 9x+ 9x2

)
p′(x)

(−1 + x)x
−

2(−1 + 2x)
(
−1− 6x+ 6x2

)
p(x)

(−1 + x)2x2
,

η2(x) =

(
−1− 12x+ 12x2

)
p(x)

(−1 + x)2x2
+ (19)

−12
(
−2 + 13x− 15x2 + 2x3

)
p′(x) + 6(−1 + x)2x2p′′(x)

(−1 + x)2x2
,

η3(x) =
−2(−1 + 2x)p(x)− 4(−1 + x)xp′(x)

(−1 + x)2x2
,

η4(x) =
p(x)

(−1 + x)2x2
.

Applying the sinc quadrature formula (10) to the right-hand side of (18), we obtain

< pu′′′′, Sk > ≈ h
N2∑

j=−N1

4∑
i=0

u(xj)

φ′(0, 1;xj)hi
δ
(i)
jk ηi(xj), (20)

where xk = φ−1(0, 1; kh), and δ
(i)
jk are given by

δ
(0)
jk = [S(j, h) ◦ φ(x)]

∣∣∣
xk

=

 1, j = k,

0, j 6= k,

δ
(1)
jk = h

d

dφ
[S(j, h) ◦ φ(x)]

∣∣∣
xk

=


0, j = k,

(−1)k−j

(k−j) , j 6= k,

δ
(2)
jk = h2

d2

dφ2
[S(j, h) ◦ φ(x)]

∣∣∣
xk

=


−π2

3 , j = k,

−2(−1)k−j

(k−j)2 , j 6= k,

δ
(3)
jk = h3

d3

dφ3
[S(j, h) ◦ φ(x)]

∣∣∣
xk

=


0, j = k,

(−1)k−j

(k−j)3 [6− π2(k − j)2], j 6= k,

δ
(4)
jk = h4

d4

dφ4
[S(j, h) ◦ φ(x)]

∣∣∣
xk

=


π4

5 , j = k,

−4(−1)k−j

(k−j)4 [6− π2(k − j)2], j 6= k.

(21)
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The Last Two Terms. Finally, use (6) and (7). One can write

< qu− f, Sk > =

∫ 1

0

(q(x)u(x)− f(x))Sk(x)w(x)dx

=

∫ 1

0

(
q(x)u(x)− f(x)

φ′(0, 1;x)
w(x)

)
Sk(x)φ′(0, 1;x)dx

=

∫ 1

0

( ∞∑
i=−∞

q(ti)u(ti)− f(ti)

φ′(0, 1; ti)
w(ti)Si(x)

)
Sk(x)φ′(0, 1;x)dx

≈
N2∑

i=−N1

q(ti)u(ti)− f(ti)

φ′(0, 1; ti)
w(ti)

∫ 1

0

Si(x)Sk(x)φ′(0, 1;x)dx

=

N2∑
i=−N1

q(ti)u(ti)− f(ti)

φ′(0, 1; ti)
w(ti)

∫ ∞
−∞

sinc(
t− ih
h

)sinc(
t− ih
h

)dt

=

N2∑
i=−N1

q(ti)u(ti)− f(ti)

φ′(0, 1; ti)
w(ti)hδki

= h
q(tk)u(tk)− f(tk)

φ′(0, 1; tk)
w(tk).

Replacing each term in equation (15) by its approximation, we proved the following
theorem.

Theorem 3.1 Let φ(T1, T2;x), Sj(x),ηj(x), w(x), and δ
(i)
jk be defined as in (8), (9),

(19), (16), and (21), respectively. Discretize (0, 1) by {tj}, where tj = φ−1(0, 1; jh) and
(t, 1) by τj = φ−1(t, 1; jh) for all 0 < t < 1. We can discretize the BVP

g1(x)Dαu(t)+g2(x)Dβu(t)+p(t)u(4)(t)+q(t)u(t) = f(t), 0 < t < 1, 1 < α < 2, 0 < β < 1,

subject to the boundary conditions u(0) = 0, u′(0) = 0, u(1) = 0, u′(1) = 0, by the
system

h2

Γ(2− α)

N2∑
j=−N1

N2∑
i=−N1

u(tj)

φ′(0, 1; tj)

d2

dt2

(
(τi − t)1−αSk(τi)g1(τi)w(τi)

φ′(t, 1; τi)

)∣∣∣∣∣
t=tj

+

−h
Γ(1− β)

N2∑
j=−N1

N2∑
i=−N1

u(tj)

φ′(0, 1; tj)

d

dt

(
(τi − t)−βSk(τi)g2(τi)w(τi)

φ′(t, 1; τi)

)∣∣∣∣∣
t=tj

+

h

N2∑
j=−N1

4∑
i=0

u(tj)

φ′(0, 1; tj)hi
δ
(i)
jk ηi(tj) + h

q(tk)u(tk)− f(tk)

φ′(0, 1; tk)
w(tk) = 0,

for k = −N1, ..., 0, ..., N2.
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4 Numerical Applications

Example 4.1 Consider the following BVP:

x3/2D1.5u(x) + u(4)(x) +
1

1 + x2
u(x) = f(x) (22)

with the boundary conditions

u(0) = 0, u′(0) = 0, u(1) = 0, u′(1) = 0, (23)

where

f(x) = 24
(
6− 20x+ 15x2

)
+

(−1 + x)4x2

1 + x2
+

4x2
(
105− 840x+ 2016x2 − 1920x3 + 640x4

)
105
√
π

.

The exact solution for this problem is u(x) = (x− 1)4x2.

For the choice of w(x) = (1− x)2x2, we have

η0(x) = 24,

η1(x) =
−2− 4x

(
2− 9x+ 6x2

)
(−1 + x)2x2

,

η2(x) =
−1 + 12(−1 + x)x

(−1 + x)2x2
,

η3(x) = − 2

(−1 + x)2
+

2

x2
,

η4(x) =
1

(−1 + x)2x2
.

Use N1 = N2 = 30, and h = π√
30

. Then, the discrete system is given by the resulting
system

30∑
j=−-30

4∑
i=0

cj
hiφ′(0, 1;xj)

δ
(i)
jk ηi(xj) +

h

Γ(1/2)

30∑
j=−30

30∑
i=−30

cj
φ′(0, 1;xj)

×

d2

dt2

(
(τi)

3/2(τi − t)−1/2Sk(τi)w(τi)

φ′(t, 1; τi)

)∣∣∣∣∣
t=tj

+
ckw(xk)

(1 + x2k)φ′(0, 1;xk)
=
f(xk)w(xk)

φ′(0, 1;xk)

for k = −30,−29, ..., 29, 30. Using Mathematica, one can solve this system and find that
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Figure 1: The exact solution is the red color and the approximate solution is the dashed blue
color for Example 4.1 when N1 = N2 = 40 and h = π/

√
60.

c−30 = 5.99655× 10−14 c−10 = 0.00001 c10 = 1.48656× 10−8

c−29 = 1.042706× 10−13 c−9 = 0.0000317 c11 = 5.5547× 10−9

c−28 = 2.8087× 10−13 c−8 = 0.000097 c12 = 4.61723× 10−9

c−27 = 4.09977× 10−13 c−7 = 0.000292374 c13 = 1.82193× 10−9

c−26 = 9.09015× 10−13 c−6 = 0.000848463 c14 = 1.4434× 10−9

c−25 = 1.15627× 10−12 c−5 = 0.00231724 c15 = 5.9222× 10−10

c−24 = 2.21194× 10−12 c−4 = 0.00571294 c16 = 4.5229× 10−10

c−23 = 1.3661× 10−12 c−3 = 0.01192 c17 = 1.91280× 10−10

c−22 = 3.9494× 10−13 c−2 = 0.0192758 c18 = 1.420322× 10−10

c−21 = 1.91666× 10−11 c−1 = 0.0217367 c19 = 6.149521× 10−11

c−20 = 7.5221× 10−11 c0 = 0.0156253 c20 = 4.4668× 10−11

c−19 = 2.9383× 10−10 c1 = 0.00690247 c21 = 1.96808× 10−11

c−18 = 9.7171× 10−10 c2 = 0.001944 c22 = 1.40445× 10−11

c−17 = 3.2402× 10−9 c3 = 0.000382 c23 = 6.2537× 10−12

c−16 = 1.0346× 10−8 c4 = 0.0000584 c24 = 4.3941× 10−12

c−15 = 3.3137× 10−8 c5 = 7.59754× 10−6 c25 = 1.9531× 10−12

c−14 = 1.04718× 10−7 c6 = 1.01161× 10−6 c26 = 1.34788× 10−12

c−13 = 3.31083× 10−7 c7 = 1.41935× 10−7 c27 = 5.7864× 10−13

c−12 = 1.04126× 10−6 c8 = 5.67820× 10−8 c28 = 3.84874× 10−13

c−11 = 3.269197× 10−6 c9 = 1.7549× 10−8 c29 = 1.4007× 10−13

c30 = 8.0230× 10−14

Now the numerical solution is u(x) =
∑30
i=−30 ciSk(x). Figure 1, Table 1, and Table

2 show the accuracy of the SGM in Example 4.1.

Example 4.2 Consider the following BVP:

xD1.5u(x) +D0.5u(x) + u(4)(x) +
1

x
u(x) = f(x) (24)

with the boundary conditions

u(0) = 0, u′(0) = 0, u(1) = 0, u′(1) = 0, (25)
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xk Exact value Approximate Value Absolute Error

0.000103361 1.0679078727× 10−8 1.034606291× 10−8 3.33015812× 10−10

0.000325432 1.057680767× 10−7 1.047189702× 10−7 1.04910649× 10−9

0.00102413 1.044557458× 10−6 1.041265549× 10−6 3.291908932× 10−9

0.00321811 0.0000102236 0.0000102134 1.022024664× 10−8

0.0100649 0.0000972841 0.0000972533 3.081035295× 10−8

0.0310251 0.000848548 0.000848463 8.53263208× 10−8

0.0915966 0.00571312 0.00571294 1.826834860× 10−7

0.241011 0.0192759 0.0192758 1.500778530× 10−7

0.5 0.015625 0.0156253 3.16788086× 10−7

0.758989 0.00194364 0.00194426 6.24294102× 10−7

0.908403 0.0000580864 0.0000584573 3.70957577× 10−7

0.968975 8.6991642× 10−7 1.011614594× 10−6 1.416981697× 10−7

0.989935 1.005642443× 10−8 5.67820105× 10−8 4.672558615× 10−8

0.996782 1.065625857× 10−10 1.486565724× 10−8 1.475909466× 10−8

0.998976 1.097828970× 10−12 4.61723057× 10−9 4.616132746× 10−9

0.999675 1.12087543× 10−14 1.443447221× 10−9 1.443436012× 10−9

0.999897 1.14113473× 10−16 4.522918397× 10−10 4.52291725× 10−10

Table 1: Numerical values for Example 4.1 when N1 = N2 = 30 and h = π/
√

30.

xk Exact value Approximate Value Absolute Error

0.000888742 7.87057693× 10−7 7.8614223458× 10−7 9.15458562× 10−10

0.00179253 3.19018596× 10−6 3.1883409387× 10−6 1.84503042× 10−9

0.00361208 0.0000128597 0.0000128559 3.71143282× 10−9

0.00726518 0.0000512656 0.0000512581 7.438059772× 10−9

0.0145589 0.000199884 0.000199869 1.479564583× 10−8

0.0289613 0.000745729 0.0007457 2.89922931× 10−8

0.0567902 0.00255258 0.00255252 5.51198146× 10−8

0.108375 0.00742317 0.00742307 9.86259941× 10−8

0.19703 0.0161384 0.0161383 1.562575722× 10−7

0.331262 0.0219466 0.0219464 1.948937535× 10−7

0.5 0.015625 0.0156248 1.615772327× 10−7

0.668738 0.00538517 0.00538509 8.17869846× 10−8

0.80297 0.000971686 0.000971658 2.849247698× 10−8

0.891625 0.00010967 0.000109661 8.2069107× 10−9

0.94321 9.25355745× 10−6 9.2513881662× 10−6 2.16928432× 10−9

0.971039 6.63350097× 10−7 6.6280111914× 10−7 5.4897826× 10−10

0.985441 4.36286973× 10−8 4.3493511523× 10−8 1.35185823× 10−10

0.992735 2.745695415× 10−9 2.7132500384× 10−9 3.2445377× 10−11

0.996388 1.690005952× 10−10 1.6151162× 10−10 7.4889679× 10−12

Table 2: Numerical values for Example 4.1 when N1 = N2 = 40 and h = π/
√

60.
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Figure 2: The exact solution is the red color and the approximate solution is the dashed blue
color for Example 4.2 when N1 = N2 = 10 and h = π√

30
.

where

f(x) = (−1 + 2x)(24 + (1− x)2x+ 96) +
4x3/2

315
√
π

(
−525 + 3528x− 6480x2 + 3520x3

)
.

The exact solution for this problem is u(x) = x2(−1 + 4x− 5x2 + 2x3). In this example
we consider a fractional differential equation with singularity at x = 0 to show the power
of SGM with this kind of problems. We consider a different family of parameters, the
first N1 = N2 = 10, and h = π/

√
10. Next, we apply the SGM when N1 = N2 = 40,

and h = π/
√

20. It is clear from Figures 2 and 3, and Table 3 that we can obtain a high
quality approximation for a good choice of the parameters.

5 Conclusion

The sinc-Galerkin method is established for the higher order fractional boundary value
problems in this paper. The suggested method utilizes the properties of fractional deriva-
tives in order to solve the higher order BVP. The numerical scheme is computationally
captivating. We demonstrated our results by tables and figures, it is proved that the
convergence rate of the sinc method is of O(exp(−κ

√
N) with some κ > 0, where N is

the number of nodes or bases used in the method. We provided a fractional differential
equation with singularities, the method shows the best response to this example.
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Figure 3: The exact solution is the red color and the approximate solution is the dashed blue
color for Example 4.2 when N1 = N2 = 40 and h = π

2
√
30

.

xk Exact value Approximate Value Absolute Error

0.00691383 −0.0000464904 −0.0000460076 4.828512978699654× 10−7

0.0113114 −0.000122241 −0.00012146 7.809294063951228× 10−7

0.0184542 −0.000315995 −0.000314746 1.2489442106647592× 10−6

0.0299707 −0.000794545 −0.000792583 1.962081982870246× 10−6

0.0483203 −0.0019103 −0.00190731 2.995110557358835× 10−6

0.0770126 −0.00427437 −0.00427001 4.365622987672832× 10−6

0.120583 −0.00853317 −0.00852726 5.90892890370287× 10−6

0.183893 −0.0142393 −0.0142322 7.096707035069219× 10−6

0.270229 −0.0178716 −0.0178646 6.9694864587993566× 10−6

0.37831 −0.0134626 −0.013458 4.585623157854837× 10−6

0.5 0. 1.57961907× 10−7 1.5796190761125167× 10−7

0.62169 0.0134626 0.0134582 4.371289509910378× 10−6

0.729771 0.0178716 0.0178646 6.9222409211575076× 10−6

0.816107 0.0142393 0.0142322 7.127970986300913× 10−6

0.879417 0.00853317 0.00852723 5.94465157464398× 10−6

0.922987 0.00427437 0.00426998 4.386834537174061× 10−6

0.95168 0.0019103 0.0019073 3.0051297730975847× 10−6

0.970029 0.000794545 0.000792579 1.966324959320467× 10−6

0.981546 0.000315995 0.000314744 1.2506400348780188× 10−6

0.988689 0.000122241 0.000121459 7.815852781527434× 10−7

0.993086 0.0000464904 0.0000460073 4.83099931514434× 10−7

Table 3: Numerical values for Example 4.2 when N1 = N2 = 40 and h = π

2
√
30

.
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1 Introduction

Compared to the whole territory of Indonesia, around seventy percent are in the form
of sea. Thus, Indonesia has plenty of marine resources [1, 11]. For exploring marine
resources, it is a necessity to have Autonomous Underwater Vehicles (AUV) together with
their control [13, 14]. An AUV has three linear motions (surge, sway, heave positions)
and three angular rotations (roll, pitch, yaw angle). Both angle and position ought to
be controlled for maintaing a stable AUV. The controls for the AUV are rudder (for
controlling surge and roll) and fin (for controlling sway, heave, pitch, and yaw) [5].

Control design for tracking problems by using the LQR (Linear Quadratic Regulator)
has been developed in many applications. In optimal control for tracking problems using
the LQR, the performance index is defined as the objective function. The value of
objective function depends on weighted matrices and, generally, weighted matrices are
determined by trial and error.

In the previous studies, the optimizations of weighted matrices in the optimal control
model have been researched, among which are the optimization of weighted matrices
in the optimal control of disease spread [4, 6], optimal control of inverted pendulum
[3], fuzzy model for multimachine power systems [15], sliding mode control for wind
energy conversion systems [16], PID for quadrotor performance [17]. In this research,
the optimization of weighted matrices uses one of the heuristic methods called Cuckoo
Search (CS).

The Cuckoo Search (CS) algorithm was proposed in [7,8]. It simulates the reproduc-
tion strategy of cuckoo birds. They lay their eggs in the other bird’s nest so that when
the eggs are hatched, their chicks are fed by the other birds. Sometimes they remove
existing eggs of the host nest in order to have higher probability of hatching their own
eggs. Some species of cuckoo birds are specialized to mimic the pattern and color of the
eggs of host birds so that the host birds could not recognize their eggs which have higher
probability of hatching.

The contributions of this paper are as follows. In this paper, we use the CS algorithm
to compute the weighted matrices that will be used in the LQR. After the optimized
weighted matrices are obtained using CS, the weighted matrices will be used to compute
the solution of state and optimal control for tracking problems by using the LQR. In the
LQR, the performance index is defined as the objective function. In the simulations, a
sinusoidal signal is used as the reference for surge position, sway position, heave position,
roll angle, pitch angle, and yaw angle. Then we compare the reference and the trajectory
generated by the closed-loop system.

2 Mathematical Modelling of AUV

In this section, first we derive the mathematical model of the AUV from the equation of
motions. Then we extend the original model so that it can be used to solve the problem
discussed in this paper.

2.1 State space model of AUV

In this subsection, we develop the mathematical model of the AUV from the equation
of motions. The specifications and profile of the AUV used in this research are shown
in Table 1 and Figure 1. As mentioned in the Introduction, the AUV has six degrees
of freedom (6-DOF), that is, surge, sway, heave, roll, pitch and yaw [12]. The following
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Figure 1: Profile of UNUSAITS AUV [13].

equations describe the dynamics of each motion for the AUV. The dynamics are described
in the form of ordinary differential equations.

The dynamics of surge is

m[u̇− vr + wq − xG(q2 + r2) + yG(pq − ṙ) + zG(pr + q̇)] = X|u|uu|u|+Xu̇u̇+Xwqwq

+Xqqqq +Xvrvr +Xrrrr +Xprop . (1)

The dynamics of sway is

m[v̇ − wp+ ur − yG(r2 + p2) + zG(qr − ṗ) + xG(pq + ṙ)] = Yres + Y|v|vv|v|+ Yr|r|r|r|
+ Yv̇ v̇ + Yṙ ṙ + Yurur + Ywpwp+ Ypqpq + Yuvuv + Yuuδru

2δr. (2)

The dynamics of heave is

m[ẇ − uq + vp− zG(p2 + q2) + xG(rp− q̇) + yG(rq + ṗ)] = Zres + Z|w|ww|w|+ Zq|q|q|q|
+ Zẇẇ + Zq̇ q̇ + Zuquq + Zvpvp+ Zrprp+ Zuwuw + Zuuδsu

2δs. (3)

The dynamics of roll is

Ixṗ+ (Iz − Iy)qr +m[yG(ẇ − uq + vp)− zG(v̇ − wp+ ur)] = Kres +Kp|p|p|p|+Kṗṗ

+Kprop . (4)

The dynamics of pitch is

Iy q̇ + (Ix − Iz)rp+m[zG(u̇− vr + wq)− xG(ẇ − uq + vp)] = Mres +Mw|w|w|w|
+Mq|q|q|q|+Mẇẇ +Mq̇ q̇ +Muquq +Mvpvp+Mrprp+Muwuw +Muuδsu

2δs. (5)

The dynamics of yaw is

Iz ṙ + (Iy − Iz)pq +m[xG(v̇ − wp+ ur)− yG(u̇− vr + wq)] = Nres +Nv|v|v|v|
+Nr|r|r|r|+Nv̇ v̇ +Nṙ ṙ +Nurur +Nwpwp+Npqpq +Nuvuv +Nuuδru

2δr. (6)

The parameters in (1)-(6) are as follows: m is the mass of the
AUV, Ix, Iy, Iz are the moment of inertia at the x-axis, y-axis, and z-
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Weight 16 Kg
Length 1500 mm

Diameter 200 mm
Controller Ardupilot Mega 2.0

Communication Wireless Xbee 2.4 GHz
Camera TTL Camera
Battery Li-Pro 11.8 V

Propulsion 12V DC Motor
Propeller 3 Blades OD : 50 mm

Speed 3.1 knots (1.5 m/s)
Maximum depth 8 m

Table 1: Specification of UNUSAITS AUV [13].

axis, respectively, xG, yG, zG are the longitudinal, athwart, and verti-
cal position of the center of gravity, respectively. The others are [5]:
X : surge force x : surge position u : surge velocity
Y : sway force y : sway position v : sway velocity
Z : heave force z : heave position w : heave velocity
K : roll moment φ : roll angle p : roll rate
M : pitch moment θ : pitch angle q : pitch rate
N : yaw moment ψ : yaw angle r : yaw rate

Then we linearize the model around an equilibrium point by using the Jacobian
method. The linearized state space model can be expressed as follows:

Ẋv = AvXv +BvUv, (7)

Yv = CvXv. (8)

For the AUV model, the surge velocity u, sway velocity v, heave velocity w, roll rate
p, pitch rate q, and yaw rate r can be written in the general form of the state space
model as follows: 

u̇
v̇
ẇ
ṗ
q̇
ṙ

 = Av


u
v
w
p
q
r

+Bv


δ1
δ2
δ3
δ4
δ5
δ6

 ,

Yv1
Yv2
Yv3
Yv4
Yv5
Yv6

 = Cv


u
v
w
p
q
r

 , (9)

where the matrices Av, Bv, Cv are

Av = . . . (10)

Bv = . . . (11)

Cv =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 . (12)
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2.2 Development of state space model of AUV

State space model (7)-(8) can produce a solution of surge velocity u, sway velocity v,
heave velocity w, roll rate p, pitch rate q, and yaw rate r. We will develop a state space
model in order to produce a solution of surge position x, sway position y, heave position
z, roll angle φ, pitch angle θ, and yaw angle ψ.

Assume that velocity is the first derivative of position and rate is the first derivative
of angle, then we obtain

ẋ = u, ẏ = v, ż = w, φ̇ = p, θ̇ = q, ψ̇ = r. (13)

There are six controls Uv in the surge velocity, sway velocity, heave velocity, roll rate,
pitch rate, and yaw rate:

Uv =
[
δ1 δ2 δ3 δ4 δ5 δ6

]T
. (14)

There is no control for the surge position, sway position, heave position, roll angle,
pitch angle, and yaw angle. In the output matrix, we only observe the surge position,
sway position, heave position, roll angle, pitch angle, and yaw angle to be minimized in
the performance index of the LQR optimal control. Therefore, the state space model (9)
can be extended to become the following equations:[

Ẋv

Ẋp

]
=

[
Av 0̄
I 0̄

] [
Xv

Xp

]
+

[
Bv
0̄

]
Uv, (15)[

Yv
Yp

]
=

[
0̄ 0̄
0̄ I

] [
Xv

Xp

]
, (16)

where Xp =
[
x y z φ θ ψ

]T
, I is an identity matrix, and 0̄ is the matrix whose

all elements are zero.

In state space model (15) and (16), the size of matrix

[
Av 0̄
I 0̄

]
is 12× 12, the size of

input matrix

[
Bv
0̄

]
is 12× 6, and the size of output matrix

[
0̄ 0̄
0̄ I

]
is 12× 12.

3 Linear Quadratic Regulator

The Linear Quadratic Regulator (LQR) will be used in determining the optimal control
of AUV. The optimal control problem is to find an optimal control u∗(t), such that the
corresponding trajectory x∗(t) minimizes the given performance index J [10].

3.1 Tracking problems for discrete-time systems using LQR

In this research, we describe the tracking problems and its solution by using the LQR.
The objective of tracking problems is that the output of the system follows a desired
trajectory r that minimizes a performance index J . The discrete-time model for tracking
problems by using the LQR is defined as follows.

The state ẋ(t) and output equation y(t) in discrete time can be constructed in the
following equations:

xk+1 = Axk +Buk, (17)

yk = Cxk, (18)
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and the performance index that is defined as the objective function is defined as follows:

J =
1

2
eTNPeN +

1

2

N−1∑
k=0

(eTkQek + uTkRuk), (19)

where eN = CxN − rN and ek = Cxk − rk.
The error weighted matrices P ≥ 0 and Q ≥ 0 must be symmetric and positive

semidefinite, whereas the control weighted matrix R > 0 must be symmetric and positive
definite.

3.2 Tracking algorithm by using LQR

The tracking algorithm and computation by using the LQR for discrete-time systems are
as follows [2]:

1. Compute Kk, Sk, vk, Kv
k backward with the final conditions SN = CTPC and

vN = CTPrN .
For k = N − 1, N − 2, . . . , 0 do

Kk = (BTSk+1B +R)−1BTSk+1A, (20)

Sk = CTQC +ATSk+1(A−BKk), (21)

vk = (A−BKk)T vk+1 + CTQrk, (22)

Kv
k = (BTSk+1B +R)−1BT , (23)

End For

2. Compute xk forward with the initial conditions x0.
For k = 1, 2, . . . , N − 1 do

xk+1 = Axk +B(−Kkxk +Kv
kvk+1), (24)

End For

3. Compute the optimal control uk:

uk = −Kkxk +Kv
kvk+1. (25)

4. Compute the performance index J as the objective function:

J =
1

2
eTNPeN +

1

2

N−1∑
k=0

(eTkQek + uTkRuk), (26)

where eN = CxN − rN and ek = Cxk − rk.

4 Cuckoo Search

The Cuckoo Search (CS) algorithm was proposed in [7]. It imitates the reproduction
strategy of cuckoo birds. The cuckoo birds lay their eggs in the other bird’s nest. So,
when the eggs are hatched, their chicks are fed by the other birds. Sometimes they
remove existing eggs of the host nest in order to increase the probability of hatching
their own eggs. Some species of cuckoo birds are specialized to mimic the pattern and
color of the host bird’s eggs, so the host birds could not recognize their eggs, meaning it
ensures high probability of the hatching [8].
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4.1 Behavior of the cuckoo

Based on the behavior of cuckoo birds, the CS algorithm uses three idealized rules:

1. Each cuckoo lays one egg at a time and dumps it in a randomly selected nest.

2. The best nest with high quality eggs will be carried over to the next generation.

3. The number of available host nests is fixed and a host bird can discover a strange
egg with a probability pa ∈ [0, 1]. In this case, the host bird can either throw the
egg away or abandon the nest to build a completely new nest in a new location.

In the original CS, there is no distinction between an egg, a nest, or a cuckoo. Each
nest corresponds to one egg which also represents one cuckoo.

4.2 Cuckoo Search algorithm on LQR

In tracking problems by using the LQR, there are three weighted matrices which will be
optimized, i.e., P ≥ 0, Q ≥ 0 which must be symmetric and positive semidefinite, and
R > 0 which must be symmetric and positive definite.

We assume P = 0̄. Because of the only surge position, sway position, heave position,

roll angle, pitch angle, and yaw angle which will be minimized, one has Q =

[
0̄ 0̄
0̄ Qx

]
with Qx being

Qx =


q7 0 0 0 0 0
0 q8 0 0 0 0
0 0 q9 0 0 0
0 0 0 q10 0 0
0 0 0 0 q11 0
0 0 0 0 0 q12

 , (27)

where qi > 0, i = 7, 8, . . . , 12.
Because there are six controls Uv in the surge velocity, sway velocity, heave velocity,

roll rate, pitch rate, and yaw rate

Uv =
[
δ1 δ2 δ3 δ4 δ5 δ6

]T
, (28)

R > 0 can be constructed as follows:

R =


r1 0 0 0 0 0
0 r2 0 0 0 0
0 0 r3 0 0 0
0 0 0 r4 0 0
0 0 0 0 r5 0
0 0 0 0 0 r6

 , (29)

where ri > 0, i = 1, 2, . . . , 6.
Therefore, the representation of decision variable which will be used in CS as the host

nest is
X =

[
q7 q8 q9 . . . q12 r1 r2 r3 . . . r6

]
, (30)

where the fitness function is defined as the performance index J in (26). Based on the
behavior of cuckoo birds, the CS algorithm for optimizing weighted matrices in the LQR
with tracking can be designed as follows.
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Generate the initial population of host nests xi, i = 1, 2, . . . ,maxpop, randomly. Each
of them represents a candidate solution to the optimization problem with the objective
function f(x) [9].

For t = 1, 2, . . . , tmax

1. Calculate the global random walk and generate a new nest xt+1
i using the Levy

flight:

xt+1
i = xti + α⊗ Levy(s, λ),

where α > 0 is the step size scaling factor. The search steps in terms of random
Levy(s, λ) should be drawn from the Levy distribution. In addition, ⊗ denotes the
entry-wise multiplication.

Levy ∼
λΓ(λ) sin

(
λ
2π
)

π

1

s1+λ
, s > 0.

The letter Γ represents the gamma function Γ(z) =
∫∞
0
tz−1e−zdt. If z = k is a

positive integer, then Γ(k) = (k − 1)!.

2. Evaluate the fitness of xt+1
i

3. Choose a new nest j randomly from maxpop initial nests. If the fitness of xt+1
i is

better than xti, replace j by xt+1
i

4. Abandon some of the worst nests and build new ones. It depends on the discovery
probability parameter pa. Generate a uniformly distributed random number ε ∼
U(0, 1).
If ε < pa
Create a new nest using the local random walk

xt+1
i = xti + α⊗H(pa − ε)⊗ (xtj − xtk),

where α > 0 and H(pa − ε) is a Heaviside function.
Evaluate the fitness of xt+1

i and find the best one
End If

5. Update the best solution

End For
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5 Simulation Results

Based on the AUV data, the state space model in (15) uses the following matrices Av
and Bv:

Av =


0.098 0.032 −0.179 0.119 −0.037 −0.148
−0.001 0.098 0.077 0.083 0.039 0.026
−0.089 0.030 −0.066 0.008 −0.113 −0.128
0.139 −0.027 0.019 −0.988 −0.371 0.139
0.047 0.004 −0.032 −0.993 −0.469 0.031
0.139 −0.114 −0.054 −0.879 −0.411 0.119

 ,

Bv =


0.0177 0.0003 −0.0003 0 −0.0003 0.0003
0.0012 1.49× 10−5 −1.80× 10−5 −0.6070 −1.80× 10−5 1.49× 10−5

0.0156 0.0002 −0.0002 0.6070 −0.0002 0.0002
−0.0153 −0.0002 0.0002 5.8592 0.0002 −0.0002
−0.0019 −2.97× 10−5 0.0005 6.4357 0.0005 −2.97× 10−5

−0.0164 0.0002 0.0003 6.4357 0.0003 0.0002

 .

5.1 Cuckoo Search simulation on standard LQR without tracking

Tracking problems by using the LQR will be used in the AUV model for determining
the solution of state as in (24) and the optimal control as in (25). There are weighted
matrices whose elements will be optimized by the CS algorithm. In the CS simulation,
the parameters used are:

• The number of nests = 10.

• Maximum iteration = 50.

• Discovery probability parameter pa = 0.5.

Figure 2(a) is an optimization process of the CS algorithm for optimizing the weighted
matrices of LQR. First, there are some nests at a random position. At the optimization
process using the Levy flight, by abandoning some of the worst nests and building new
nests, the position of the best nest is found. The Optimal Performance Index as the
fitness function is 1.1081 with the elements of weighted matrices being

X =
[
q7 q8 q9 . . . q12 r1 r2 r3 . . . r6

]
= [1.0197 2.0534 1.0841 1.1568 1.8789 1.4099 0.0711 0.5264 0.2167 . . .

0.3140 0.2686 0.8924].

After the optimal weighted matrices are obtained, they will be applied in the LQR
simulation of the AUV model. Figure 2(b) is the optimal control of LQR, with the
solutions of state as in Figure 2(c).

5.2 Cuckoo Search simulation on LQR with tracking

Tracking problems by using the LQR will be used in the AUV model for determining
the solution of state as in (24) and the optimal control as in (25). In tracking problems
by using the LQR, the reference used is sin t, t = 1, 2, . . . , T for each position and angle.
There are weighted matrices whose elements will be optimized by the CS algorithm. In
the CS simulation, the parameters used are:
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(a) (b) (c)

Figure 2: (a) The CS optimization process (b) The optimal control of LQR (c) The solution
of state of LQR.

• The number of nests = 10.

• Maximum iteration = 50.

• Discovery probability parameter pa = 0.5.

Figure 3(a) is an optimization process of the CS algorithm for optimizing the weighted
matrices of the LQR with tracking sin t, t = 1, 2, . . . , T , for the surge position and zero
otherwise.

First, there are some nests at a random position. At the optimization process using
the Levy flight, by abandoning some of the worst nests and building new nests, the
position of the best nest is found. The Optimal Performance Index as the fitness function
is 11.0361 with the elements of weighted matrices being

X =
[
q7 q8 q9 . . . q12 r1 r2 r3 . . . r6

]
= [1.0387 1.4831 1.9183 1.6391 3.8579 2.3461 0.0003 0.0883 0.6869 . . .

0.4850 0.7080 0.0933].

After the optimal weighted matrices are obtained, they will be applied in tracking
problems by using the LQR for the AUV model. Figure 3(b) is the optimal control of
tracking problems by using the LQR on the surge position, with the solutions of state as
in Figure 3(c). Figure 3(d) is the comparison between the solution of the surge position
and its reference.

Figure 4(a) is an optimization process of the CS algorithm for optimizing the weighted
matrices of tracking problems by using the LQR with reference sin t, t = 1, 2, . . . , T , for
the sway position and zero otherwise. First, there are some nests at a random position.
At the optimization process using the Levy flight, by abandoning some of the worst nests
and building new nests, the position of the best nest is found. The Optimal Performance
Index as the fitness function is 13.7676 with the elements of weighted matrices being

X =
[
q7 q8 q9 . . . q12 r1 r2 r3 . . . r6

]
= [1.8594 1.0174 1.4118 1.4144 1.6101 1.2758 0.8354 0.2502 0.5636 . . .

0.3001 0.0801 0.5326].

After the optimal weighted matrices are obtained, they will be applied in the simu-
lation of tracking problems by using the LQR for the AUV model. Figure 4(b) is the
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(a) (b)

(c) (d)

Figure 3: (a) The CS optimization process (b) The optimal control of tracking problems by
using the LQR on the surge position (c) The solution of state of tracking problems by using the
LQR on the surge position (d) Comparison between the reference and the surge position.

optimal control of tracking problems by using the LQR on the sway position, with the
solutions of state as in Figure 4(c). Figure 4(d) is the comparison between the solution
of the sway position and its reference.

Figure 5(a) is an optimization process of the CS algorithm for optimizing the weighted
matrices of tracking problems by using the LQR with reference sin t, t = 1, 2, . . . , T , for
the heave position and zero otherwise. First, there are some nests at a random position.
At the optimization process using the Levy flight, by abandoning some of the worst nests
and building new nests, the position of the best nest is found. The Optimal Performance
Index as the fitness function is 12.3018 with the elements of weighted matrices being

X =
[
q7 q8 q9 . . . q12 r1 r2 r3 . . . r6

]
= [2.8670 2.5503 1.0348 1.1602 3.4523 1.2199 0.0003 0.0255 0.0590 . . .

0.2296 0.2725 0.0403].

After the optimal weighted matrices are obtained, they will be applied in the simu-
lation of tracking problems by using the LQR for the AUV model. Figure 5(b) is the
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(a) (b)

(c) (d)

Figure 4: (a) The CS optimization process (b) The optimal control of tracking problems by
using the LQR on the sway position (c) The solution of state of tracking problems by using the
LQR on the sway position (d) Comparison between the reference and the sway position.

optimal control of tracking problems by using the LQR on the heave position, with the
solutions of state as in Figure 5(c). Figure 5(d) is the comparison between the solution
of the heave position and its reference.

Figure 6(a) is an optimization process of the CS algorithm for optimizing the weighted
matrices of tracking problems by using the LQR with reference sin t, t = 1, 2, . . . , T , for
the roll angle and zero otherwise. First, there are some nests at a random position. At
the optimization process using the Levy flight, by abandoning some of the worst nests
and building new nests, the position of the best nest is found. The Optimal Performance
Index as the fitness function is 9.9797 with the elements of weighted matrices being

X =
[
q7 q8 q9 . . . q12 r1 r2 r3 . . . r6

]
= [2.2584 1.3483 1.2542 1.0173 1.1281 1.1688 0.7712 0.8242 0.0241 . . .

0.6006 0.6243 0.0782].

After the optimal weighted matrices are obtained, they will be applied in the simu-
lation of tracking problems by using the LQR for the AUV model. Figure 6(b) is the
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(a) (b)

(c) (d)

Figure 5: (a) The CS optimization process (b) The optimal control of tracking problems by
using the LQR on the heave position (c) The solution of state of tracking problems by using the
LQR on the heave position (d) Comparison between the reference and the heave position.

optimal control of tracking problems by using the LQR on the roll angle, with the solu-
tions of state as in Figure 6(c). Figure 6(d) is the comparison between the solution of
the roll angle and its reference.

Figure 7(a) is an optimization process of the CS algorithm for optimizing the weighted
matrices of the LQR with tracking sin t, t = 1, 2, . . . , T , for the pitch angle and zero
otherwise. First, there are some nests at a random position. At the optimization process
using the Levy flight, by abandoning some of the worst nests and building new nests,
the position of the best nest is found. The Optimal Performance Index as the fitness
function is 10.2451 with the elements of weighted matrices being

X =
[
q7 q8 q9 . . . q12 r1 r2 r3 . . . r6

]
= [2.0025 2.0480 2.2970 1.0217 1.0020 1.0005 0.4297 0.5129 0.7946 . . .

0.2648 0.3575 0.9104].

After the optimal weighted matrices are obtained, they will be applied in the simu-
lation of tracking problems by using the LQR for the AUV model. Figure 7(b) is the
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(a) (b)

(c) (d)

Figure 6: (a) The CS optimization process (b) The optimal control of tracking problems by
using the LQR on the roll angle (c) The solution of state of tracking problems by using the LQR
on the roll angle (d) Comparison between the reference and the roll angle.

optimal control of the LQR with tracking on the pitch angle, with the solutions of state
as in Figure 7(c). Figure 7(d) is the comparison between the solution of the pitch angle
and its reference.

Figure 8(a) is an optimization process of the CS algorithm for optimizing the weighted
matrices of tracking problems by using the LQR with reference sin t, t = 1, 2, . . . , T , for
the yaw angle and zero otherwise. First, there are some nests at a random position. At
the optimization process using the Levy flight, by abandoning some of the worst nests
and building new nests, the position of the best nest is found. The Optimal Performance
Index as the fitness function is 8.7282 with the elements of weighted matrices being

X =
[
q7 q8 q9 . . . q12 r1 r2 r3 . . . r6

]
= [1.1022 1.5842 1.1603 1.1180 1.1842 1.0430 0.3255 0.0185 0.6339 . . .

0.0825 0.9782 0.6808].

After the optimal weighted matrices are obtained, they will be applied in the simu-
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(a) (b)

(c) (d)

Figure 7: (a) The CS optimization process (b) The optimal control of tracking problems by
using the LQR on the pitch angle (c) The solution of state of tracking problems by using the
LQR on the pitch angle (d) Comparison between the reference and the pitch angle.

lation of tracking problems by using the LQR for the AUV model. Figure 8(b) is the
optimal control of tracking problems by using the LQR on the yaw angle, with the so-
lutions of state as in Figure 8(c). Figure 8(d) is the comparison between the solution of
the yaw angle and its reference.

6 Conclusion

Tracking problems by using the LQR have been applied to the AUV model for determin-
ing the solution of state consisting of the surge position, sway position, heave position,
roll angle, sway angle and yaw angle and the optimal control. In the tracking problems
by using the LQR, there are weighted matrices which need to be optimized. The Cuckoo
Search (CS) algorithm can be applied in optimization to obtain the weighted matrices.
Based on simulation, the CS algorithm can find optimal weighted matrices in tracking
problems by using the LQR. Furthermore, the solution of state and the optimal control
can be obtained.
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(a) (b)

(c) (d)

Figure 8: (a) The CS optimization process (b) The optimal control of tracking problems by
using the LQR on the yaw angle (c) The solution of state of tracking problems by using the
LQR on the yaw angle (d) Comparison between the reference and the yaw angle.
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1 Introduction

Fractional Differential Equations(FDEs) have received so much attention in the past
two decades due to their ability to model well situations that arise in different fields
such as engineering, science and medicine [1]. The importance of FDEs has prompted
researchers to look into the methods of their solution that are easy to implement and
possess a considerable degree of accuracy. However, despite some significant progress
that has been made in terms of the methods for solving FDEs, the fact remains that
there are no agreed upon universal methods to solve them.

The Laplace transform method was used in [1] to solve linear ordinary and partial
differential equations of fractional order. The Adomian decomposition method (ADM)
was used in [2] to solve a system of non linear fractional differential equations. The
fractional reduced differential transform method (FRDTM) was applied to the Klein-
Gordon differential equation of fractional order in [3].
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Then, fairly recently, researchers have explored the possibility of blending integral
transforms and decomposition methods, this adventure has proved to be useful. The
Laplace decomposition method (LDM), a combination of the Laplace transform and the
ADM, was used in [4] to solve fractional diffusion and fractional wave equations. The
natural decomposition method (NDM), a combination of the natural transform and the
ADM, was used in [5] to solve fractional models.

The uniqueness and existence of fractional differential equations have also been ex-
plored extensively by many researchers. In [6], the uniqueness and existence of Sobolev
type differential equations of fractional order were studied. In [7], the uniqueness and
existence of fractional reaction diffusion equation were also studied.

In this paper, we explore the feasibility of blending the natural transform and an
iterative technique suggested by Daftardar and Jafari to come up with the natural trans-
form Daftardar and Jafari method (NDJM). The natural transform was used to solve
Maxwell’s equations in [8] and to solve a fluid flow problem in [9].

The rest of the paper is structured as follows: firstly, we give some mathematical
framework, secondly, we give a general description of our proposed method, thirdly, we
offer examples to demonstrate the use of the method, and lastly, we draw up a conclusion.

2 Preliminaries, Analysis of the Method and Examples

In this section we give the mathematical framework that will form the basis of the
discussions in this paper, we then provide a description of our proposed method and give
some examples.

2.1 Preliminaries

Definition 2.1 The natural transform of the function y(t) is defined as [9]

N [y(t)] = ψ(s, u) =

∞∫
0

e−sty(ut)dt, t, s, u > 0, (1)

s and u are natural transform parameters.

To get the original function y(t) we take the inverse natural transform as

y(t) = N−1[ψ(s, u)].

The natural transform has the following important properties [9]:

(i) It is a linear operator. Given functions y1(t) and y2(t) with defined natural trans-
forms and constants c1,c2 ∈ R, then

N [c1y1(t) + c2y2(t)] = c1N [y1(t)] + c2N [y2(t)],

(ii) It exhibits time scaling property,

N [y(ct)] =
1

c
ψ
(s
c
, u
)

t > 0, c ∈ R, c 6= 0,
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(iii) The natural transform of the pth derivative of the function y(t) is

N [y(p)(t)] =
( s
u

)p
ψ(s, u)−

p−1∑
i=0

1

s

( s
u

)p−i
y(i)(0).

Table 2.1 provides some useful information on the natural transforms of some basic
functions.

y(t) ψ(s, u)
1 1

s
sinωt uω

s2+u2ω2

cosωt s
s2+u2ω2

ect 1
s−cu

sinh ct cu
s2−c2u2

cosh ct s
s2−c2u2

1
Γ(n) t

n−1 un−1s−n

Table 1: The short table of natural transforms of basic functions.

Definition 2.2 The Caputo fractional derivative of the function y(t) of order µ is
defined as [10]

Dµt y(t) =

 1
Γ(p−µ)

t∫
0

y(p)(s)ds
(t−s)µ−p+1 if p− 1 < µ ≤ p, p ∈ N;

dp

dtp y(t) if µ = p.

(2)

Definition 2.3 The Mittag-Leffler function in two parameters is defined as [10]

Eµ,α(ξ) =

∞∑
k=0

ξk

Γ(µk + α)
µ, α > 0. (3)

If α = 1 in the above definition, we get the one parameter Mittag-Leffler function.

Definition 2.4 The natural transform of the Caputo fractional derivative of order
µ of the function y(t) is defined as [10]

N [Dµt y(t)] =
( s
u

)µ
ψ(s, u)−

p−1∑
i=0

1

s

( s
u

)µ−i
y(i)(0), µ ∈ (p− 1; p]. (4)

2.2 Analysis of the method

Dµt y(ξ, t) +R(y(ξ, t)) + F (y(ξ, t)) = η(ξ, t) (5)

with the initial conditions

y(i)(ξ, 0) =
∂iy(ξ, 0)

∂ti
, i = 0, 1, 2, ..., p− 1. (6)
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Dµt is the Caputo fractional derivative with respect to t, R(y(ξ, t)) represents the linear
operator, F (y(ξ, t)) represents non linear terms and η(ξ, t) is taken as the source term.

The first step in the NDJM is to take the natural transform on both sides of (5)

N [Dµt y(ξ, t)] +N [R(y(ξ, t))] +N [F (y(ξ, t))] = N [η(ξ, t)], (7)

simplifying the above equation and applying the initial conditions yield

ψ(ξ, s, u) =
(u
s

)µ p−1∑
i=0

1

s

( s
u

)µ−i
y(i)(0) +

(u
s

)µ
N [η(ξ, t)]

−
(u
s

)µ
[N [R(y(ξ, t))] +N [F (y(ξ, t))]]. (8)

In the second step, we take the inverse natural transform on both sides of (8) to get

y(ξ, t) = N−1

[(u
s

)µ p−1∑
i=0

1

s

( s
u

)µ−i
y(i)(0) +

(u
s

)µ
N [η(ξ, t)]

]
−N−1

[(u
s

)µ
[N [R(y(ξ, t))] +N [F (y(ξ, t))]]

]
,

the above equation can be rewritten as

y(ξ, t) = Q(ξ, t)−N−1
[(u
s

)µ
[N [R(y(ξ, t))] +N [F (y(ξ, t))]]

]
, (9)

where Q(ξ, t) is the term due to the initial conditions and the source term.
In the third and final step, we apply an iterative method suggested by Daftardar

and Jafari known as the Daftardar-Jafari method (DJM) [11], the solution to (5)-(6) is
written as an infinite series,

y(ξ, t) =

∞∑
n=0

yn(ξ, t), (10)

substituting (10) into (9) gives

∞∑
n=0

yn(ξ, t) = Q(ξ, t)−N−1

[(u
s

)µ [
N

[
R

( ∞∑
n=0

yn

)]
+N

[
F

( ∞∑
n=0

yn

)]]]
. (11)

The non linear term is decomposed as in [11],

F

( ∞∑
n=0

yn(ξ, t)

)
= F (y0(ξ, t)) +

∞∑
n=1

[
F

(
n∑
k=0

yk

)
− F

(
n−1∑
k=0

yk

)]
. (12)

Substituting (12) into (11) gives

∞∑
n=0

yn(ξ, t) = Q(ξ, t)−N−1

[(u
s

)µ
N

[
R

∞∑
n=0

yn(ξ, t)

]]
(13)

− N−1

[(u
s

)µ
N

[
F (y0(ξ, t)) +

∞∑
n=1

[
F

(
n∑
k=0

yk

)
− F

(
n−1∑
k=0

yk

)]]]
.
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The following iteration is then deduced:

y0(ξ, t) = Q(ξ, t),

y1(ξ, t) = −N−1
[(u
s

)µ
N [R(y0(ξ, t))]

]
−N−1

[(u
s

)µ
N [F (y0(ξ, t))]

]
,

y2(ξ, t) = −N−1
[(u
s

)µ
N [R(y1(ξ, t))]

]
−N−1

[(u
s

)µ
N [F (y1 + y0)− F (y0)]

]
,

yn(ξ, t) = −N−1
[(u
s

)µ
N [R(yn−1)]

]
−N−1

[(u
s

)µ
N [F (y0 + ...+ yn−1)− F (y0 + ...+ yn−2)]

]
, n = 3, 4, ...

Our n+ 1 term approximate solution of (5)-(6) is given by y(ξ, t) = y0 + y1 + ...+ yn.

2.3 Examples

Example 2.1 Consider the one dimensional time fractional diffusion equation with
given initial condition [12]

Dµt y(ξ, t) =
1

2
ξ2yξξ(ξ, t), µ ∈ (1, 2], (ξ, t) ∈ [0, 1]× [0, 1], (14)

y(ξ, 0) = ξ, yt(ξ, 0) = ξ2.

R(y(ξ, t)) = 1
2ξ

2yξξ(ξ, t), F (y(ξ, t)) = 0 and η(ξ, t) = 0, we take the natural transform
on both sides of (14) and use the initial conditions, this yields

ψ(ξ, s, u) =
ξ

s
+
uξ2

s2
+
(u
s

)µ
N
(

1

2
ξ2yξξ(ξ, t

)
. (15)

We then take the inverse natural transform of (15) to get

y(ξ, t) = ξ + tξ2 +N−1

[(u
s

)µ [
N
(

1

2
ξ2yξξ

)]]
. (16)

The NDJM then leads to the following terms:

y0 = ξ + tξ2,

y1 = N−1

[(u
s

)µ [
N
(

1

2
ξ2v0ξξ

)]]
=

ξ2tµ+1

Γ(µ+ 2)
,

y2 = N−1

[(u
s

)µ [
N
(

1

2
ξ2v1ξξ

)]]
=

ξ2t2µ+1

Γ(2µ+ 2)
,

y3 = N−1

[(u
s

)µ [
N
(

1

2
ξ2v2ξξ

)]]
=

ξ2t3µ+1

Γ(3µ+ 2)
,

...

yn = N−1

[(u
s

)µ [
N
(

1

2
ξ2v(n−1)ξξ

)]]
=

ξ2tnµ+1

Γ(nµ+ 2)
.

Then our solution to (14) is given by

y(ξ, t) = ξ + ξ2

(
1 +

x2tµ+1

Γ(µ+ 2)
+

ξ2t2µ+1

Γ(2µ+ 2)
+

ξ2t3µ+1

Γ(3µ+ 2)
+ ...

)
= ξ + ξ2

( ∞∑
n=0

tnµ+1

Γ(nµ+ 2)

)
.
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We obtain the same solution as in [12] where the Laplace homotopy perturbation method
was used to solve the problem.

Example 2.2 Consider the one dimensional time fractional diffusion equation with
given initial condition [13]

Dµt y(ξ, t) = yξξ(ξ, t), µ ∈ (0, 1], x ∈ R, t > 0, (17)

y(ξ, 0) = sin(ξ).

In this example, R(y(ξ, t)) = yξξ(ξ, t), F (y(ξ, t)) = 0 and η(ξ, t) = 0. We take the natural
transform on both sides of (17) and utilise the initial condition to get

ψ(ξ, s, u) =
sin(ξ)

s
+
(u
s

)µ
N [yξξ(ξ, t)]. (18)

We then take the inverse natural transform on both sides of the above equation, this
yields

v(x, t) = sin(ξ) +N−1
[(u
s

)µ
N [vξξ(ξ, t)]

]
, (19)

from (19), the NDJM then leads to

y0 = sin(ξ),

y1 = N−1
[(u
s

)µ
N [y0ξξ(ξ, t)]

]
= − t

µ sin(ξ)

Γ(µ+ 1)
,

y2 = N−1
[(u
s

)µ
N [y1ξξ(ξ, t)]

]
=

t2µ sin(ξ)

Γ(2µ+ 1)
,

y3 = N−1
[(u
s

)µ
N [y2ξξ(ξ, t)]

]
= − t

3µ sin(ξ)

Γ(3µ+ 1)
,

...

yn = N−1
[(u
s

)µ
N [y(n−1)ξξ(ξ, t)]

]
=

(−tµ)n sin(ξ)

Γ(nµ+ 1)
.

Thus our solution to (17) is given by

y(x, t) = sin(ξ)

(
1− tµ

Γ(µ+ 1)
+

t2µ

Γ(2µ+ 1)
− t3µ

Γ(3µ+ 1)
+ ...

)
= sin(ξ)

∞∑
n=0

(−tµ)n

Γ(nµ+ 1)
= sin(ξ)Eµ(−tµ).

This is the same solution as that obtained in [13] using the DJM.

Example 2.3 Consider the following one dimensional nonlinear time fractional dif-
fusion equation with the given initial condition [13]:

Dµt y(ξ, t) = yξξ(ξ, t) + 2y2(ξ, t), µ ∈ (0, 1], x ∈ R, t > 0, (20)

y(ξ, 0) = e−ξ.
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R(y(ξ, t)) = yξξ(ξ, t), F (y(ξ, t)) = 2y2(ξ, t) and η(ξ, t) = 0, we take the natural transform
on both sides of (20) and utilize the initial condition to get

ψ(ξ, s, u) =
e−ξ

s
+
(u
s

)µ
N [yξξ(ξ, t)] +

(u
s

)µ
N [2y2(ξ, t)], (21)

y(ξ, t) = e−ξ +N−1
[(u
s

)µ
N [yξξ(ξ, t)]

]
+N−1

[(u
s

)µ
N [2ξ2(ξ, t)]

]
. (22)

The NDJM then entails that we have the following iteration:

y0 = e−ξ,

y1 = N−1
[(u
s

)µ
N [y0ξξ(ξ, t)]

]
+N−1

[(u
s

)µ
N [F (y0)]

]
,

=
e−ξtµ

Γ(µ+ 1)
+

2e−2ξtµ

Γ(µ+ 1)
,

y2 = N−1
[(u
s

)µ
N [y1ξξ(ξ, t)]

]
+N−1

[(u
s

)µ
N [F (y1 + y0)− F (y0)]

]
,

=
e−ξt2µ

Γ(2µ+ 1)
+

8e−2ξt2µ

Γ(2µ+ 1)
+

4e−2ξt2µ

Γ(2µ+ 1)
+

8e−3ξt2µ

Γ(2µ+ 1)

+
2Γ(2µ+ 1)e−2ξt3µ

Γ(µ+ 1)2Γ(3µ+ 1)
+

8Γ(2µ+ 1)e−3ξt3µ

Γ(µ+ 1)2Γ(3µ+ 1)
+

8Γ(2µ+ 1)e−4ξt3µ

Γ(µ+ 1)2Γ(3µ+ 1)
.

Our approximate solution to (20) is then given by y(ξ, t) = y0 + y1 + y2, we note that
this is the same solution as in [13] where the DJM was used.

3 Conclusion

In this paper we managed to successfully introduce a new method, the natural Daftardar-
Jafari method for solving partial differential equations of fractional order. We have shown
that this new technique produces the same results as the other methods that are already
in existence. This method is also applicable to ordinary and partial differential equations
of integer order.
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1 Introduction

Fractional calculus can be dated back to the 17th century as studied by Podlubny [1].
Over the last decades, fractional calculus has applied in various fields such as control
processing [2], reaction difusion equation [3], biological phenomena [4] and so on.

Chaos synchronization schemes for fractional-order dynamical systems have also been
investigated in several fields such as secure communication and data encryption [5, 6].
Up to now, a variety of approaches of chaos synchronization have been developed, such
as complete synchronization [7], generalized synchronization [8], inverse matrix projec-
tive synchronization [9], modified projective synchronization [10], coexistence of different
types of chaos synchronization [11], and Q− S synchronization [12].

However, most of researchers mainly focused on the usual drive-response synchroniza-
tion model, which has one drive system and one response system.

Recently, studying synchronization between the combination of two (or more) drive
systems and one response system becomes an interesting problem due to its potential
applications in secure communication [13].

Now, some results on the combination synchronization of several chaotic fractional or-
der systems are obtained. For example, the combination synchronization of three classic
chaotic systems using active backstepping design is investigated in [14]. The combination
synchronization of three identical or different nonlinear complex hyperchaotic systems is
achieved in [15]. The reduced order function projective combination synchronization of
three Josephson junctions using the backstepping technique is investigated in [16]. An
adaptive function projective combination synchronization of three different fractional
order chaotic systems is investigated in [17]. The generalized combination complex syn-
chronization for fractional-order chaotic complex systems is investigated in [18]. And the
generalized combination synchronization of three different dimensional fractional chaotic
and hyperchaotic systems by using three scaling matrices is achieved in [19]. However,
these studies are mainly concerned with the combination synchronization between chaotic
systems with respect to the scaling matrices. Therefore the combination synchronization
of non-identical dimensional chaotic fractional order systems with respect to the variable
functions becomes an interesting and challenging work.

By exploiting the idea of the stability property of linear fractional order systems,
an effective nonlinear controller for the IOGCS of three fractional-order chaotic systems
with suitable different observable variable functions is designed in this paper, and the
stability criterion for the above-mentioned systems is found. To simplify our discussions,
the synchronization scheme is applied for the combination of two fractional-order unified
drive systems and the fractional-order Liu response system.

The rest of the paper is organized as follows. In Section 2, based on the stability
property of linear fractional order systems, a powerful scheme is proposed to realize the
IOGCS of non-identical fractional order dynamical chaotic systems. In Section 3, numer-
ical simulations show that the method can ensure the occurrence of the IOGCS between
the fractional-order unified chaotic system and fractional-order Liu system. Finally, con-
clusion is given in Section 4.

2 Problem Formulation of the IOGCS

In this section, we introduce the concept of the IOGCS of three non-identical dimension
fractional-order systems with suitable different observable variable functions. The model
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can be given as follows
Dαx = f(x), (1)

Dαy = g(y), (2)

Dαz = h(z) + u, (3)

where Dα is the Caputo differential operator [1] which is defined as

Dαξ(t) = Jn−αξ(n)(t), α ∈ (n− 1, n) , (4)

where Jα is the α -order Riemann–Liouville integral operator which is defined as

Jαξ(t) =
1

Γ(α)

∫ t

0

(t− τ)α−1ξ(τ)dτ, (5)

and

Γ(α) =

∫ +∞

0

zα−1 exp(−z)dz (6)

is the gamma function, x = (x1, x2, ..., xn)T ∈ Rn and y = (y1, y2, ..., yn)T ∈ Rn are
the state variables of two drive systems, z = (z1, z2, ..., zm)T ∈ Rm(n < m) is the state
variable of the response system, f, g : Rn → Rn and h : Rm → Rm are the continuous
vector-valued functions and u = (u1, u2, ..., um)T ∈ Rm is the controller vector which will
be designed.

The definition of the proposed synchronization is given as follows.

Definition 2.1 The two drive systems (1)-(2) and the response system (3) are said
to achieve the IOGCS if there exists a suitable controller u and three continuous smooth
vector functions Q, R : Rn → Rm and S : Rm → Rm, such that the error vector

e(t) = Q (x(t)) +R (y(t))− S (z(t)) (7)

will approach zero for large enough t, i.e.,

lim
t→+∞

‖Q (x(t)) +R (y(t))− S (z(t))‖ = 0, (8)

where ‖.‖ represents the matrix norm.

Remark 2.1 From Definition 2.1, one can show that the IOGCS of three different
fractional-order chaotic systems can be extended to more chaotic systems.

In this paper, we consider the fractional-order unified system (Lorenz, Chen and Lü
systems) [20] as the first drive system, which is described by

Dαx1 = (25δ + 10)(x2 − x1),
Dαx2 = (−35δ + 28)x1 − x1x3 + (29δ − 1)x2,

Dαx3 = x1x2 − (
δ + 8

3
)x3.

(9)

The second drive system is described also by the fractional-order unified system
Dαy1 = (25δ + 10)(y2 − y1),
Dαy2 = (−35δ + 28)y1 − y1y3 + (29δ − 1)y2,

Dαy3 = y1y2 − (
δ + 8

3
)y3,

(10)
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and the controlled response system is chosen as the fractional-order Liu system [21]
Dαz1 = a(z2 − z1) + u1,
Dαz2 = bz1 + z1z3 − z4 + u2,
Dαz3 = −cz3 − z1z2 + z4 + u3,
Dαz4 = dz1 + z2 + u4,

(11)

where xi , yi (i = 1, 2, 3) and zj (j = 1, 2, 3, 4) are the state variables of the master
systems and the slave system, respectively, δ ∈ [0, 1], Dα is the Caputo differential
operator (0 < α ≤ 1),u1, u2 , u3 and u4 are the nonlinear controllers to be designed.
To simplify our discussions, we take the observable variable functions Q,R : R3 → R4

and S : R4 → R4 as

Q(x1, x2, x3) = (x1 − x2, x2, x3 + 1, 2), (12)

R(y1, y2, y3) = (y1 − y2, y2, y3, 0) (13)

and

S(z1, z2, z3, z4) = (z1, z2, z3 + 1, z4 − cz3 + 2). (14)

The error states are defined by
e1 = x1 − x2 + y1 − y2 − z1,
e2 = x2 + y2 − z2,
e3 = x3 + y3 − z3,
e4 = −z4 + cz3.

(15)

Then the error dynamical systems between the drive systems (9), (10) and the response
system (11) can be written as

Dαe1 = (10δ − 38)e1 + (7δ − 27)e2 + (10δ + a− 38)z1+
+ (7δ − a− 27)z2 + x1x3 + y1y3 − u1,

Dαe2 = (29δ − 1)e2 − e4 + (29δ − 1)z2 + (−35δ + 28)(x1 + y1)+
− (x1x3 + y1y3)− bz1 − z1z3 + cz3 − u2,

Dαe3 = −(
δ + 8

3
)e3 + e4 + x1x2 + y1y2 + z1z2 +−(

δ + 8

3
)z3 − u3,

Dαe4 = −ce4 − dz1 − z2 − cz1z2 − u4 + cu3.

(16)

To get the IOGCS to occur, the zero solutions of the error system must be stable, that
is to say, the error evolution of the systems (9), (10) and (11) should tend to zero as
t → +∞. So, a suitable controller ui, i = 1, 2, 3, 4 should be designed which guarantees
that system (16) stabilizes towards the origin. To this end, we need the following theorem
and hypothesis.

Theorem 2.1 [22] Consider the fractional-order linear system

Dαx = Ax, (17)

where x ∈ Rn is the state vector. The previous system is asymptotically stable if and only

if |arg(λi (A))| > α
π

2
for i = 1, 2, ..., n, where arg(λi (A)) denotes the argument of the

eigenvalue λi of A.
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Hypothesis: We assume that the controllers ui, i = 1, 2, 3, 4 are chosen as

u1 = (10δ + a− 38)z1 + (7δ − a− 27)z2 + x1x3 + y1y3 + k1e1,
u2 = (29δ − 1)z2 + (−35δ + 28)(x1 + y1)− (x1x3 + y1y3)− bz1 − (z1 − c)z3 + k2e2,

u3 = x1x2 + y1y2 + z1z2 − (
δ + 8

3
)z3,

u4 = −dz1 − z2 + c

(
x1x2 + y1y2 +−(

δ + 8

3
)z3

)
,

(18)
where k1 and k2 are the feedback gains satisfying

k1 > 10δ − 38 and k2 > 29δ − 1. (19)

Now, due to Theorem 2.1, we have the following results.

Theorem 2.2 If the controllers ui, i = 1, 2, 3, 4 are given by (18), and the feedback
gains k1 and k2 are given by (19), then

lim
t→+∞

‖Q (x(t)) +R (y(t))− S (z(t))‖ = 0,

that is to say, the IOGCS occurs between the systems (9), (10) and (11) with respect to
the variable functions Q,R and S.

Proof. By hypothesis (18), the error system (16) becomes
Dαe1 = (10δ − 38− k1)e1 + (7δ − 27)e2,
Dαe2 = (29δ − 1− k2)e2 − e4,

Dαe3 = −(
δ + 8

3
)e3 + e4,

Dαe4 = −ce4,

(20)

and the characteristic equation is

1

3
(λ+ c) (3λ+ δ + 8) (λ− 29δ + k2 + 1) (λ− 10δ + k1 + 38) = 0. (21)

It is easy to obtain its characteristic roots as

λ1 = −c, λ2 = −(
δ + 8

3
), λ3 = 29δ − 1− k2 and λ4 = 10δ − 38− k1. (22)

Since δ ∈ [0, 1] and by hypothesis (19), all roots of (21) are negative. Therefore,

|arg λi | > α
π

2
for i = 1, 2, 3, 4 and 0 < α < 1.

In view of Theorem 2.1, the error system (20) is asymptotically stable, which implies
that the desired synchronization is achieved.

3 Numerical Simulations

In order to verify the theoretical results obtained in the above section, the corresponding
numerical simulations will be performed. In the simulations, we take: α = 0.97, δ = 1,
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k1 = −27, k2 = 29. The initial values of the two drive and the response systems are
chosen as (x1(0), x2(0), x3(0))T = (0.1, 0.1, 0.1)T , (y1(0), y2(0), y3(0))T= (0.1, 0.1, 0.1)T

and (z1(0), z2(0), z3(0), z4(0))T = (0.3, 0.3, 0,−0.3)T , respectively. The initial conditions
for the error system are thus (e1(0), e2(0), e3(0), e4(0))T = (−0.3,−0.1, 0.2, 0.3)T .

Figures 1, 2 , 3 and 4 display the chaotic behaviors of the Lorenz system (9) (when
δ = 0), the Lü system (9) (when δ = 0.8), the Chen system (9) (when δ = 1), and the
Liu system (11) (when a = 10, b = 35, c = 1.4 and d = 5), respectively. Figure 5 shows
the curves of the synchronization errors (20) under the controllers (18).
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Figure 1: The chaotic attractor of the Lorenz system (9), when δ = 0.
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Figure 2: The chaotic attractor of the Lü system (9), when δ = 0.8.

Remark 3.1 From Figure 5, it can be seen that the components of the error system
(20) decay towards zero as t → +∞, which implies that the desired synchronization is
achieved with our designed scheme.
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Figure 3: The chaotic attractor of the Chen system (9), when δ = 1.
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Figure 4: The hyperchaotic attractor of the Liu system (11).
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Figure 5: The curves of the synchronization errors (20).
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4 Conclusion

In this paper, we have investigated a new type of combination synchronization, called
IOGCS, between two drive systems of dimension 3 and a slave system of dimension 4
by introducing suitable observable variable functions. In view of the stability theory of
linear fractional-order systems, a suitable controller is designed to achieve the desired
synchronization. The method of this scheme has been applied for the combination of
two fractional-order unified drive systems and the fractional-order Liu response system.
Finally, numerical simulations are provided to verify the effectiveness of the proposed
scheme.
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1 Introduction

Infinite-dimensional systems are present in many problems. The analysis of such systems
regroup many concepts such as stability, exact controllability, approximate controllability
[2, 4, 5]. Nonlinear dynamics is of interest to mathematicians because most systems are
nonlinear in nature. The multiplication of state and control in bilinear dynamics make
them an important subclass of nonlinear systems, such nonlinearity appears in many
dynamical process, for example, a convective-diffusive fluid problem used in [6] to remove
a contaminant from water and control of velocity in a Kirchhoff plate, see [4]. Bichiou
et al. in [3] treated an approach for the minimum time control of dynamical systems.
Alharbi et al. in [1] studied the immune system using vitamins intervention. Regional
controllability is a very important generalization referring to the optimal control problems
in which the target is studied particularly on a subregion ω.
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An important real situation that requires such notions, arises when the control is
required to attain a level of temperature in a specified zone of furnace, see [5]. El Jai et
al. give the most important motivation of regional controllability in [5], proving that there
exists a system which is regional controllable but not global controllable. Backgrounds
in dynamical systems of linear and semi-linear type are established by Zerrik and Ould
Sidi in [10] when studying the control of the gradient state of a regional target.

One of the important motivations are the thermal isolation problems, where the con-
trol is maintained to reduce the gradient temperature on the boundary. Very interesting
developments of this field are found in [7], in particular the characterization of the control
achieving gradient controllability.

The partial analysis of bilinear systems was initiated by Zerrik and Ould Sidi in [11,12]
and [13]. Using a minimizing sequence, they study the existence of solutions for the
problems governed by such systems. Zine and Ould Sidi in [14,15] and Zine in [16] worked
on bilinear hyperbolic distributed systems. Ould Sidi in [8] gives necessary conditions
for optimal control problems with more regular control functions.

In this work, we address the issue of optimal control for a class of bilinear systems.
The goal is to achieve approximately a desired gradient on the whole domain by seeking
the minimum of a function. Next, optimization methods help us to reach the desired
subregion gradient at time T. The proposed methods are illustrated by a theoretical
approach and algorithm.

2 Gradient Optimal Control Problem

We choose an open bounded domain Ω ⊂ IRn(n ∈ {1, 2, 3}) and ∂Ω is its regular bound-
ary. Let T > 0 and Θ = Ω×]0, T [, Σ = ∂Ω×]0, T [ and Q ∈ L2(0, T ;L2(Ω)) be the
control. We consider the following bi-linear equation:

∂z

∂t
+ ∆2z = Q(x, t)∇z, Θ,

z(x, 0) = z0(x), Ω,

z =
∂z

∂ν
= 0, Σ.

(1)

∆2 is the bi-Laplace operator, ∇ is the gradient operator defined by

∇ : H1(Ω) −→ (L2(Ω))n

z −→ ∇z = (
∂z

∂x1
, ....,

∂z

∂xn
).

The state space is

W = {z ∈ L2(0, T ;H1
0 (Ω))/

∂z(x, t)

∂t
∈ L2(0, T ;H−2(Ω))}.

For Q ∈ L2(0, T ;L2(Ω)) and z0(x) ∈ L2(Ω), from the results in [9] the equation (1) has
a unique solution zQ in W ∩ L∞(0, T ;L2(Ω)).

The gradient problem of (1) is

min
Q ∈L2(0,T ;L2(Ω))

Jε(Q). (2)
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For ε > 0, the gradient quadratic cost Jε is defined by

Jε(Q) =
1

2

∥∥∥∇z − zd∥∥∥2

(L2(0,T ;L2(Ω)))n
+
ε

2

∫
Θ

∥∥∥Q(x, t)
∥∥∥2

IRn
dxdt

=
1

2

n∑
i=1

∥∥∥ ∂z
∂xi
− zdi

∥∥∥2

L2(0,T ;L2(Ω))
+
ε

2

∫
Θ

∥∥∥Q(x, t)
∥∥∥2

IRn
dxdt,

(3)

where zd = (zd1 , ....z
d
n) is the desired gradient in L2(0, T ;L2(Ω)).

In the literature, quadratic problems such as (1) command the system state to a
desired function, see [4,6]. The main objective of our work is to steer the gradient of (1)
to zd(x) minimizing (3), and to characterize the optimal control Q ∈ L2(0, T ;L2(Ω)).

3 Solving Method

This section studies the existence and proposes a solution of (2).

Theorem 3.1
There exists (z∗, Q∗) ∈ C([0, T ];H1

0 (Ω))× L2([0, T ]), where z∗ is the solution of
∂z

∂t
+ ∆2z = Q∗(x, t)∇z, Θ,

z(x, 0) = z0(x), Ω,

z =
∂z

∂ν
= 0, Σ,

(4)

and Q∗ is the optimal control of (2).

Proof. The set {Jε(Q) | Q ∈ L2(0, T ;L2(Ω))} is a positive nonempty set of IR, then
it admits a lower bound. We choose (Qn)n as a minimum such that

J∗ = lim
n→+∞

J(Qn) = inf
Q∈L2(0,T ;L2(Ω))

Jε(Q).

Jε(Qn) is then bounded, it follows that ||Qn||L2(0,T ;L2(Ω)) ≤ C, for a positive constant
C. Using lemma in [16], we can deduce that

Qn ⇀ Q∗, L2(0, T ;L2(Ω)),
zn ⇀ z∗, W,
∆2zn ⇀ χ, W,
Qn∇zn ⇀ Λ, W,
∂zn(x, t)

∂t
⇀ Ψ, W.

(5)

The limit in
∂zn(x, t)

∂t
+ ∆2zn = Qn∇zn, we get

∂z∗(x, t)

∂t
= Ψ.

The linearity of the operator z 7→ ∆2z and the operator ∇ gives ∆2z∗ = χ and
Q∗∇z∗ = Λ. Hence we obtain

∂z∗

∂t
+ ∆2z∗ = Q∗(x, t)∇z∗.

We use the lower semi-continuity of Jε(Q):

Jε(Q
∗) = inf

n

n∑
i=1

1

2

∫ T

0

∫
Ω

(
∂zn
∂xi
− zdi )2dx+

ε

2

∫
Θ

∥∥∥Qn(t)
∥∥∥2

IRn
dxdt

≤ lim
n−→∞

Jε(Qn) = inf
Q
Jε(Q).

(6)
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Thus Q∗ is a solution of (2). To characterize the solution of problem (2), we study the
differential of cost Jε(Q)

Lemma 3.1 For the map

L2(0, T ;L2(Ω)) −→ C(0, T ;H1(Ω)),
Q −→ z(Q)

the solution of (4) is differentiable and its differential ψ verifies the system
∂ψ

∂t
= −∆2ψ(x, t) +Q∗(x, t)∇ψ + h(x, t)∇z, Θ,

ψ(x, 0) = ψ0(x) = 0, Ω,

ψ =
∂ψ

∂ν
= 0, Σ,

(7)

with z∗ = z(Q∗), h ∈ U , and d(z(Q∗))h is the differential of Q→ z(Q).

Proof. The solution of the equation (7) verifies

||ψ||W ≤ k1||z||L∞(0,T ;H1
0 (Ω))||h||L2(0,T ;L2(Ω)).

Also,
||ψ′||W ≤ k2||z∗||L∞(0,T ;H1

0 (Ω))||h||L2(0,T ;L2(Ω)).

Thus,
||ψ||C([0,T ];H1

0 (Ω)) ≤ k3||h||L2(0,T ;L2(Ω)).

Consequently, we have h ∈ L2(0, T ;L2(Ω))→ ψ ∈ C((0, T );H1
0 (Ω)) is bounded, see [12].

Let zh = z(Q∗ + h) and ϕ = zh − z∗, then ϕ verifies
∂ϕ(x, t)

∂t
= −∆2ϕ+Q∗(x, t)∇ϕ(x, t) + h(x, t)∇zh, Θ,

ϕ(x, 0) = ϕ0(x) = 0, Ω,

ϕ =
∂ϕ

∂ν
= 0, Σ.

(8)

Thus
||ϕ||L∞([0,T ];H1

0 (Ω)) ≤ k4||h ‖L2(0,T ;L2(Ω)) .

Put φ = ϕ− ψ which verifies the system
∂φ

∂t
= −∆2φ+Q∗(x, t)∇φ(x, t) + h(x, t)∇ϕ, Θ,

φ(x, 0) = 0, Ω,

φ =
∂φ

∂ν
= 0, Σ.

(9)

φ ∈ C(0, T ;H1
0 (Ω)), and we have

||φ||C([0,T ];H1
0 (Ω)) ≤ k||h||2L2(0,T ;L2(Ω)).

Consequently,

||z(Q∗ + h)− z(Q∗)− d(z(Q∗))h||C(0,T ;H1
0 (Ω)) = ||φ||C([0,T ];H1

0 (Ω)) ≤ k||h||2L2(0,T ;L2(Ω)).
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Next, we consider the family of optimality systems
−∂pi
∂t

= −∆2pi −Q∗ε(x, t)∇pi + (
∂z

∂xi
− zdi ), Θ,

pi(x, T ) = 0, Ω,

pi =
∂pi
∂ν

= 0, Σ.

(10)

The next result gives the differential of Jε(Q).

Lemma 3.2 For Qε ∈ L2(0, T ;L2(Ω)), which is the solution of the problem (2), we
have

lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

=

n∑
i=1

∫
Ω

∫ T

0

∂ψ(x, t)

∂xi
(
∂z

∂xi
− zdi )dtdx

+ ε

∫
Ω

∫ T

0

hQεdtdx.

(11)

Proof. The functional Jε(Qε) from (3) can be written in the following form

Jε(Qε) =
1

2

n∑
i=1

∫
Ω

∫ T

0

(
∂z

∂xi
− zdi )2dtdx+

ε

2

∫
Ω

∫ T

0

Q2
ε(t)dtdx. (12)

Let zβ = z(Qε + βh) and z = z(Qε), from (12) we deduce

lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

= lim
β−→0

n∑
i=1

1

2

∫
Ω

∫ T

0

(
∂zβ
∂xi
− zdi )2 − (

∂z

∂xi
− zdi )2

β
dtdx

+ lim
β−→0

ε

2

∫
Ω

∫ T

0

(Qε + βh)2 −Q2
ε

β
(t)dtdx.

(13)
Thus

lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

= lim
β−→0

n∑
i=1

1

2

∫
Ω

∫ T

0

(
∂zβ
∂xi
− ∂z

∂xi
)

β
(
∂zβ
∂xi

+
∂z

∂xi
− 2zdi )dtdx

+ lim
β−→0

∫
Ω

∫ T

0

(εhQε + βεh2)dtdx

=

n∑
i=1

∫
Ω

∫ T

0

∂ψ(x, t)

∂xi
(
∂z(x, t)

∂xi
− zdi )dtdx+

∫
Ω

∫ T

0

εhQεdtdx.

(14)

We characterize the solution of (2) by the following theorem.

Theorem 3.2 If Qε ∈ L2(0, T ;L2(Ω)) and zε = z(Qε) is the output of (1), then

Qε(t) =
−1

ε
(∇z∗(x, t))(Div(p)) (15)

is the solution of (2), where p = (p1....pn) and pi ∈ C([0, T ];H1
0 (Ω)) is the unique solution

of (10).
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Proof. Let h ∈ L∞(0, T ;L2(Ω)) and Qε + βh ∈ L2(0, T ;L2(Ω)) for β > 0 . The
extremal of Jε is achieved at Qε, then

0 ≤ lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

. (16)

From Lemma (3.2), we deduce

0 ≤ lim
β−→0

Qε(uε + βh)−Qε(uε)
β

=

n∑
i=1

∫
Ω

∫ T

0

∂ψ(x, t)

∂xi
(
∂z(x, t)

∂xi
− zdi )dtdx+

∫
Ω

∫ T

0

εhQεdtdx,
(17)

and using the system (10), we have

0 ≤
n∑
i=1

∫
Ω

∫ T

0

∂ψ(x, t)

∂xi
(−∂pi(x, t)

∂t

+ ∆2pi(x, t) +Q∗ε(x, t)∇pi(x, t))dtdx+

∫
Ω

∫ T

0

εhQεdtdx

=

n∑
i=1

∫
Ω

∫ T

0

∂

∂xi
(
∂ψ

∂t
+ ∆2ψ −Q∗ε(x, t)∇ψ)pi(x, t)dtdx+

∫
Ω

∫ T

0

εhQεdtdx

=

n∑
i=1

∫
Ω

∫ T

0

∂

∂xi
(h(x, t)∇z)pidtdx+

∫
Ω

∫ T

0

εhQεdtdx

=

∫
Ω

∫ T

0

h(x, t)[∇z(
n∑
i=1

∂pi(x, t)

∂xi
) + εQεdtdx].

(18)
For h = h(t), an arbitrary control with Qε + βh ∈ L2(0, T ;L2(Ω)), and all small β, we
deduce

Qε(t) =
−1

ε
(∇z)(

n∑
i=1

∂pi
∂xi

) =
−1

ε
(∇z)(Div(p)). (19)

4 Regional Gradient Optimal Control Problem

For ω ∈ Ω, we define the restriction operator to ω by

χω : (L2(Ω))n −→ (L2(ω))n

z −→ χωz = z|ω.

The adjoint of χω is defined by

χ∗ωz =

{
z in Ω,
0 ∈ Ω \ ω,

and
χ̃ω : (L2(Ω)) −→ (L2(ω))

z −→ χ̃ωz = z|ω.
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Definition 4.1 A system state is said to be weakly partial gradient controllable on
ω ⊂ Ω if for ∀ ε > 0, we can find a control Q ∈ L2(0, T ;L2(Ω)) such that

||χω∇zQ(T )− zd||(L2(ω))n ≤ ε,

where zd = (zd1 , ...., z
d
n) is the desired gradient in (L2(ω))n.

Let us consider the partial gradient control problem

min
Q ∈L2(0,T ;L2(Ω))

Jε(Q), (20)

where the regional gradient quadratic cost Jε is defined by

Jε(Q) =
1

2

∥∥∥χω∇z(T )− zd
∥∥∥2

(L2(ω))n
+
ε

2

∫
Θ

∥∥∥Q(x, t)
∥∥∥2

IRn
dxdt

=
1

2

n∑
i=1

∥∥∥χ̃ω ∂z(T )

∂xi
− zdi

∥∥∥2

(L2(ω))
+
ε

2

∫
Θ

∥∥∥Q(x, t)
∥∥∥2

IRn
dxdt.

(21)

Next, we consider the family of optimality systems
−∂pi
∂t

= −∆2pi −Q∗ε(x, t)∇pi, Θ,

pi(x, T ) = (
∂z(T )

∂xi
− χ̃∗ωzdi ), Ω,

pi(x, t) =
∂pi(x, t)

∂ν
= 0, Σ.

(22)

Lemma 4.1 If Qε ∈ L2(0, T ;L2(Ω)) is the optimal control solution of (20), pi is the
solution of (22), and ψ is the solution of (7), we have

lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

=

n∑
i=1

∫
Ω

χ̃∗ωχ̃ω

[∫ T

0

∂pi
∂t

∂ψ(x, t)

∂xi
dt+

∫ T

0

pi
∂

∂xi
(
∂ψ

∂t
)dt

]
dx

+

∫
Ω

∫ T

0

εhQεdtdx.

(23)

Proof. The quadratic cost Jε(Qε) defined by (3), can be written in the following
form:

Jε(Qε) =
1

2

n∑
i=1

∫
ω

(χ̃
ω

∂z

∂xi
− zdi )2dx+

ε

2

∫
Ω

∫ T

0

Q2
ε(t)dtdx. (24)

Let zβ = z(Qε + βh) and z = z(Qε), using (24), we have

lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

= lim
β−→0

n∑
i=1

1

2

∫
ω

(χ̃ω
∂zβ
∂xi
− zdi )2 − (χ̃ω

∂z

∂xi
− zdi )2

β
dx

+ lim
β−→0

ε

2

∫
Ω

∫ T

0

(Qε + βh)2 −Q2
ε

β
dtdx.

(25)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 20 (3) (2020) 316–326 323

Consequently,

lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

= lim
β−→0

n∑
i=1

1

2

∫
ω

χ̃ω

(
∂zβ
∂xi
− ∂z

∂xi
)

β
(χ̃ω

∂zβ
∂xi

+ χ̃ω
∂z

∂xi
− 2zdi )dx

+
1

2

∫
Ω

∫ T

0

(2εhQε + βεh2)dtdx

=

n∑
i=1

∫
ω

χ̃ω
∂ψ(x, T )

∂xi
χ̃ω(

∂z(x, T )

∂xi
− χ̃∗ωzdi )dx+

∫
Ω

∫ T

0

εhQεdtdx

=

n∑
i=1

∫
ω

χ̃ω
∂ψ(x, T )

∂xi
χ̃ωpi(x, T )dx+ ε

∫
Ω

∫ T

0

hQεdtdx.

(26)

From (10) and (26), we deduce that

lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

=

n∑
i=1

∫
Ω

χ̃∗ωχ̃ω

[∫ T

0

∂pi
∂t

∂ψ(x, t)

∂xi
dt+

∫ T

0

pi
∂

∂xi
(
∂ψ

∂t
)dt

]
dx

+

∫
Ω

∫ T

0

εhQεdtdx.

(27)

Theorem 4.1 Let Qε ∈ L2(0, T ;L2(Ω)) and zε = z(Qε) be the associated state solu-
tion of (1), we have

Qε(t) =
−1

ε

n∑
i=1

χ̃ω
∂z(x, t)

∂xi
χ̃ωpi(t) (28)

is a solution of the problem (20).

Proof. Choose h ∈ L∞(0, T, L2(Ω)) with Qε + βh ∈ L2(0, T ;L2(Ω)) for β > 0 . The
critical point of Jε is Qε, we have

0 ≤ lim
β−→0

Jε(Qε + βh)− Jε(Qε)
β

. (29)
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Using Lemma (4.1) and replacing
∂ψ

∂t
in the system (7), we have

0 ≤ lim
β−→0

Qε(zε + βh)−Qε(zε)
β

=

n∑
i=1

∫
Ω

χ̃∗ωχ̃ω

[∫ T

0

∂ψ

∂xi

∂pi
∂t

dt

]
dx

+

n∑
i=1

∫
Ω

χ̃∗ωχ̃ω

[∫ T

0

(−∆2 ∂ψ

∂xi
+Qε(t)∇

∂ψ

∂xi
+

∂

∂xi
(h(t)∇z))pidt

]
dx

+

∫
Ω

∫ T

0

εhQεdtdx.

(30)

Using (22), we obtain

0 ≤
n∑
i=1

∫
Ω

χ̃∗ωχ̃ω

[∫ T

0

∂ψ

∂xi
(
∂pi
∂t
−∆2pi −Q(t)∇pi)dt+

∂

∂xi
(h(t)∇z)pidt

]
dx

+

∫
Ω

∫ T

0

εhQεdtdx.

=

n∑
i=1

∫
Ω

χ̃∗ωχ̃ω

∫ T

0

(h(t)∇z)∂pi
∂xi

dtdt+

∫
Ω

∫ T

0

εhQεdtdx

=

∫
Ω

∫ T

0

h(t)

[
∇zχ̃∗ωχ̃ω

n∑
i=1

∂pi
∂xi

+ εhQε

]
dtdx.

(31)
We deduce the characterization

Qε(t) =
−1

ε
(χ̃ω∇z)(χ̃ωDiv(p)). (32)

5 Numerical Approach

We choose the following one dimensional equation:
∂z

∂t
+
∂2z

∂x2
= Q(t)

∂z

∂x
, [0, 1],

z(x, 0) = z0(x), [0, 1],
z = 0, at x = 0, 1.

(33)

Such transport equation may describe the concentration of a contaminant in a convective-

diffusive problem, see [6]. The optimal control Qn is calculated by choosing ε =
1

n
and

{
Qn+1(t) = −n(χ̃ω∇zn)(χ̃ωDiv(pn)),
Q0 = 0,

(34)
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where pn is the output of
∂pn(x, t)

∂t
=
∂2pn(x, t)

∂x2
+Qn(t)

∂pn
∂x

(x, t), [0, 1],

pn(x, T ) = (
∂zQ(T )

∂x
− χ̃∗ωzd(x)), [0, 1],

p = 0, at x = 0, 1.

(35)

The optimal control (34) is a bounded sequence deduced from Theorem 4.1, which allows
us to establish the following algorithm:

Step 1 : Initializing of the considered problem

Time T .
Desired function zd.
Error ε.
Subregion ω.

Step 2 : While ‖ Qn+1 −Qn ‖≤ ε

Find zn and
∂zn
∂x

(T ) solution of (33).

Find pn(t) solution of (35).
Find the control Qn+1 by (34).

Step 3 : The solution of the problem (20) is Qn verifying ‖ Qn+1 −Qn ‖≤ ε.

6 Open Problems

The coupled systems are a very important class of bilinear systems. One of the important
applications of such systems are the predator-prey models, which are a couple of nonlinear
differential equations used to describe the interaction between two species, one as a
predator and the other as a prey. Consider the following important regional control
problem of the predator-prey system:

min
Q ∈L2(0,T ;L2(Ω))

Jε(Q). (36)

The cost Jε is defined for ε > 0 by

Jε(Q) =
1

2

∥∥∥χ̃ωy(T )− χ̃ωz(T )
∥∥∥2

L2(ω)
+
ε

2

∥∥∥Q(x, t)
∥∥∥2

L2(0,T ;L2(Ω))
(37)

and constrained by the model

∂y

∂t
= ∆2y −Q(x, t)

∂z

∂x
, Θ,

∂z

∂t
= ∆2z −Q(x, t)

∂y

∂x
, Θ,

y(x, 0) = y0(x), z(x, 0) = z0(x), Ω.
y = z = 0, Σ.

(38)

This important problem of regional optimal control is still under consideration.
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7 Conclusion

This work proposes a solution for the gradient optimal control problem governed by an in-
finite dimensional bilinear system. The approach gives a respond to many open nonlinear
problems, for example, the control problems governed by bilinear coupled systems.

References

[1] S. A. Alharbi, A. S. Rambely and A. O. Almatroud. Dynamic Modelling of Boosting the
Immune System and Its Functions by Vitamins intervention. Nonlinear Dynamics and Sys-
tems Theory 19 (2) (2019) 263–273.

[2] J. Ball, J.E. Marsden, and M. Slemrod. Controllability for Distributed Bilinear systems.
SIAM J. on Control and Opt. 40 (1982) 575–597.

[3] S. Bichiou, M.K. Bouafoura and N. B. Braiek. A Piecewise Orthogonal Functions-Based
Approach for Minimum Time Control of Dynamical Systems. Nonlinear Dynamics and
Systems Theory 19 (2019) 274–288.

[4] M. E. Bradly, S. Lenhart and J. Yong. Bilinear Optimal control of the Velocity term in a
Kirchhoff plate equation J. of Mathematical Analysis and Applications 238 (1999) 451–467.

[5] A. El Jai, A.J. Pritchard, M. C. Simon and E. Zerrik. Regional controllability of distributed
systems. International Journal of Control 62 (1995) 1351–1365.

[6] S. Lenhart. Optimal control of a convective-diffusive fluid problem. Math. Models Method
Appl. Sci. 5 (1995) 225–237.

[7] S.A. Ould Beinane, A. Kamal and A. Boutoulout. Regional Gradient controllability of semi-
linear parabolic systems. International Review of Automatic Control (I.RE.A.CO) 6 (2013)
641–653.

[8] M. Ould Sidi. Variational necessary conditions for optimal control problems. Journal of
Mathematics and Computer Science 21(3) (2020) 186–191.

[9] A. Pazy. Semigroups of Linear Operators and Applications to Partial Differential Equations.
Springer-Verlag, New-York, 1983.

[10] E. Zerrik and M. Ould Sidi. Regional controllability of linear and semi linear hyperbolic
systems. Int. Journal of Math. Analysis 4 (2010) 2167–2198.

[11] E. Zerrik and M. Ould Sidi. An output controllability of bilinear distributed system. Inter-
national Review of Automatic Control 3 (2010) 466–473.

[12] E. Zerrik and M. Ould Sidi. Regional Controllability for Infinite Dimensional Distributed
Bilinear Systems. Int. Journal of control 84 (2011) 2108–2116.

[13] E. Zerrik and M. Ould Sidi. Constrained regional control problem for distributed bilinear
systems. IET Cont. Theory. Appl. 7 (2013) 1914–1921.

[14] R. Zine and M. Ould Sidi. Regional optimal control problem with minimum energy for a
class of bilinear distributed systems. IMA J. Math. Control Info. 35 (2018) 1187–1199.

[15] R. Zine and M. Ould Sidi. Regional optimal control problem governed by distributed bilinear
hyperbolic systems. International Journal of Control, Automation and Systems 16 (2018)
1060–1069.

[16] R. Zine. Optimal control for a class of bilinear hyperbolic distributed systems. Far East
Journal of Mathematical Sciences 102 (2017) 1761–1775.



Nonlinear Dynamics and Systems Theory, 20 (3) (2020) 327–332

Absolutely Unstable Differential Equations with

Aftereffect

V.Yu. Slyusarchuk ∗

Department of Mathematics, National University of Water and Environmental Engineering,
11, Soborna Str., Rivne, 33028, Ukraine

Received: March 31, 2019; Revised: May 27, 2020

Abstract: For differential equations with a finite number of delays in a finite-
dimensional Banach space, the conditions for the instability of the zero solution are
obtained at arbitrary constant delays.

Keywords: differential-difference equations; absolutely unstable solutions; estimates
of the spectra of operator functions.

Mathematics Subject Classification (2010): 34K06, 34K20, 34K40, 47A10.

1 Introduction

A significant part of publications on the theory of oscillations deal with the stability of
solutions of evolution equations (see [1]– [5]) and, in particular, the absolute stability of
solutions of differential-difference equations (see [6], [7]– [11]). However, for such equa-
tions the instability of solutions is no less important. For example, stable evolutionary
processes occurring in complex dynamic systems are possible due to the instability of
some components of these systems [12]. The coexistence of stability and instability in
nonlinear dynamical systems is their characteristic property.

It is natural to pay attention to the study of the absolute instability of solutions of
differential equations with aftereffect. For the study of such equations see [10], [13]– [15].

In [13], sufficient conditions are obtained for the absolute instability of the zero solu-
tion of a nonlinear differential-difference equation

dx(t)

dt
= Ax(t) +G(t, x(t−∆))
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in a Banach space using the essentially approximative spectrum of the operator A. In [10]
and [14], necessary and sufficient conditions for the absolute instability of zero solutions
to linear scalar differential-difference equations of delay and neutral types and sufficient
conditions for absolute instability of solutions to systems of linear differential-difference
equations of delay type are obtained. In [15], necessary and sufficient conditions are
established for the absolute instability of zero solutions of linear differential-difference
equations with self-adjoint operator coefficients and an infinite number of deviations of
the argument.

Examples of absolutely stable and absolutely unstable systems are given in [8] and
[10].

Let E be a finite-dimensional Banach space over a field C with a norm ‖ · ‖E and
L(E,E) be a Banach algebra of linear continuous operators A : E → E with a unit
operator I and a norm ‖A‖L(E,E) = sup‖x‖E=1 ‖Ax‖E .

Consider the equations

dx(t)

dt
= A0x(t) +

n∑
k=1

Akx(t−∆k), t ≥ 0, (1)

and

dx(t)

dt
= A0x(t) +

n∑
k=1

Akx(t−∆k) + F (t, x(t), x(t−∆1), . . . , x(t−∆n)), t ≥ 0, (2)

where n ∈ N, A0, A1, . . . An are the elements of the algebra L(E,E), ∆1, . . . ,∆n are
non-negative numbers, and F : [0,+∞)× En+1 → E is a continuous mapping for which
F (t, 0, 0, . . . , 0) = 0 for all t ≥ 0.

The purpose of this paper is to find the conditions for the instability of zero solutions
of equations (1) and (2) for arbitrary ∆1 ≥ 0, . . . ,∆n ≥ 0. In this case, the zero solutions
of equations (1) and (2) will be called absolutely unstable.

2 Preliminaries

We will use the following sets:

C+ = {z ∈ C : Re z > 0},

C− = {z ∈ C : Re z < 0},

C0 = {z ∈ C : Re z = 0},

Cγ = {z ∈ C : Re z = γ},

C(γ1,γ2) = {z ∈ C : Re z ∈ (γ1, γ2)},

C[γ1,γ2] = {z ∈ C : Re z ∈ [γ1, γ2]},

iC+ = {iz : z ∈ C+},

−iC+ = {−iz : z ∈ C+},

Kn = {z = (z1, . . . , zn) ∈ Cn : |zl| ≤ 1, l = 1, n}

and
Tn = {z = (z1, . . . , zn) ∈ Cn : |zl| = 1, l = 1, n}.
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where Re z is the real part of the number z ∈ C, i is the imaginary unit, γ, γ1, γ2 ∈ R
and γ1 < γ2.

We denote by σ(A) the spectrum of the operator A ∈ L(E,E), and by coG, intG
and ∂ G the convex hull, the interior, and the boundary of the set G, respectively.

In the sequel the following two theorems on the properties of the spectrum of values
of operator functions are of importance as well as the theorem on the instability of the
zero solution of equation (2) in the first approximation.

Theorem 2.1 Let a function X(z) = X(z1, . . . , zn) with values in L(E,E) be con-
tinuous with respect to z = (z1, . . . , zn) on Ω = Ω1×, . . . ,×Ωn, where Ω1, . . . ,Ωn are
bounded closed subsets of the set C, and holomorphic for each variable zk on int Ωk,
i = 1, n, for arbitrary zl ∈ Ωl, l ∈ {1, . . . , n} \ {k}.

Then, co
⋃
z∈Ω σ(X(z)) = co

⋃
z∈Q σ(X(z)), where Q = ∂ Ω1×, . . . ,×∂ Ωn.

Note that the statement of Theorem 2.1 is correct if the Banach algebra L(E,E) is
replaced by an arbitrary Banach algebra with unit [16]. This statement is a generalization
of the maximum principle of module [17].

Theorem 2.2 Let the following conditions be satisfied:
(1) Y (z) is a continuous function on C[γ1,γ2] with values in L(E,E);
(2) σ(Y (z)) ⊂ C+ for all z ∈ Cγ1 ;
(3) σ(Y (z)) ⊂ C− for all z ∈ Cγ2 ;
(4) for the set

N(y) = {x+ yi : x ∈ (γ1, γ2), σ(Y (x+ yi)) ∩ C0 6= ∅}, y ∈ R, (3)

the relations

N(y1) ⊂ iC+ (4)

and

N(y2) ⊂ −iC+ (5)

are satisfied for some numbers y1 > 0 and y2 < 0.
Then there is a point z0 ∈ C(γ1,γ2) for which 0 ∈ σ(Y (z0)).

Proof. The spectrum σ(Y (z)) will be considered as a function defined on the set
C[γ1,γ2] with values in the set of non-empty compact subsets of the set C[γ1,γ2] using
the Hausdorff distance between two sets [18]. By virtue of the first condition of the
theorem and the finite dimension of the space E, this function is continuous on the set
C[γ1,γ2] [19]. Also, this function is bounded and uniformly continuous on each compact
subset of C[γ1,γ2]. Therefore, by the second and third conditions of the theorem, the set
N(y) is a non-empty and compact set for each y ∈ R.

According to (3), each point x+ yi ∈ N(y) corresponds to a set

M(x+ yi) ⊂ σ(Y (x+ yi)) ∩ C0

containing at least one element. Consider the set

N∗(y) =
⋃

x+yi∈N(y)

M(x+ yi).
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Due to the uniform continuity of σ(Y (x+ yi)) on

C[γ1,γ2] ∩ {z ∈ C : |Im z| ≤ max{y1, |y2|}},

the set N∗(y) continuously depends on y on [y2, y1]. Considering that by virtue of (4)
and (5)

N∗(y1) ⊂ iC+

and
N∗(y2) ⊂ −iC+,

we conclude that 0 ∈ N∗(y0) for some y0 ∈ (y2, y1). Then 0 ∈ σ(Y (x0 + y0i)) for some
x0 ∈ (γ1, γ2).

Theorem 2.2 is proven. 2

It is obvious that Theorem 2.2 is a generalization of the first Bolzano-Cauchy theorem.
Denote by B[0, r] the closed ball {x ∈ E : ‖x‖E ≤ r}.

Theorem 2.3 Suppose that

(1)
{
p ∈ C+ : 0 ∈ σ

(
− pI +A0 +

n∑
k=1

e−p∆kAk

)}
6= ∅;

(2) there are numbers r > 0 and N > 0 such that the relation

sup
t≥0
‖F (t, x1, x2, . . . , xn+1)− F (t, y1, y2, . . . , yn+1)‖E ≤ N max

l=1,n+1
‖xl − yl‖E

for all xl, yl ∈ B[0, r], l = 1, n+ 1, is satisfied;
(3) there are numbers r > 0, b > 0 and µ > 0 such that the relation

sup
t≥0
‖F (t, x1, x2, . . . , xn+1)‖E ≤ b max

l=1,n+1
‖xl‖1+µ

E ,

for all xl ∈ B[0, r], l = 1, n+ 1, is satisfied.
Then the zero solution of equation (2) is unstable.

Note that the substantiation of Theorems 2.1 and 2.3 is given in papers [16] and [6],
respectively.

3 Main Results

Theorem 3.1 Suppose that

⋃
z∈Tn

σ
(
A0 +

n∑
l=1

zlAl

)
⊂ C+. (6)

Then the zero solution of equation (1) is absolutely unstable.

Proof. We fix arbitrary ∆1 ≥ 0, . . . ,∆n ≥ 0. Consider the characteristic function
χ : C→ L(E,E), which corresponds to equation (1) and is determined by the equality

χ(p) = −pI +A0 +

n∑
k=1

e−p∆kAk.
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Theorem 2.2 is applicable to this function in the case of γ1 = 0 and γ2 =

2
n∑
l=0

‖Al‖L(E,E). Indeed, the function χ(p), as defined, is continuous in C[0,γ2]. Because

of (6) and Theorem 2.1 ⋃
z∈Kn

σ
(
A0 +

n∑
l=1

zlAl

)
⊂ C+.

Therefore, for all p ∈ C[0,γ2]

σ
(
A0 +

n∑
k=1

e−p∆kAk

)
⊂ C+.

Consequently, according to the Dunford theorem on the spectrum mapping of the oper-
ator, [20] σ(χ(p)) ⊂ C+ for all p ∈ C0 and σ(χ(p)) ⊂ C− for all p ∈ Cγ2 . Also, according
to the Dunford theorem, the set N(y) = {x+ yi : x ∈ (0, γ2), σ(χ(x+ yi))∩C0 6= ∅} for
y1 = γ2 and y2 = −γ2 satisfies relations (4) and (5).

Thus, for the function χ(p), the conditions of Theorem 2.2 are satisfied.
Consequently, by Theorem 2.2, there is a p0 ∈ C(0,γ2) for which 0 ∈ σ(χ(p0)). This

means that for some normalized vector a ∈ E, the vector function x(t) = ep0ta is a
solution of equation (1). By virtue of the linearity of equation (1) for each ε > 0,
the function εx(t) is also a solution of this equation. Since Re p0 > 0, we have
limt→+∞ ‖x(t)‖E = +∞. Therefore, the zero solution of equation (1) is unstable. From
the arbitrariness of the choice of ∆1 ≥ 0, . . . ,∆n ≥ 0, it follows that the zero solution of
equation (1) is absolutely unstable.

Theorem 3.1 is proven. 2

Theorem 3.2 Suppose that
(1) the relation (6) is satisfied;
(2) the second and third conditions of Theorem 2.3 are satisfied.
Then the zero solution of equation (2) is absolutely unstable.

Proof. Fix arbitrary ∆1 ≥ 0, . . . ,∆n ≥ 0. By virtue of the first condition of
the theorem and the proof of Theorem 3.1, the first condition of the Theorem 2.3 is
satisfied. Therefore, because of Theorem 2.3 and the second condition of Theorem 3.2,
the zero solution of equation (2) is unstable. Due to the arbitrariness of the choice of
∆1 ≥ 0, . . . ,∆n ≥ 0, this solution is absolutely unstable.

Theorem 3.2 is proven. 2

Corollary 3.1 If σ(A0) ⊂ C+ and the value of
n∑
l=1

‖Al‖L(E,E) is sufficiently small,

then the zero solutions of equations (1) and (2) are absolutely unstable.
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1 Introduction

The restricted three-body problem with many perturbing forces, like oblateness, radia-
tion forces of the primaries, Coriolis and centrifugal forces have been studied by many
scientists and researchers. There are five Lagrangian points in the classical restricted
three-body problem (R3BP), three of them are on the straight line joining the primaries,
called collinear libration points, and two of them set up equilateral triangle with the
primaries. Szebehely [1] has investigated the five libration points. The collinear libration
points L1,2,3 are always unstable in the linear sense for any value of the mass parameter µ,
whereas the triangular libration points L4,5 are stable if µ < µc = 0.03852. Kunitsyn and
Perezhogin [2], Kumar and Choudhry [3], Abouelmagd [4], and Singh and Emmanuel [5]
have studied the stability properties of the equilibrium points in the photogravitational
R3BP. Zotos [6] has studied numerically the case of the planar circular photogravitational
R3BP where the more massive primary is an emitter of radiation. He has found that
the radiation pressure factor has a huge impact on the character of orbits. Srivastava
et al. [7] have introduced the Kustaanheimo-Stiefel (KS)-transformation to reduce the
order of singularities arising due to the motion of an infinitesimal body in the vicinity
of the smaller primary in the R3BP when the bigger primary is a source of radiation
and the smaller one is an oblate spheroid. They have found that the KS-regularization
reduces the order of the pole from five to three at the point of singularity of the governing
equations of motion. Correa et al. [8] introduced two models of the restricted three-body
and four-body problems. They have investigated the transfer orbits from a parking or-
bit around the Earth to the halo orbit in both the dynamical models. Also, they have
compared the total velocity increment to both the models. Prado [9] has worked on the
space trajectories in the circular restricted three-body problem. Further, he assumed
that the spacecraft moves under the gravitational forces of two massive bodies which
are in circular orbits. He also investigated the orbits which can be used to transfer a
spacecraft from one body back to the same body or to transfer a spacecraft from one
body to the respective Lagrangian points L4 and L5.

The Lagrangian points are only five positions in space where the small object if placed
there, would maintain its position relative to the two massive bodied. If, however, the ob-
ject is equipped with a suitable propulsion system, capable of balancing the gravitational
pull of the two massive bodies, other equilibrium points can be generated allowing the
third body to be stationary with respect to the first two bodies. According to Dusek [10]
these new points are usually known as the Artificial Equilibrium Points(AEPs). Recently,
low-thrust propulsion systems such as the solar sail and the electric propulsion systems
are being developed not only for controlling satellite orbit, but also as main engines for
interplanetary transfer orbits. These low-thrust propulsion systems are able to provide
continuous control acceleration to the spacecraft and thus increase mission design flex-
ibility. Describing the locations and investigating the stability conditions of the AEPs
have been made by many authors. In particular, Farquhar [11] has studied the concept of
telecommunication systems using the Lagrange points and investigated ballistic periodic
orbits about these points in the Earth-Moon system. Simmons et al. [12] and Broschart
and Scheeres [13] have studied the stability of equilibrium points with continuous control
acceleration. Scheeres et al. [14] have analyzed a control law which stabilizes unstable pe-
riodic halo orbits about an Earth-Sun libration point with continuous acceleration taking
hills problem and discussed applications to the spacecraft formation flight. Thereafter,
many authors have been worked on the solar sails, see Morimoto et al. [15, 16], Baig and
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McInnes [17], Bombardelli and Pelaez [18]. They have studied the stability of the artificial
equilibrium points in the circular restricted three-body problem. Also, they have investi-
gated the equilibrium points for hybrid low-thrust propulsion system. Bu et al. [19] have
investigated the positions and dynamical characteristic of the AEPs in a binary asteroid
system with continuous low-thrust. They have found the stable regions of the AEPs by a
parametric analysis and studied the effect of the mass ratio and ellipsoid parameters on
the stable region. Further, they have analyzed the effect of the continuous low-thrust on
the feasible region of motion by ZVCs. More recently, Sushil et al. [20] have been studied
the existence and stability of equilibrium points in the restricted three-body problem
with a geo-centric satellite including the Earth’s equatorial ellipticity.

In the present paper, we have studied the effect of radiation pressure of the bigger
primary on the motion of the spacecraft. This paper is an extension of the work of
Morimoto et al. [15]. This paper is organized as follows. In Section 2, we have derived
the equations of motion of the spacecraft. In Section 3, we have found the locations of
the AEPs. In Section 4, we have found the stability conditions and stable regions. In
Section 5, we have drawn the zero velocity curves. Finally, in Section 6, we have concluded
the results obtained.

Figure 1: Configuration of the problem.

2 Equation of Motion

Let two celestial bodies of masses m1 and m2 (m1 > m2) be the primaries moving with
angular velocity ω in circular orbits about their center of mass O taken as the origin,
and let the infinitesimal body (a spacecraft) of mass m3 is moving in the plane of motion
of m1 and m2. The motion of the spacecraft is affected by the motion of m1 and m2 but
without affecting their motion. In this problem, we assume that the bigger primary is a
source of radiation and the smaller one is a point mass. The line joining the primaries
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m1 and m2 is taken as the X-axis, the line which passes through O and is perpendicular
to the X-axis and lying in the plane of motion of m1 and m2 is considered as the Y -axis,
and the line which passes through the origin and is perpendicular to the plane of motion
of the primaries is taken as the Z-axis. We have taken the synodic system of coordinates
O (xyz), initially coincident with the inertial system of coordinates O (XY Z), rotating
with the angular velocity ω about the z-axis (the z-axis is coincident with the Z-axis).
A complete diagram of the formulated problem is shown in Figure 1. Let the primaries
of masses m1 and m2 be located at P1 (−µ, 0, 0) and P2 (1 − µ, 0, 0), respectively, and
the spacecraft is located at the point P3 (x, y, z) (see Fig. 1). The angular velocity of the

primaries is given by the relation ω =
√

G(m1+m2)
l3 , where l is the distance between the

primaries, and G is the gravitational constant. We scale the units by taking the sum
of the masses and the distance between the primaries both equal to unity. Therefore,
m1 = 1− µ, m2 = µ, µ = m2

m1+m2
and µ ∈ (0, 0.5] with m1 +m2 = 1. The scale of time

is chosen so that the gravitational constant is unity and thus, the angular velocity of the
primaries is one. The equation of motion of the spacecraft in vector form is expressed as

d2r

dt2
+ 2ω × dr

dt
= a −∇Ω = F, (1)

where Ω is the effective potential of the system that combines the gravitational potential
and the potential from the centripetal acceleration, and which is given by

Ω = −n
2

2
(x2 + y2)− q (1− µ)

r1
− µ

r2
,

and

F = the total force acting on m3

= F1 + F2,

F1 = the gravitational force exerted on m3 due

to m1 along P3P1,

F2 = the gravitational force exerted on m3 due

to m2 along P3P2.

The vector a = (ax, ay, az) is the low-thrust acceleration and r = (x, y, z)T is the
position vector of the spacecraft. Thus, the equations of motion of the spacecraft with
continuous low-thrust in the dimensionless co-ordinate system can be written as

ẍ− 2nẏ = −Ωx + ax = −Ω∗x,

ÿ + 2nẋ = −Ωy + ay = −Ω∗y,

z̈ = −Ωz + az = −Ω∗z,

 (2)

where
Ω∗ is the potential of the system with continuous low-thrust that can be written as
Ω∗ = Ω− a .r = Ω− axx− ayy − azz,

= −n
2

2
(x2 + y2)− q (1− µ)

r1
− µ

r2
− axx− ayy − azz,
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where

r1 =

√
(x+ µ)

2
+ y2 + z2, r2 =

√
(x+ µ− 1)

2
+ y2 + z2,

and
q = 1− Fp

Fg
= 1− p,

q=the radiation parameter,
p=the radiation pressure,
Fg= the gravitational attraction force due to the bigger primary m1,
Fp= the radiation pressure due to bigger primary m1,
n is the mean motion of the primaries whose value is one in this problem. The magnitude
of control acceleration is given by
a =

√
ax2 + ay2 + az2.

3 The Locations of Artificial Equilibrium Points

The AEPs are the solutions of the equations Ω∗x = 0, Ω∗y = 0, Ω∗z = 0. In order to find
the AEPs of the system, take the velocity and acceleration of the system equal to 0,
i.e., ẋ = ẏ = ż = 0, ẍ = ÿ = z̈ = 0. The AEPs denoted by (x0, y0, z0) are the solution
of the equations given by

−x0 +
q (1− µ)

r31
(x0 + µ) +

µ

r32
(x0 − µ1 − 1)− ax = 0,

−y0 +
q (1− µ)

r31
y0 +

µ

r32
y0 − ay = 0,

q (1− µ)

r31
z0 +

µ

r32
z0 − az = 0.


(3)

The AEPs which lie on the x-axis are called collinear and are obtained from Eqs. (3)
by taking y = z = 0. The AEPs which lie in the xy-plane but not on the x-axis are called
non-collinear. We have obtained five AEPs denoted by L1, L2, L3, L4 and L5 for given
parameters. In Tables 1 and 2, we have presented the numerical values of a few AEPs
for the fixed values of µ = 0.1, q = 0.99 and varying a in the x -direction. From Tables
1 and 2, we have observed that there exist three collinear and two non-collinear AEPs.

The locations of the collinear and non-collinear AEPs are shown in Fig. 2 for the
different values of the radiation parameter q(0 < q < 1) and low-thrust acceleration
a = (ax, 0, 0). From Fig. 2 (a), we have observed that when a = (ax, 0, 0) is increasing,
the AEPs L1, L2 and L3 have almost negligible movement, the AEPs L4 and L5 move
towards the y-axis, and we have noticed that the non-collinear AEPs L4 and L5 are
symmetric about the x-axis. From Fig. 2 (b), we have observed that when q is increasing,
all the AEPs are going away from the primary m1 and the AEPs L4 and L5 are symmetric
about the x-axis. We have also observed that the AEPs are the new positions of the
equilibrium points with the effect of the continuous low-thrust a and radiation parameter
q, these points are different from the natural libration points.



338 MD. SANAM SURAJ, AMIT MITTAL and KRISHAN PAL

(a) (b)

Figure 2: The locations of the five AEPs in the low-thrust R3BP with the effect of ra-
diation pressure for µ = 0.1. (a) For q = 0.99 and for a = (0.0001, 0, 0) (black, red),
(0.015, 0, 0) (black, green), (0.03, 0, 0) (black, magenta), (0.045, 0, 0) (black, orange). (b) For
a = (0.015, 0, 0) and for q = 0.25 (black, red), 0.50 (black, green), 0.75 (black, magenta),
0.99 (black, orange).

µ = 0.1
q = 0.99

a L1 L2 L3 L4, 5

a = 0.0001 (0.607756, 0) (1.25887, 0) (-1.03844, 0) (0.396291,± 0.864259)
a = 0.0150 (0.606693, 0) (1.25643, 0) (-1.04315, 0) (0.334002, ±0.891111)
a = 0.0300 (0.605617, 0) (1.25400, 0) (-1.04793, 0) (0.251705, ±0.920949)
a = 0.0450 (0.604536, 0) (1.25161, 0) (-1.05276, 0) (0.135929, ±0.951772)

Table 1: The AEPs in the xy-plane when a is varying in the x-direction.

µ = 0.1
a = 0.015

q L1 L2 L3 L4, 5

q = 0.25 (0.413878, 0) (1.20345, 0) (-0.693390, 0) (0.039034, ±0.610877)
q = 0.50 (0.513221, 0) (1.21998, 0) (-0.849261, 0) (0.154312, ±0.747250)
q = 0.75 (0.570035, 0) (1.23791, 0) (-0.958911, 0) (0.251001, ±0.832607)
q = 0.99 (0.606693, 0) (1.25643, 0) (-1.043150, 0) (0.334002, ±0.891111)

Table 2: The AEPs in the xy-plane when q is varying and a = (0.015, 0, 0).

4 Stability Analysis and Stable Regions

To establish the spacecraft at a non-equilibrium point, a continuous low-thrust is provided
to the spacecraft. Now, give the small displacement to (x0, y0, z0) as x = x0 + δx, y =
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y0 + δy, z = z0 + δz, (δx, δy, δz << 1). Using the above displacements, the linearized
equations of motion (according to Morimoto et al. [16]) corresponding to Eqs. (2) are
given by

δ̈x − 2nδ̇y = Ω0
xxδx + Ω0

xyδy + Ω0
xzδz,

δ̈y + 2nδ̇x = Ω0
yxδx + Ω0

yyδy + Ω0
yzδz,

δ̈z = Ω0
zxδx + Ω0

zyδy + Ω0
zzδz,

 (4)

where the superscript “ 0 ” overhead in Eqs. (4) indicates that the values are to be cal-
culated at the AEP (x0, y0, z0) under consideration. The characteristic root λ satisfies
the given characteristic equation

λ6 + (Ω0
xx + Ω0

yy + Ω0
zz + 4)λ4 + (Ω0

xxΩ0
yy + Ω0

xxΩ0
zz + Ω0

yyΩ0
zz − (Ω0

xy)2

−(Ω0
xz)2 − (Ω0

yz)2 + 4Ω0
zz)λ2 + Ω0

xxΩ0
yyΩ0

zz + 2 Ω0
xyΩ0

xzΩ0
yz − (Ω0

xy)2Ω0
zz

−(Ω0
xz)2Ω0

yy − (Ω0
yz)2Ω0

xx = 0.

 (5)

If k = λ2, we obtain

k3 + (Ω0
xx + Ω0

yy + Ω0
zz + 4) k2 + (Ω0

xxΩ0
yy + Ω0

xxΩ0
zz + Ω0

yyΩ0
zz − (Ω0

xy)2

−(Ω0
xz)2 − (Ω0

yz)2 + 4Ω0
zz) k + Ω0

xxΩ0
yyΩ0

zz + 2 Ω0
xyΩ0

xzΩ0
yz − (Ω0

xy)2Ω0
zz

−(Ω0
xz)2Ω0

yy − (Ω0
yz)2Ω0

xx = 0.

 (6)

The Eqn. (6) is a cubic equation in k that can be written as

k3 + d1k
2 + d2k + d3 = 0, (7)

where

d1 = Ω0
xx + Ω0

yy + Ω0
zz + 4 = 1,

d2 = Ω0
xxΩ0

yy + Ω0
xxΩ0

zz + Ω0
yyΩ0

zz − (Ω0
xy)2 − (Ω0

xz)2 − (Ω0
yz)2 + 4Ω0

zz,

d3 = Ω0
xxΩ0

yyΩ0
zz + 2 Ω0

xyΩ0
xzΩ0

yz − (Ω0
xy)2Ω0

zz − (Ω0
xz)2Ω0

yy − (Ω0
yz)2Ω0

xx.

Now, we determine the linear stability of the AEPs by finding the characteristic roots
of Eqn. (7). We know that all the characteristic roots of a cubic equation are either real
numbers or one of them is a real number and the other characteristic roots are imaginary
numbers. According to the stability theory, a necessary and sufficient condition for an
AEP to be linearly stable is that all the characteristic roots of Eqn. (5) lie in the left-hand
side of the λ-plane (i.e.,λ ≤ 0). If one or more characteristic roots of Eqn. (5) lie in the
right-hand side of the λ-plane, then the AEP is always unstable. If all the characteristic
roots of Eqn. (5) lie to the left-hand side of the λ-plane, then Eqn. (7) must have three
real and negative roots. The resulting linear stability conditions according to Morimoto
et al. [16] and Descarte’s sign rule often are D ≥ 0, d2 > 0 and d3 > 0, where D is the
discriminant of the cubic Eqn. (7) and is given by

D =
1

4

(
d3 +

16− 18 d2
27

)2

+
1

27

(
d2 −

4

3

)3

. (8)
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Finally, it is concluded that the system of AEPs is linearly stable when D ≥ 0, d2 > 0
and d3 > 0.

Further, we have plotted the stability regions in the x − y, x − z and y − z-planes
as shown in Fig. 3. The gray areas in Figs. 3 indicate the stability regions of the AEPs
satisfying the stability conditions D ≥ 0, d2 > 0 and d3 > 0. From Fig. 3 (a, b), we have
observed that the stability regions reduce around m2 and expand around m1 for the
increasing values of radiation parameter q (0 < q < 1). Further, from Fig. 3 (c, d, e, f),
we have observed that the stability regions increase around both the primaries m1 and
m2 for the increasing values of radiation parameter q (0 < q < 1).

5 Zero Velocity Curves

The Jacobian integral of the equations of motion in the classical system is defined as

C = 2Ω + (ẋ2 + ẏ2 + ż2). (9)

The Jacobian integral of the equations of motion with the continuous low-thrust is defined
as

C ′ = 2Ω∗ + (ẋ2 + ẏ2 + ż2). (10)

We have plotted the ZVCs by taking ẋ = ẏ = ż = 0. The white domains correspond to
the Hills region, and the cyan color indicates the forbidden regions, while the thick black
lines show the ZVCs. In these ZVCs, the black dots indicate the positions of the AEPs,
while the blue dots indicate the positions of two primaries.

In Figs. 4, we have plotted the ZVCs for the fixed values of µ = 0.1, q = 0.99,
C ′ = −3.57174 and for different values of low-thrust acceleration a . Fig. 4 (a) indicates
the ZVC for the low-thrust acceleration a = (0.0001, 0, 0) and shows that there exists a
circular land (white domains) around both the primaries and the spacecraft is trapped in
these regions, where the motion is possible, and the circular strip (the cyan color) shows
the forbidden region where the motion is not possible. Thus, the spacecraft can move
around both the primaries and can not move from one primary to the other primary.

In Fig. 4 (b), as we have increased the value of the low-thrust acceleration a =
(0.15, 0, 0), it is observed that the spacecraft can freely move in the entire white do-
main. In Fig. 4 (c), there exist a limiting situation for a = (0.245, 0, 0) and a cusp at
L3, it is observed that the spacecraft can freely move in the entire white domain. In
Fig. 4 (d), the curves of zero velocity constitute two branches for a = (0.335, 0, 0). The
first branch contains L4 and the other branch contains L5. Also, the curves split into two
parts at L3 and shrink to the tadpole shaped curves around L4 and L5. Hence, there is
only forbidden region around L4 and L5 in the tadpole shaped region and the spacecraft
is free to move everywhere in the plane.

6 Conclusion

In this paper, we have studied the existence and stability of the AEPs in the low-thrust
R3BP when the bigger primary is a source of radiation and the smaller one is a point mass.
The AEPs are obtained by introducing the continuous low-thrust at the non-equilibrium
points. The positions of these AEPs will depend on the magnitude and directions of
the low-thrust acceleration. We have calculated a few AEPs numerically as shown in
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(a) (b)

(c) (d)

(e) (f)

Figure 3: The stable regions (gray area) in the low-thrust R3BP with the effect of the radiation
pressure q (0 < q < 1) for fixed value of the mass parameter µ = 0.1. (a, b) In the x − y-plane
for q = 0.1, 0.95, respectively; (c, d) In the x − z-plane for q = 0.1, 0.95, respectively; (e, f) In
the y − z-plane for q = 0.1, 0.95, respectively.
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(a) (b)

(c) (d)

Figure 4: The ZVCs in the low-thrust R3BP for the fixed values of µ = 0.1, q = 0.99 and for
different values of the low-thrust acceleration a .
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Tables 1 and 2. From Tables 1 and 2, we have observed that there exist three collinear
and two non-collinear AEPs. It is noticed that the non-collinear AEPs L4 and L5 are
symmetric about the x-axis for the varying low-thrust acceleration in the x-direction.
The movement of the AEPs is shown graphically and displayed in Figs. 2 with the effect
of the radiation and low-thrust parameters. It is found that the radiation parameter has
more impact on the positions of the AEPs. In our case, the positions of the AEPs are
different from those in Morimoto et al. [16], Baig and McInnes [17] and Bu et al. [19] due
to the presence of the radiation parameter q (0 < q < 1) of the bigger primary. But the
positions of these AEPs can be similar to those in the works of Morimoto et al. [16], Baig
and McInnes [17], and Bu et al. [19] when q = 1 and a 6= (0, 0, 0).

Next, the effect of the radiation parameter q (0 < q < 1) is studied on stable regions of
the spacecraft. From Figs. 3 (a, b), we have observed that the stable regions reduce around
the second primary m2 and expand around the first primary m1 for the increasing values
of the radiation parameter q (0 < q < 1) and for a fixed value of the mass parameter
µ = 0.1. Further, from Figs. 3 (c, d, e f), we have observed that the stable regions in
the x− z and y − z-planes increase for the increasing values of the radiation parameter
q (0 < q < 1) and for a fixed value of the mass parameter µ = 0.1. We have observed
that the stability regions are different from those in Morimoto et al. [16] and Bu et al. [19]
when q (0 < q < 1) is effective. When a = (0, 0, 0) and q = 1, the obtained results are in
agreement with those by Szebehely [1]. Furthermore, from Figs. 3, it is also observed that
the AEPs which lie in the stable regions (gray areas) will be linearly stable and otherwise
unstable.

Finally, in Figs. 4, we have drawn the ZVCs. It is concluded that for different values
of the low-thrust acceleration a and for a fixed value of the mass parameter µ = 0.1, we
have different trapped areas in which the spacecraft can freely move. It is clear that the
low-thrust acceleration a has subsequent impact on the regions where the spacecraft can
move.
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Obituary for Nelly Nikitina (1939 – 2020)

On June 27, 2020, a renowned scientist in the field of theoretical mechanics and chaotic
dynamics, doctor of physical and mathematical sciences Nikitina Nelly Vladimirovna died
of chronic heart failure at the age of 81.

She was born on March 5, 1939, in the city of Tambov in the family of a career
military man. In 1962, she graduated from the Saratov Polytechnic Institute, and for
a few years she worked at several engineering enterprises of the former USSR. During
1973 – 1976, she was doing postgraduate studies at the Institute of Mechanics of the
Academy of Sciences of the Ukrainian SSR (currently the S.P. Timoshenko Institute of
Mechanics of the National Academy of Sciences of Ukraine), and in 1977, she defended a
PhD thesis in Physical and Mathematical Sciences (under the supervision of academician
of the Academy of Sciences of the Ukrainian SSR N.A. Kilchevsky).

Since 1983, Nikitina hold an appointment as a senior researcher at the Stability of
Processes Department of the Institute of Mechanics of the NAS of Ukraine. In 2000,
Nikitina defended her habilitational thesis for the degree of Doctor of Science in Physics
and Mathematics (dissertation adviser academician of the NAS of Ukraine A.A. Mar-
tynyuk). From 2001 until the last days of her life, Nikitina worked as a leading researcher
at the Stability of Processes Department of the Institute of Mechanics of the NAS of
Ukraine.

The main scientific areas of her investigations were:
– stability of motion of nonlinear mechanical systems;
– analysis of motion of wheeled transport vehicles;
– analysis of complex vibrations of electromechanical systems under periodic effects;
– dynamic analysis of systems with chaotic behavior of trajectories.
For the time of her scientific activities, Nikitina published over 100 scientific papers
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