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Abstract: In this paper, we considered a class of impulsive fractional differential
equations of order 1 < α ≤ 2, in a Banach space. An associated integral equation
is obtained by using the fractional integral and the cosine or sine family of linear
operators. By using the measure of non-compactness and Mönch’s condition, we prove
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1 Introduction

Controllability is a fundamental concept in the theory of control dynamic systems, which
plays an important role in the investigations and design of various kinds of control dy-
namic processes in finite and infinite dimensional spaces. An extensive study on con-
trollability of various types of differential equations in abstract spaces has been done
by many authors [2, 3, 5–8, 11–13]. In papers [2, 6, 9], the authors proved the results on
controllability for second order control systems. Controllability of damped second order
integrodifferential systems with impulses has been studied by Arthi and Balachandran [6].

The present work has been motivated by the work of Ravichandran and Baleanu [3],
in which a control problem involving non-integer order (Caputo) derivatives is studied by
using the measure of non-compactness and Mönch’s condition. There are only few papers
dealing with the study of controllability for a dynamic system with impulses. Impulse
conditions describe the dynamics of a process in which discontinuous jumps occur. Such
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processes are generally seen in biology, physics and engineering. For earlier works on
impulsive differential equations, we refer the readers to [10, 13, 14] and references cited
in these papers.

In this manuscript, we are concerned with the controllability of the following fractional
impulsive differential equation in a Banach space (Y, ∥ · ∥): CD

αy(t) = Ay(t) + Ew(t) + g(t, y(t), y(ν(t))), t ∈ [0, b0], t ̸= ti,

∆y(ti) = Îi(y(ti)), ∆y′(ti) = Ĵi(y(ti)), i ∈ N, 1 ≤ i ≤ q,
y(t) = h(t), t ∈ [−τ, 0],

(1)

where 1 < α ≤ 2, CD
α, denotes the (Caputo) fractional derivative, A is a densely

defined closed linear operator, which generates a strongly continuous cosine family in Y, E
denotes the bounded linear operators defined onW, w ∈ L2([0, b0],W ) denotes the control
function, which takes the values in a Banach space W. The maps g : [0, b0] × Y 2 → Y
and the maps Îi, Ĵi defined on Y satisfy some suitable conditions, and the function
ν : [0, b0] → [0, b0] is continuous such that 0 ≤ ν(t) ≤ t, ti ∈ [0, b0] for all i ∈ N, 1 ≤ i ≤ q
such that t1 < t2 < · · · < tq, and q ∈ N, b0 > 0. h ∈ C2([−τ, 0], Y ), i.e., h is twice
continuously differentiable on [−τ, 0]. Let I0 = [0, b0].

The main aim of this paper is to prove the controllability of the problem (1) by using
the measure of non-compactness and Mönch’s condition.

2 Preliminaries and Assumptions

It is well known that if A generates a strongly continuous cosine family, then A also
generates an analytic semigroup. The fractional power Aβ of A fromD(Aβ) ⊂ Y into Y is
well defined for all 0 ≤ β ≤ 1 (cf., A. Pazy [1], pp. 69-75). The space Yβ =

(
D(Aβ), ∥.∥β

)
is a Banach space, where

∥ψ∥β = ∥Aβψ∥, ψ ∈ D(Aβ).

Let PC([0, b0], Yβ) denote the set of all piecewise continuous functions on [0, b0], and

Ωb0
β =

{
y | y, y′ ∈ PC([0, b0], Yβ) such that y(t), y′(t) are left continuous at t = ti and the

right-hand limit of y(t), y′(t) exists at t = ti, i ∈ N, 1 ≤ i ≤ q
}
. Eventually,

(
Ωb0

β , ∥.∥β,b0
)

is a Banach space, where

∥ψ∥β,b0 = sup
s∈[0,b0]

∥ψ(s)∥β , ψ ∈ Ωb0
β .

For R0 > 0, let
BR0

(Ωb0
β , h̃) = {y ∈ Ωb0

β : ∥y − h̃∥β,b0 ≤ R0},
where

h̃(t) =

 h(t), t ∈ [−τ, 0],

h(0), t ∈ [0, b0].

Let {Cα(t) : t ≥ 0} denote the cosine family generated by A. For t ≥ 0, we define

Sα(t) =

∫ t

0

Cα(s)ds, and Pα(t) =
1

Γ(α− 2)

∫ t

0

(t− s)α−2Cα(s)ds.
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Definition 2.1 [10] A measure of non-compactness defined on a Banach space Y
is a function defined from Y to a positive cone of an ordered Banach space (F,≤) such
that ϕ(c̄h(B)) = ϕ(B) for all bounded subset B of Y, where c̄h(B) denotes the closure
of convex hull of B.

Lemma 2.1 [10] Let Ω0 be a closed convex subset of a Banach space Y and f0
be a continuous map defined on Ω0. If f0 satisfies the (Mönch’s) condition: C0 ⊆
Ω0 is countable, C0 ⊆ c̄h({0} ∪ f0(C0)) ⇒ C̄0 is compact, then f0 has a fixed point
in Ω0.

Lemma 2.2 [4] There are constants TC > 0, TS > 0 and TP > 0 such that

∥Cα(s
′′)− Cα(s

′)∥ ≤ TC |s′′ − s′|,

∥Sα(s
′′)− Sα(s

′)∥ ≤ TS |s′′ − s′|,

∥Pα(s
′′)− Pα(s

′)∥ ≤ TP |s′′ − s′|,

for s′, s′′ ∈ I0.

Assumption 2.1 Consider the following assumptions:

(H1) There exists an increasing function Lg : R+ → R+ such that

∥g(t, ϕ̂1, ψ̂1)− g(s, ϕ̂2, ψ̂2)∥ ≤ Lg(r)
[
|t− s|+ ∥ϕ̂1 − ϕ̂2∥β + ∥ψ̂1 − ψ̂2∥β

]
for all ϕ̂1, ϕ̂2, ψ̂1, ψ̂2 ∈ BR0

(Ωb0
β , h̃), and t, s ∈ [0, b0].

(H2) There are positive constants Ci, Di and Li, Ni, (i ∈ N, 1 ≤ i ≤ q) such that

(i) ∥Îi(ẑ)∥β ≤ Ci, ∥Îi(ẑ1)− Îi(ẑ2)∥β ≤ Li∥ẑ1 − ẑ2∥β ,

(ii) ∥Ĵi(ẑ)∥β ≤ Di, ∥Ĵi(ẑ1)− Ĵi(ẑ2)∥β ≤ Ni∥ẑ1 − ẑ2∥β

for all ẑ, ẑ1, ẑ2 ∈ BR0
(Ωb0

β , h̃).

(H3) The linear operator E : L2(I0,W ) →: L1(I0,W ) is bounded. Also, the operator
Q : L2(I0,W ) → Y defined by

Qw =

∫ b0

0

Pα(b0 − s)Ew(s)ds

has bounded inverse, i.e., ∥E∥ ≤M2 and ∥Q−1∥ ≤M3, for some M2,M3 > 0.

3 Main Results

We assume that the families {Cα(t)}, {Sα(t)}, {Pα(t)} and {APα(t)} are unifromly
bounded, i.e., there are constants r1, r2, r3, r4 such that

∥Cα(t)∥ ≤ r1, ∥Sα(t)∥ ≤ r2, ∥Pα(t)∥ ≤ r3 ∥APα(t)∥ ≤ r4, t ∈ [0, b0].
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Lemma 3.1 If y(t) satisfies the control system (1), then y(t) also satisfies the integral
equation

y(t) =


h̃(t), −τ ≤ t ≤ 0,

Cα(t)h(0) + Sα(t)h
′(0) +

∫ t

0
Pα(t− s)

(
g(s, y(s), y(ν(s))) + Ew(s)

)
ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0.

Proof. If t ∈ [−τ, 0], then u(t) = h(t) = h̃(t). If t ∈ [0, t1), then

CD
α
t y(t) = Ay(t) + Ew(t) + g(t, y(t), y(ν(t))),

y(0) = h(0), y′(0) = h′(0).

Integrating, we get

y(t) + c1 + c2t =
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ax(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

Using y(0) = h(0), y′(0) = h′(0), we get c1 = −h(0), c2 = −h′(0). Thus

y(t) = h(0) + h′(0)t+
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ay(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

If t ∈ (t1, t2], then

CD
α
t y(t) = Ay(t) + Ew(t) + g(t, y(t), y(ν(t)))

y(t+1 ) = y(t−1 ) + Î1(y(t1))

y′(t+1 ) = y′(t−1 ) + Ĵ1(y(t1)).

Again, integrating, we get

y(t) + c3 + c4t =
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ay(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

Using y(t+1 ) = y((t−1 )+ Î1(y(t1))) and y
′(t+1 ) = y′((t−1 )+ Ĵ1(y(t1))), we get c3 = −h(0)−

Î1(y(t1)) + t1Ĵ1(y(t1)), c4 = −h′(0)− Ĵ1(y(t1)). Thus,

y(t) = h(0) + h′(0)t+ Î1(y(t1)) + (t− t1)Ĵ1(y(t1))

+
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ax(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

Similarly, if t ∈ (ti, ti+1], we have

x(t) = h(0) + h′(0)t+
∑

1≤i≤q

Îi(y(ti)) +
∑

1≤i≤q

(t− ti)Ĵi(y(ti))

+
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ay(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

Taking the Laplace transform, we get

ỹ(λ) =
h(0)

λ
+
h′(0)

λ2
+

∑
1≤i≤q

e−tiλ

λ
Îi(y(ti)) +

∑
1≤i≤q

e−tiλ

λ2
Ĵi(y(ti))

− 1

λα
Aỹ(λ) +

1

λα
g̃(λ) +

1

λα
Ew̃(λ),
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where ỹ(λ) = L[y(t)], g̃(λ) = L[g(t, y(t), y(ν(t)))], and w̃(λ) = L[w(t)].

⇒ ỹ(λ) = λα−1(λαI −A)−1h(0) + λα−2(λαI −A)−1h′(0)

+λα−1
∑

1≤i≤q

e−tiλ(λαI −A)−1Îi(y(ti))

+λα−2
∑

1≤i≤q

e−tiλ(λαI −A)−1Ĵi(y(ti)).

Using the properties of resolvent operator [4], we get

ỹ(λ) =

{∫ ∞

0

e−λtCα(t)dt

}
h(0) +

{∫ ∞

0

e−λtSα(t)dt

}
h′(0)

+
∑

1≤i≤q

e−tiλ

∫ ∞

0

e−λtCα(t)Îi(y(ti))dt

+
∑

1≤i≤q

e−tiλ

∫ ∞

0

e−λtSα(t)Ĵi(y(ti))dt

+

∫ ∞

0

e−λtPα(t)g̃(λ)dt+

∫ ∞

0

e−λtPα(t)Ew̃(λ)dt. (2)

Consider

∑
1≤i≤q

e−λti

∫ ∞

0

e−λtCα(t)Îi(y(ti))dt

=

∫ ∞

0

e−λt

 ∑
1≤i≤q

Cα(t− ti)Îi(y(ti))

 dt. (3)

Similarly,

∑
1≤i≤q

e−λti

∫ ∞

0

e−λtSα(t)Ĵi(y(ti))dt

=

∫ ∞

0

e−λt

 ∑
1≤i≤q

Sα(t− ti)Ĵi(y(ti))

 dt, (4)

∫ ∞

0

e−λtPα(t)g̃(λ)dt

=

∫ ∞

0

e−λtPα(t)

∫ ∞

0

e−λsg(s, y(s), y(ν(s)))dsdt

=

∫ ∞

0

e−λt

{∫ t

0

Pα(t− s)g(s, y(s), y(ν(s)))ds

}
dt,

(5)
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and ∫ ∞

0

e−λtPα(t)Ew̃(λ)dt

=

∫ ∞

0

∫ ∞

0

e−λ(t+s)Pα(t)Ew(s)dsdt

=

∫ ∞

0

e−λt

{∫ t

0

Pα(t− s)Ew(s)ds

}
dt. (6)

Putting the values of (3), (4), (5) and (6) in (2), and by taking the inverse Laplace
transform, we get

y(t) = Cα(t)h(0) + Sα(t)h
′(0) +

∫ t

0

Pα(t− s)(g(s, y(s), y(ν(s))) + Ew(s))ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0.

Definition 3.1 A mild solution of the problem (1) is a fucntion y ∈ Ωb0
β satisfying

the integral equation

y(t) =


h̃(t), −τ ≤ t ≤ 0,

Cα(t)h(0) + Sα(t)h
′(0) +

∫ t

0
Pα(t− s)(g(s, y(s), y(ν(s))) + Ew(s))ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0.
(7)

Definition 3.2 The system (1) is said to be controllable on the interval I0 if for
every h(t) ∈ C2([−τ, 0], Y ), y1 ∈ Y, there is a control function w ∈ L2(I0,W ) such that
the mild solution y(t) of (1) satisfies y(b0) = y1.

For any y ∈ Ωb0
β , we define the control function

wy(t) = Q−1
{
y1 − Cα(b0)h(0)− Sα(b0)h

′(0)−
∫ b0

0

Pα(b0 − t)g(t, y(t), y(ν(t)))dt

−
∑

1≤i≤q

Cα(b0 − ti)Îi(y(ti))−
∑

1≤i≤q

Sα(b0 − ti)Ĵi(y(ti))
}
.

Using (H1)-(H3), we can find a constant Kw > 0 s.t. ∥wy(t)∥ ≤ Kw.

Theorem 3.1 If (H1)-(H3) hold, then control system (1) is controllable.

Proof. Using the control wy, we show that the operator F : BR0
(Ωb0

β , h̃) →
BR0

(Ωb0
β , h̃), defined by

Fy(t) =


h̃(t), −τ ≤ t ≤ 0,

Cα(t)h(0) + Sα(t)h
′(0) +

∫ t

0
Pα(t− s)(g(s, y(s), y(ν(s))) + Ewy(s))ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0,

has a fixed point. This fixed point is then a solution of the given system. Clearly,
Fy(b0) = y1, which shows that the given system is controllable on I0.
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We define

ĥ(t) =

{
h̃(t), −τ ≤ t ≤ 0,
Cα(t)h(0) + Sα(t)h

′(0), 0 < t ≤ b0,

and

z(t) =


0, −τ ≤ t ≤ 0,∫ t

0
Pα(t− s)(g(s, y(s), y(ν(s))) + Ew(s))ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0.

Let y(t) = ĥ(t) + z(t), then y(t) satisfies (7). Define

Ωb0
β,0 =

{
y ∈ Ωb0

β | y(t) = 0, −τ ≤ t ≤ 0
}
,

and the operator F̃ : Ωb0
β,0 → Ωb0

β,0 is

F̃ z(t) =



0, −τ ≤ t ≤ 0,∫ t

0
Pα(t− s)

(
g
(
s, ĥ(s) + z(s), ĥ(ν(s)) + z(ν(s))

)
+ Ewĥ+z(s)

)
ds

+
∑

1≤i≤q

Cα(t− ti)Îi
(
ĥ(ti) + z(ti)

)
+

∑
1≤i≤q

Sα(t− ti)Ĵi
(
ĥ(ti) + z(ti)

)
, 0 < t ≤ b0.

Obviously, to show that F has a fixed point, it is sufficient to show that F̃ has a fixed
point. For this, we use Lemma 2.1. Let

BR =
{
x ∈ Ωb0

β,0 | ∥x∥β,b0 ≤ R
}
.

We prove this result in four steps.

Step 1: There is a number R > 0 such that

F̃ (BR) ⊆ BR.

Let z ∈ BR, t ∈ (0, b0], we have

∥(F̃ z)(t)∥β ≤ r4∥Aβ−1∥
∫ t

0

[
∥g

(
s, ĥ(s) + z(s), ĥ(ν(s)) + z(ν(s))

)
∥+ ∥Ewĥ+z(s)∥

]
ds

+r1
∑

1≤i≤q

∥Îi
(
ĥ(ti) + z(ti)

)
∥β + r2

∑
1≤i≤q

∥Ĵi
(
ĥ(ti) + z(ti)

)
∥β .

Using (H1)-(H3), and the inequality ∥wy(t)∥ ≤ Kw, and then taking R sufficiently large,
we have

∥(F̃ z)∥β,b0 ≤ R.

Thus there is a R > 0 such that

F̃ (BR) ⊆ BR.
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Step 2: F̃ is continuous on BR. We consider a sequence {zn} in BR such that zn → z ∈
BR. Then we have

∥(F̃ zn)(t)− (F̃ z)(t)∥β ≤ r4∥Aβ−1∥
∫ t

0

∥g
(
s, ĥ(s) + zn(s), ĥ(ν(s)) + zn(ν(s))

)
−g

(
s, ĥ(s) + z(s), ĥ(ν(s)) + z(ν(s))

)
∥ds

+r4∥Aβ−1∥
∫ t

0

∥E∥∥wĥ+zn
(s)− wĥ+z(s)∥ds

+r1
∑

1≤i≤q

∥Îi
(
ĥ(ti) + zn(ti)

)
− Îi

(
ĥ(ti) + z(ti)

)
∥β

+r2
∑

1≤i≤q

∥Ĵi
(
ĥ(ti) + zn(ti)

)
− Ĵi

(
ĥ(ti) + z(ti)

)
∥β .

(8)

Using (H1)-(H3), and taking supremum over [0, b0], we have

∥F̃ zn − F̃ z∥β,b0 → 0 as n→ ∞,

which implies that F̃ is continuous on BR.
Step 3: F̃ (BR) is equicontinuous on I0. For this, we assume z ∈ F̃ (BR) and 0 ≤

s′ < s′′ ≤ b0. Then there is a y ∈ BR such that

∥z(s′′)− z(s′)∥ ≤
∫ s′

0

∥Pα(s
′′ − s)− Pα(s

′ − s)∥β
[
∥g

(
s, ĥ(s) + y(s),

ĥ(ν(s)) + y(ν(s))
)
∥+ ∥E∥∥wĥ+y(s)∥ds

]
+

∫ s′′

s′
∥Pα(s

′′ − s)∥β
[
∥g

(
s, ĥ(s) + y(s),

ĥ(ν(s)) + y(ν(s))
)
∥+ ∥E∥∥wĥ+y(s)∥

]
ds

+
∑

1≤i≤q

∥Cα(s
′′ − ti)− Cα(s

′ − ti)∥∥Îi
(
ĥ(ti) + y(ti)

)
∥β

+
∑

1≤i≤q

∥Sα(s
′′ − ti)− Sα(s

′ − ti)∥∥Ĵi
(
ĥ(ti) + y(ti)

)
∥β .

Using (H1), (H2), (H3), Lemma 2.2 and ∥wy(t)∥ ≤ Kw, we can find a constant G1 > 0
such that

∥z(s′′)− z(s′)∥ ≤ G1|s′′ − s′|.

From the above inequality, it is clear that ∥z(t′′) − z(t′)∥ → 0 as t′′ → t′. Therefore
F̃ (BR) is equicontinuous on I0.

Step 4: Next, we show that Mönch’s condition is satisfied, i.e., if V ⊆ BR is countable

and V ⊆ c̄h
(
{0} ∪ F̃ (V )

)
, then V̄ is compact. According to the idea used in [13], we

can show that F̃ (V ) is relatively compact, i.e., if ϕ is a monotone, nonsingular measure
of non-compactness, then ϕ

(
F̃ (V )

)
= 0.
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Since V ⊆ c̄h({0} ∪ F̃ (V )), by using the definition of ϕ, we have

ϕ(V ) ≤ ϕ
(
c̄h({0} ∪ F̃ (V ))

)
= ϕ

(
F̃ (V )

)
= 0.

This implies that V is relatively compact, i.e., V̄ is compact. Thus Mönch’s condition is
satisfied. Therefore, by Lemma 2.1, F̃ has a fixed point. This completes the proof.

4 Application

Consider the problem

CD
4
3w(y, s) =

∂2w

∂x2
+ µ0(y, s) +H(y, s, w(y, s), w(y, s− τ)),

y ∈ (0, π), s ∈ [0, b0], s ̸= si,
w(0, s) = w(π, s) = 0, s ∈ (0, b0],

∆w(y, si) =
3w(y, si)

4 + w(y, si)
, y ∈ (0, π),

∆w′(y, si) =
5u1(x, si)

6 + w(y, si)
, y ∈ (0, π),

w(y, s) = χ(y, s), y ∈ [0, π], s ∈ [−τ, 0],
i ∈ N, 1 ≤ i ≤ q,

(9)

whereH, χ are sufficiently smooth real-valued functions. ∆w(y, si) = w(y, s+i )−w(y, s
−
i ),

∆w′(y, si) = w′(y, s+i ) − w′(y, s−i ), where w(y, s
−
i )(w(y, s

+
i )) are the left-(right-) hand

limits of w and w′ at (y, s) = (y, si), respectively. Let the control function µ0 : [0, b0] ×
(0, π) :→ R be continuous on [0, b0].

Function H, satisfies the condition

|H(y, s1, ϕ1, ψ1)−H(y, s2, ϕ2, ψ2)| ≤ L[|s1 − s2|+ |ϕ1 − ϕ2|+ |ψ1 − ψ2|],

where L > 0 is a constant
System (9) is a generalization of the wave equation with impulsive conditions. This

system represents the acoustic wave propagation through human tissues, sediments, rock
layers etc.

To write the problem (9) in abstract form, we define an operator A by

Aw = w′′.

The domain of A, D(A) is given as follows. If w ∈ D(A), then w ∈ L2(0, π), w′′ ∈
L2(0, π), and w(0) = w(π) = 0. A generates a strongly continuous cosine family on
L2(0, π) (see [4]). Therefore, A also generates an analytic semigroup (see [1]). If we take

β = 1
3 , then the fractional power A 1

3 is well defined (see [1]).
(
D(A

1
3 ), ∥.∥ 1

3

)
is a Banach

space, where for w ∈ D(A),

∥w∥ 1
3
= ∥A 1

3w∥.

We denote this Banach space by Y 1
3
.

Let PC
(
[0, b0], Y 1

3

)
denote the set of all piecewise continuous functions on [0, b0],

and Ωb0
1
3

=
{
y | y, y′ ∈ PC

(
[0, b0], Y 1

3

)
such that y(s), y′(s) are left-continuous at s = si
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and the right-hand limit of y(s), y′(s) exists at s = si, i ∈ N, 1 ≤ i ≤ q
}
. Eventually,(

Ωb0
1
3

, ∥.∥β,b0
)
is a Banach space, where

∥ψ∥ 1
3 ,b0

= sup
s∈[0,b0]

∥ψ(s)∥ 1
3
, ψ ∈ Ωb0

1
3

.

If we also define w(s)(y) = w(y, s), χ(s)(y) = χ(y, s), ν(t) = t − τ , h(s, w(s), w(s −
τ))(t) = H(y, s, w(y, s), w(y, s−τ)), and Ev : [0, b0] → L2(0, π), by (Ev)(t)(y) = µ0(s, y),
then the abstract formulation of the problem (9) is CD

4
3w(s) = Aw(s) + Ev(s) + h(s, w(s), w(ν(s))), t ∈ [0, b0], s ̸= si,

∆w(si) = Îi(w(si)), ∆w′(si) = Ĵi(w(si)), i ∈ N, 1 ≤ i ≤ q,
u(s) = χ(s), s ∈ [−τ, 0].

It can be easily shown that all the assumptions of Theorem 3.1 are satisfied. Therefore,
we conclude that the control system (9) is controllable.

5 Conclusion

In this paper, we proved the controllability for a class of fractional impulsive differential
equations in a Banach space X. An associated integral equation is obtained by using the
fractional integral and the family of cosines of linear operators, and then by using the
measure of non-compactness and Mönch’s fixed point theorem, we proved the existence
of mild solution and controllability of the problem. In the last section, we presented an
example to illustrate the abstract results.
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