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The Solution of the Second Part of the 16th Hilbert

Problem for a Class of Piecewise Linear Hamiltonian

Saddles Separated by Conics

R. Benterki ∗, L. Damene and L. Baymout
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Arŕeridj 34000, El Anasser, Algeria
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Abstract: In this paper, we study the existence of the maximum number of crossing
limit cycles of planar piecewise differential systems formed by linear Hamiltonian
saddles. Firstly, we prove that if we separate these systems by either a parabola or
hyperbola or an ellipse, they can have at most three crossing limit cycles. Secondly,
we provide an example of four crossing limit cycles when these systems have four
zones separated by two intersecting straight lines xy = 0.

Keywords: piecewise differential system , limit cycles , linear Hamiltonian saddles ,
conics.

Mathematics Subject Classification (2010): 34A36, 34A07, 34C25.

1 Introduction

One of the important and difficult problems in the qualitative study of differential systems
is the determination of the existence or non-existence of limit cycles and their position in
the plane, the same problem arises for the piecewise linear differential systems separated
by an algebraic curve. Planar discontinuous piecewise linear differential systems were
firstly studied by Andronov, Vit and Khaikin [1].

Recently, these systems have been of great importance to the mathematical com-
munity due to their applicability to modeling and control of the environment, see for
example the books [7, 14].

∗ Corresponding author: mailto:r.benterki@univ-bba.dz
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Many authors studied the upper bound of crossing limit cycles that some families of
discontinuous piecewise differential systems can have. In 2010, Han and Zhang [9] conjec-
tured that we can have two crossing limit cycles when we separate planar discontinuous
piecewise linear differential systems by a straight line, but in 2012, Huan and Yang [10]
proved that the conjecture of Han is wrong by proving the existence of a numerical ex-
ample with three limit cycles. Afterward, Llibre and Ponce in [12] proved analytically
the existence of this example. In 2015, Llibre et al. [11] showed that the discontinuous
piecewise linear differential centers sepatated by a straight line can not exhibit any limit
cycle, while if we consider that the curve of discontinuity is different from a straight
line, we can produce limit cycles, see for example the papers [3–5]. For another kind of
discontinuous planar piecewise differential systems, Benterki and Llibre [2,6] studied the
existence of limit cycles of planar piecewise linear Hamiltonian systems without equilib-
rium points, where they solved the 16th Hilbert problem of these systems when the curve
of separation are conics or irreducible cubic curves.

In [8], Damene and Benterki provided the maximum number of crossing limit cycles
of two different families of discontinuous piecewise linear differential systems separated
by cubic curves.

Our objective in this paper is to study the crossing limit cycles of planar piecewise
differential systems with linear Hamiltonian saddles separated by conics.

We recognize that each conic occurs in nine canonical forms, but we omit some of
them due to the fact that they do not separate the plane into connected regions such as
x2 + 1 = 0, x2 + y2 = 0, and x2 + y2 + 1 = 0.

In [13], the authors proved that the maximum number of limit cycles for discontinuous
planar piecewise differential systems formed by linear Hamiltonian saddles and separated
by two parallel straight lines is at most one.

The main goal of our work is to provide the upper bounds of crossing limit cycles of
discontinuous planar piecewise differential linear Hamiltonian saddles (or simply PHS)
separated by either an ellipse x2 + y2 − 1 = 0, or a parabola y − x2 = 0, or a hyperbola
x2 − y2 = 1 or by the two intersecting straight lines xy = 0. The main tool that we used
to prove our results is the first integrals method.

A normal form for an arbitrary linear differential system with Hamiltonian saddles is
given in the following proposition. For the proof, see for instance [13].

Proposition 1.1 Differential systems with a linear Hamiltonian saddle can be writ-
ten as

ẋ = −bx− δy + d, ẏ = αx+ by + c, (1)

where α ∈ {0, 1} and b, δ, c, d ∈ R. Moreover, if α = 0, then c = 0, and if α = 1, then
δ = b2 − ω2 with ω ̸= 0. The corresponding first integral of system (1) is

H(x, y) = −(α/2)x2 − bxy − (δ/2)y2 − cx+ dy.

2 Statements of the Main Results

In this section, and specialy in Theorem 2.1, we prove our results for discontinuous piece-
wise differential systems formed by linear Hamiltonian saddles intersecting the parabola,
or hyperbola or ellipse at two points. While in Theorem 2.2 we are interested in studying
the number of crossing limit cycles intersecting the straight lines xy = 0 at exactly four
points. Our first main result is the following.
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Theorem 2.1 The following statements hold.

(i) The maximum number of crossing limit cycles of PHS intersecting the parabola at
two points, is at most three. This maximum is reached in Figure 1.

(ii) The maximum number of crossing limit cycles of PHS intersecting the hyperbola
at two points, is at most three. This maximum is reached in Figure 2.

(iii) The maximum number of crossing limit cycles of PHS intersecting the ellipse at
two points, is at most three. This maximum is also reached in Figure 3.

-2 -1 0 1 2 3 4

-1

0

1

2

3

Figure 1: Three crossing limit cycles of piecewise differential system (7)–(8).

-3 -2 -1 0 1 2 3

-2

-1

0

1

2

Figure 2: Three crossing limit cycles of piecewise differential system (10)–(11).

Theorem 2.2 The maximum number of crossing limit cycles of piecewise linear dif-
ferential systems formed by four linear Hamiltonian saddles and separated by the two
intersecting straight lines xy = 0, is at most eight. There is an example of these systems
with exactly four limit cycles.
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-2 -1 0 1 2 3

-1.5
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Figure 3: Three crossing limit cycles of piecewise differential system (13)–(14).
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0
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Figure 4: Four crossing limit cycles of piecewise differential system (21)–(24).

3 Proof of Theorem 2.1

Proof. In this part, we are going to prove the statement (i) of Theorem 2.1. Then in
the first region R1 = {(x, y) : y−x2 ≥ 0}, we consider the planar discontinuous piecewise
Hamiltonian saddle

ẋ = −b1x− δ1y + d1, ẏ = α1x+ b1y + c1, (2)

its corresponding Hamiltonian function is

H1(x, y) = −α1

2
x2 − b1xy −

δ1
2
y2 − c1x+ d1y. (3)

In the second region R2 = {(x, y) : y − x2 ≤ 0}, we consider the PHS system

ẋ = −b2x− δ2y + d2, ẏ = α2x+ b2y + c2, (4)

with its corresponding Hamiltonian function

H2(x, y) = −α2

2
x2 − b2xy −

δ2
2
y2 − c2x+ d2y. (5)
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In order to have a crossing limit cycle that intersects the parabola y − x2 = 0 at the
points (xi, yi) and (xk, yk), with i ̸= k, these points must satisfy the following system:

H1(xi, yi)−H1(xk, yk)) = 0,
H2(xi, yi)−H2(xk, yk) = 0,
yi − x2

i = 0, yk − x2
k = 0.

(6)

We suppose that the system (2)–(4) has four crossing limit cycles. Then, system (6) must
have four pairs of points as solutions, namely, pi and qi taking the forms pi = (ri, r

2
i ) and

qi = (si, s
2
i ), with i = 1, 2, 3, 4. Due to the fact that these points satisfy system (6) and

if we consider the points p1 = (r1, r
2
1) and q1 = (s1, s

2
1), then simple calculations give the

following expressions of the parameters c1 and c2:

c1 =
1

2

(
2d1(r1 + s1)− 2b1(r

2
1 + r1s1 + s21)− (r1 + s1)(α1 + (r21 + s21)δ1)

)
,

and c2 has the same expression as c1 with the change of (d1, δ1, b1, α1) by (d2, δ2, b2, α2).
If the two points p2 = (r2, r

2
2) and q2 = (s2, s

2
2) satisfy system (6), then by solving

the two first equations of (6), we obtain the expressions of the two parameters d1 and d2

d1 =
1

2(r1 − r2 + s1 − s2)

(
2b1(r

2
1 − r22 + r1s1 + s21 − r2s2 − s22)− r2α1 + s1α1

−s2α1 + r31δ1 − r32δ1 + r21s1δ1 + s31δ1 − r22s2δ1 − r2s
2
2δ1 − s32δ1 + r1(α1 + s21δ1)

)
,

and d2 has the same expression as d1 with the change of (δ1, b1, α1) by (δ2, b2, α2).
Now let us suppose that the points p3 = (r3, r

2
3) and q3 = (s3, s

2
3) satisfy system (6),

then the parameters δ1 and δ2 must be δ1 = A/B, where

A = −2b1

(
(s1 − s2)(r

2
3 + (s1 − s3)(s2 − s3)− r3(s1 + s2 − s3)) + r21(r2 − r3 + s2

−s3) + r22(r3 − s1 + s3) + r1(−r22 + r23 − r3s1 + r2(s1 − s2) + s1s2 − s22 + r3s3

−s1s3 + s23)− r2(r
2
3 + r3(−s2 + s3)− (s1 − s3)(s1 − s2 + s3))

)
,

B = r31(r2 − r3 + s2 − s3) + r21s1(r2 − r3 + s2 − s3) + r32(r3 − s1 + s3) + r22s2(r3
−s1 + s3) + r1(−r32 + r33 − r3s

2
1 − r22s2 + s21s2 − s32 + r2(s

2
1 − s22) + r23s3 + s33

+r3s
2
3 − s21s3) + (s1 − s2)(r

3
3 + r23s3 + (s1 − s3)(s2 − s3)(s1 + s2 + s3)− r3(s

2
1

+s1s2 + s22 − s23))− r2(r
3
3 − s31 + s1s

2
2 + r23s3− s22s3 + s33 + r3(−s22 + s23)),

and we get the expression of δ2 by changing (b1, α1) by (b2, α2) in the expression of δ1.
Finally, if we suppose that the points p4 = (r4, r

2
4) and q4 = (s4, s

2
4) satisfy system (6)

and if αi ∈ {0, 1} with i = 1, 2, then we obtain b1 = 0 and b2 = 0.
We replace c1, d1, δ1, α1 and b1 in the expression of H1(x, y), and c2, d2, δ2, α2 and b2

in the expression of H2(x, y), we known that the expression of the first integral H1(x, y)
is the same as the expression of the first integral H2(x, y), i.e., H1(x, y) = H2(x, y).
Therefore, the piecewise linear differential system (2)–(4) becomes a linear differential
system, which does not have limit cycles. Consequently, the maximum number of crossing
limit cycles in this case is at most three.

Example with three limit cycles. Consider the planar discontinuous piecewise
linear Hamiltonian saddle

ẋ = 75x+ 250y − 550, ẏ = −75y − 100, (7)
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in the region R1 with its corresponding Hamiltonian function

H1(x, y) = 125y2 + 75xy + 100x− 550y.

In the region R2, we consider the PHS system

ẋ = 0.07125x+ 0.2375y − 0.0225, ẏ = x− 0.07125y − 0.095, (8)

its corresponding Hamiltonian function is

H2(x, y) = −x2

2
+ 0.0712..xy + 0.1187..y2 − 0.0224..y + 0.095..x.

Now system (6) has the three solutions (x
(1)
1 , y

(1)
1 , x

(1)
2 , y

(1)
2 ) = (1.5569.., 2.4239.., 0.7417..,

0.5502..), (x
(2)
1 , y

(2)
1 , x

(2)
2 , y

(2)
2 ) = (1.6356.., 2.6753.., 0.543.., 0.2948..), and (x

(3)
1 , y

(3)
1 , x

(3)
2 ,

y
(3)
2 ) = (1.6977.., 2.8823.., 0.264.., 0.0698..), which provide the three limit cycles shown in
Figure 1. This completes the proof of statement (i) of Theorem 2.1.

To prove the statement (ii) of Theorem 2.1, we consider in the region R1 = {(x, y) :
x2 − y2 − 1 ≥ 0} the PHS given in (2), with its corresponding Hamiltonian function
given in (3).

In the region R2 = {(x, y) : x2 − y2 − 1 ≤ 0}, we consider the PHS given in (4), with
its corresponding Hamiltonian function given in (5). In order to have a crossing limit
cycle that intersects the hyperbola x2 − y2 − 1 = 0 at the points (xi, yi) and (xk, yk),
with i ̸= k, they must satisfy the system of equations

H1(xi, yi)−H1(xk, yk) = 0,
H2(xi, yi)−H2(xk, yk) = 0,
x2
i − y2i − 1 = 0, x2

k − y2k − 1 = 0,
(9)

we suppose that system (2)–(4) has four crossing limit cycles. So, system (9) must
have four pairs of solutions which can be written as pi = (cosh ri, sinh ri) and qi =
(cosh si, sinh si), for i = 1, 2, 3, 4.

Due to the fact that the two points p1 = (cosh r1, sinh r1) and q1 = (cosh s1, sinh s1)
satisfy system (9), then by solving the two first equations in (9), we obtain the parameters
c1 and c2 as follows:

c1 =
1

2(cosh r1 − cosh s1)

(
− α1 cosh

2 r1 + α1 cosh
2 s1 + 2d1 sinh r1 − 2b1 cosh r1

sinh r1 − δ1 sinh
2 r1 − 2d1 sinh s1 + δ1 sinh s

2
1 + b1 sinh 2s1

)
.

By changing (α1, δ1, b1, d1) by (α2, δ2, b2, d2) in the expression of c1, we get the expression
of c2. We know that the two points p2 = (cosh r2, sinh r2) and q2 = (cosh s2, sinh s2)
satisfy system (9), then from this system, we get the parameters d1 and d2, where

d1 =
1

4
(
cosh

(r1 − 2r2 + s1
2

)
− cosh

(r1 + s1 − 2s2
2

))(csch( r1−s1
2 )

(
α1 cosh

2 r2 cosh s1

+α1 cosh
2 r1(cosh r2 − cosh s2) + α1 cosh

2 s1 cosh s2 − α1 cosh s1 cosh
2 s2 − δ1

cosh s2 sinh
2 r1 + δ1 cosh s1 sinh

2 r2 + b1 cosh s1 sinh(2r2) + δ1 cosh s2 sinh
2 s1

+b1 cosh s2 sinh(2s1) + cosh r2
(
− α1 cosh

2 s1 + sinh(r1 − s1)
(
2b1 cosh(r1 + s1)

+δ1 sinh(r1 + s1)
))

− 2b1 cosh s1 cosh s2 sinh s2 − δ1 cosh s1 sinh
2 s2

+cosh r1
(
− α1 cosh

2 r2 + α1 cosh
2 s2 − 2b1 cosh s2 sinh r1 + 2b1 cosh r2 sinh r2

−δ1 sinh
2 r2 + δ1 sinh

2 s2 + b1 sinh(2s2)
)))

,
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and by changing (α1, δ1, b1) by (α2, δ2, b2) in the expression of d1, we obtain d2.
We know that the points p3 = (cosh r3, sinh r3) and q3 = (cosh s3, sinh s3) satisfy

system (9), then we obtain the values of δ1 and δ2. The value of δ1 is given by δ1 = A/B,
where

A = −α1

(
cosh(

r1 − r2 − r3 + s1 − s2 − 3s3
2

) + cosh(
r1 − r2 − r3 + s1 − 3s2 − s3

2
)

− cosh(
r1 − r2 − 3r3 + s1 − s2 − s3

2
) + cosh(

r1 + 3r2 − r3 + s1 + s2 − s3
2

+ cosh(
r1 − 3r2 − r3 + s1 − s2 − s3

2
) + cosh(

3r1 + r2 − r3 + s1 + s2 − s3
2

)

− cosh(
r1 + 3r2 − r3 + s1 + s2 − s3

2
) + cosh(

r1 + r2 − r3 + 3s1 + s2 − s3
2

)

− cosh(
r1 + r2 − r3 + s1 + 3s2 − s3

2
)− cosh(

3r1 − r2 + r3 + s1 − s2 + s3
2

)

+ cosh(
r1 − r2 + 3r3 + s1 − s2 + s3

2
)− cosh(

r1 − r2 + r3 + 3s1 − s2 + s3
2

)

+ cosh(
r1 − r2 + r3 + s1 − s2 + 3s3

2
)
)
+ 2b1

(
sinh(

r1 − r2 − r3 + s1 − s2 − 3s3
2

)

− sinh(
r1 − r2 − r3 + s1 − 3s2 − s3

2
+ sinh(

r1 − r2 − 3r3 + s1 − s2 − s3
2

)

− sinh(
r1 − 3r2 − r3 + s1 − s2 − s3

2
) + sinh(

3r1 + r2 − r3 + s1 + s2 − s3
2

)

− sinh(
r1 + 3r2 − r3 + s1 + s2 − s3

2
) + sinh(

r1 + r2 − r3 + 3s1 + s2 − s3
2

)

− sinh(
r1 + r2 − r3 + s1 + 3s2 − s3

2
)− sinh(

3r1 − r2 + r3 + s1 − s2 + s3
2

)

+ sinh(
r1 − r2 + 3r3 + s1 − s2 + s3

2
)− sinh(

r1 − r2 + r3 + 3s1 − s2 + s3
2

)

+ sinh(
r1 − r2 + r3 + s1 − s2 + 3s3

2
)
)
,

B = cosh(
r1 − r2 − r3 + s1 − s2 − 3s3

2
)− cosh(

r1 − r2 − r3 + s1 − 3s2 − s3
2

)

+ cosh
r1 − r2 − 3r3 + s1 − s2 − s3

2
)− cosh(

r1 − 3r2 − r3 + s1 − s2 − s3
2

)

− cosh(
3r1 + r2 − r3 + s1 + s2 − s3

2
) + cosh(

r1 + 3r2 − r3 + s1 + s2 − s3
2

)

− cosh
r1 + r2 − r3 + 3s1 + s2 − s3

2
) + cosh

r1 + r2 − r3 + s1 + 3s2 − s3
2

)

+ cosh(
3r1 − r2 + r3 + s1 − s2 + s3

2
)− cosh(

r1 − r2 + 3r3 + s1 − s2 + s3
2

)

+ cosh(
r1 − r2 + r3 + 3s1 − s2 + s3

2
)− cosh(

r1 − r2 + r3 + s1 − s2 + 3s3
2

).

We get the expression of δ2 by changing (α1, b1) by (α2, b2) in the expression of δ1.

If α1 = α2 = 1 or (α1 = α2 = 0), we assume that the points p4 = (cosh r4, sinh r4)
and q4 = (cosh s4, sinh s4) satisfy system (9), then we obtain b1 = 0 and b2 = 0.

We replace c1, d1, δ1, α1 and b1 in the expression of H1(x, y), and c2, d2, δ2, α2 and
b2 in the expression of H2(x, y) and we obtain H1(x, y) = H2(x, y). Hence, in these cases,
the piecewise linear differential system becomes a linear differential system, which does
not have any limit cycle. Therefore, the maximum number of crossing limit cycles in the
piecewise linear Hamiltonian saddles separated by a hyperbola is at most three.

Example with three limit cycles. We consider the PHS separated by the
hyperbola

ẋ = −18x+ 95y + 15, ẏ = 18y − 14, (10)
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in the region R1 = {(x, y) : x2 − y2 − 1 ≥ 0}, which has the Hamiltonian function

H1(x, y) =
95

2
y2 − 18xy + 14x+ 15y.

Now, in the region R2 = {(x, y) : x2 − y2 − 1 ≤ 0}, we consider the second PHS

ẋ = −0.2699..x+ 2.425..y + 0.225.., ẏ = x+ 0.2699..y − 0.21, (11)

its corresponding first integral is

H2(x, y) =
x2

2
− 0.2699..xy + 1.2124..y2 + 0.21x+ 0.2249..y.

The PHS (10)–(11) has exactly three crossing limit cycles because the system of equa-

tions (9) has three real solutions (x
(1)
1 , y

(1)
1 , x

(1)
2 , y

(1)
2 ) = (1.0571.., 0.3427.., 1.0362..,

− 0.2715..), (x
(2)
1 , y

(2)
1 , x

(2)
2 , y

(2)
2 ) = (1.1283.., 0.5227.., 1.0885..,−0.43..), and (x

(3)
1 , y

(3)
1 ,

x
(3)
2 , y

(3)
2 ) = (1.1969.., 0.6577.., 1.1385..,−0.5442), see Figure 2. This completes the proof

of statement (ii).

Finally, to prove the statement (iii), we consider the PHS given in (2) in the region
R1 = {(x, y) : x2 + y2 − 1 ≥ 0}, with its corresponding Hamiltonian function (3). We
consider the PHS given in (4) in the region R2 = {(x, y) : x2 + y2 − 1 ≤ 0}, with its
corresponding Hamiltonian function (5). In order that system (2)–(4) has crossing limit
cycles intersecting the ellipse y2 + x2 − 1 = 0 at the points (xi, yi) and (xk, yk), with
i ̸= k, they must satisfy the system

H1(xi, yi)−H1(xk, yk)) = 0,
H2(xi, yi)−H2(xk, yk) = 0,
y2i + x2

i − 1 = 0, y2k + x2
k − 1 = 0.

(12)

Now we assume that system (2)–(4) has four crossing limit cycles. Consequently, system
(12) must have four pairs of points pi = (cos ri, sin ri) and qi = (cos si, sin si) with
i = 1, . . . , 4 as solutions. So, if we consider the points p1 = (cos r1, sin r1) and q1 =
(cos s1, sin s1) from (12), we obtain that the parameters c1 and c2 must be

c1 =
1

2(cos r1 − cos s1)

(
− α1 cos

2 r1 + α1 cos
2 s1 + 2d1 sin r1 − 2b1 cos r1 sin r1−

δ1 sin
2 r1 − 2d1 sin s1 + δ1 sin

2 s1 + b1 sin(2s1)
)
.

Changing (d1, δ1, α1, b1) by (d2, δ2, α2, b2) in the expression of c1, we get the expression
of c2. Due to the fact that the two points p2 = (cos r2, sin r2) and q2 = (cos s2, sin s2)
satisfy system (12), then the parameters d1 and d2 have the expressions

d1 =
csc((r1 − s1)/2)

4
(
cos(2(r1 − 2r2 + s1)/2)− cos((r1 + s1 − 2s2)/2)

) (α1 cos
2 r2 cos s1

+α1 cos
2 r1(cos r2−cos s2) + α1 cos

2 s1 cos s2 − α1 cos s1 cos
2 s2 − δ1 cos s2 sin

2 r1
+δ1 cos s1 sin

2 r2 + b1 cos s1 sin(2r2) + δ1 cos s2 sin
2 s1 + b1

cos s2 sin(2s1) + cos r2(−α1 cos
2 s1+sin(r1−s1)(2b1 cos(r1+s1)+δ1 sin(r1+s1)))

−2b1 cos s1 cos s2 sin s2 − δ1 cos s1 sin
2 s2 + cos r1(−α1 cos

2 r2 + α1 cos
2 s2 − 2b1

cos s2 sin r1 − 2b1 cos r2 sin r2 − δ1 sin
2 r2 + δ1 sin

2 s2 + b1 sin(2s2))).
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We get the expression of d2 by changing (δ1, α1, b1) by (δ2, α2, b2) in the expression of
d1.

Likewise, the points p3 = (cos r3, sin r3) and q3 = (cos s3, sin s3) satisfy system (12),
then we obtain the expressions of δ1 and δ2 such that δ1 = A/B, where

A = α1

(
cos

(r1 − r2 − r3 + s1 − s2 − 3s3
2

)
− cos

(r1 − r2 − r3 + s1 − 3s2 − s3
2

)
+cos

(r1 − r2 − 3r3 + s1 − s2 − s3
2

)
− cos

(r1 − 3r2 − r3 + s1 − s2 − s3
2

)
− cos

(3r1 + r2 − r3 + s1 + s2 − s3
2

)
+ cos

(r1 + 3r2 − r3 + s1 + s2 − s3
2

)
− cos

(r1 + 3r2 − r3 + s1 + s2 − s3
2

)
+ cos

(r1 + r2 − r3 + s1 + 3s2 − s3
2

)
+cos

(3r1 − r2 + r3 + s1 − s2 + s3
2

)
− cos

(3r1 − r2 + r3 + s1 − s2 + s3
2

)
+cos

(r1− r2 + r3 + 3s1 − s2 + s3
2

)
− cos

(r1− r2 + r3 + s1 − s2 + 3s3
2

))
−2b1

(
sin

(r1 − r2 − r3 + s1 − s2 − 3s3
2

)
+ sin

(r1 − r2 − r3 + s1 − 3s2 − s3
2

)
− sin

(r1 − r2 − 3r3 + s1 − s2 − s3
2

)
+ sin

(r1 − 3r2 − r3 + s1 − s2 − s3
2

)
− sin

(3r1 + r2 − r3 + s1 + s2 − s3
2

)
+ sin

(r1 + 3r2 − r3 + s1 + s2− s3

2

)
− sin

(r1 + r2 − r3 + 3s1 + s2− s3

2

)
+ sin

(r1 + r2 − r3 + s1 + 3s2− s3

2

)
+sin

(3r1 − r2 + r3 + s1 − s2 + s3

2

)
− sin

(r1 − r2 + 3r3 + s1 − s2 + s3

2

)
+sin

(r1 − r2 + r3 + 3s1 − s2 + s3

2

)
− sin

(r1 − r2 + r3 + s1 − s2 + 3s3
2

))
,

and the expression of B is

B = cos
(r1 − r2 − r3 + s1 − s2 − 3s3

2

)
− cos

(r1 − r2 − r3 + s1 − 3s2 − s3
2

)
+cos

(r1 − r2 − 3r3 + s1 − s2 − s3
2

)
− cos

(r1 − 3r2 − r3 + s1 − s2 − s3
2

)
− cos

(3r1 + r2 − r3 + s1 + s2 − s3
2

)
+ cos

(r1 + 3r2 − r3 + s1 + s2 − s3
2

)
− cos

(r1 + r2 − r3 + 3s1 + s2 − s3
2

)
+ cos

(r1 + r2 − r3 + s1 + 3s2 − s3
2

)
+cos

(3r1 − r2 + r3 + s1 − s2 + s3
2

)
− cos

(r1 − r2 + 3r3 + s1 − s2 + s3
2

)
+cos

(r1 − r2 + r3 + 3s1 − s2 + s3
2

)
− cos

(r1 − r2 + r3 + s1 − s2 + 3s3
2

)
.

A simple change of (α1, b1) to (α2, b2) in the expression of δ1, allows us to get the
expression of δ2.

Now, if we suppose that the points p4 = (cos r4, sin r4) and q4 = (cos s4, sin s4) satisfy
equation (12) and if αi ∈ {0, 1} with i = 1, 2, then we obtain b1 = 0 and b2 = 0.
We replace c1, d1, δ1, α1 and b1 in the expression of H1(x, y), and c2, d2, δ2, α2 and b2 in
the expression of H2(x, y), we have H1(x, y) = H2(x, y). Therefore, the piecewise linear
differential system becomes a linear differential system, which does not have limit cy-
cles. Therefore, the maximum number of crossing limit cycles in this case is at most three.

Example with three limit cycles. In the region R1 = {(x, y) : x2 + y2 − 1 ≥ 0},
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we consider the linear PHS

ẋ = −18x+ 95y + 15, ẏ = 18y − 14, (13)

with its Hamiltonian function H1(x, y) = 14x+ 15y − 18xy + 95
2 y2. In the region R1 =

{(x, y) : x2 + y2 − 1 ≤ 0}, we consider the linear PHS

ẋ = −0.2442..x+ 0.2892..y + 0.203571, ẏ = x+ 0.2442..y − 0.19, (14)

which has the Hamiltonian function

H2(x, y) = −x2

2
− 0.2442..xy + 0.1446..y2 + 0.19x+ 0.20357..y.

The linear PHS (13)-(14) has exactly three crossing limit cycles because the

system of equations (12) has exactly three real solutions (x
(1)
1 , y

(1)
1 , x

(1)
2 , y

(1)
2 ) =

(0.9273.., 0.3741.., 0.9445..,−0.3282..), (x
(2)
1 , y

(2)
1 , x

(2)
2 , y

(2)
2 ) = (0.8357.., 0.5491..,

0.83658..,−0.5478..), and (x
(3)
1 , y

(3)
1 , x

(3)
2 , y

(3)
2 ) = (0.7397.., 0.6729.., 0.6809..,−0.732..),

see Figure 3.

4 Proof of Theorem 2.2

In the quarter-plane R1 = {(x, y) : x > 0, y < 0}, we consider the PHS given by (2). Its
corresponding Hamiltonian function is given by equation (3).

In the quarter-plane R2 = {(x, y) : x < 0, y < 0}, we consider the PHS given by (4),
with its corresponding Hamiltonian function (5).

In the quarter-plane R3 = {(x, y) : x < 0, y > 0}, we consider the PHS

ẋ = −b3x− δ3y + d3, ẏ = α3x+ b3y + c3, (15)

its corresponding Hamiltonian function is

H3(x, y) = −α3

2
x2 − b3xy −

δ3
2
y2 − c3x+ d3y. (16)

In the quarter-plane R4 = {(x, y) : x > 0, y > 0}, we consider the PHS

ẋ = −b4x− δ4y + d4, ẏ = α4x+ b4y + c4. (17)

Its corresponding Hamiltonian function is

H4(x, y) = −α4

2
x2 − b4xy −

δ4
2
y2 − c4x+ d4y. (18)

In order to have a crossing limit cycle that intersects the two intersecting straight lines
xy = 0 at the points (x1, 0), (x2, 0), (0, y1) and (0, y2), we must satisfy the following
system:

P1(x1, y1) = H1(x1, 0)−H1(0, y1) = 0,
P2(x2, y1) = H2(0, y1)−H2(x2, 0) = 0,
P3(x2, y2) = H3(x2, 0)−H3(0, y2) = 0,
P4(x1, y2) = H4(0, y2)−H4(x1, 0) = 0,

(19)
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or, equivalently,

P1(x1, y1) = −2c1x1 − 2d1y1 − x2
1α1 + y21δ1 = 0,

P2(x2, y1) = 2c2x2 + 2d2y1 + x2
2α2 − y21δ2 = 0,

P3(x2, y2) = −2c3x2 − 2d3y2 − x2
2α3 + y22δ3 = 0,

P4(x1, y2) = 2c4x1 + 2d4y2 + x2
1α4 − y22δ4 = 0.

(20)

As x1 ̸= x2 and y1 ̸= y2, we know that the polynomials P1(x1, y1), P2(x2, y1), P3(x2, y2)
and P4(x1, y2) are of degree 2. By using Bézout Theorem, we know that the number
of solutions of the system (19) is bounded by the product of the degrees of the four
polynomials Pi(xk, yj), with k, j = 1, 2, which is equal to 16. According to the symmetry
of the solutions of this system, we know that the maximum number of solutions satisfying
(20) is at most 8. Then the upper bound of limit cycles of system (2)–(17) is eight.

Because of the higher degree of these polynomials and the number of their parameters,
we only can give an example with four limit cycles.

Example of four limit cycles for PHS separated by xy = 0. In the quarter-
plane R1 = {(x, y) : x > 0, y < 0}, we consider the PHS

ẋ = −4x− 35y + 8, ẏ = −x+ 4y + 8, (21)

its Hamiltonian function is

H1(x, y) = −1

2
x2 + 4xy +

35

2
y2 + 8x− 8y.

In the quarter-plane R2 = {(x, y) : x < 0, y < 0}, we consider the PHS

ẋ = −3x− 10.32..y + 5.17.., ẏ = −x+ 3y − 4.23.., (22)

its Hamiltonian function is

H2(x, y) = −1

2
x2 + 3xy + 5.16..y2 − 4.23..x− 5.17..y.

In the quarter-plane R3 = {(x, y) : x < 0, y > 0}, we consider the PHS

ẋ = +2.5x− 9y + 1, ẏ = −x− 2.5y − 5, (23)

where its Hamiltonian function is

H3(x, y) = −1

2
x2 − 2.5xy +

9

2
y2 − y − 5x.

In the quarter-plane R4 = {(x, y) : x > 0, y > 0}, we consider the PHS

ẋ = −4x− 22.61..y + 4.46.., ẏ = −x+ 4y + 9.05.., (24)

with the Hamiltonian function

H4(x, y) = −1

2
x2 + 4xy + 11.3..y2 − 4.46..y + 9.05..x.

The PHS (21)–(24) has exactly four crossing limit cycles because the system of equations

(20) has four real solutions (x
(1)
1 , y

(1)
1 , x

(1)
2 , y

(1)
2 ) = (−0.524.., 1.2176..,−1.12.., 1.171..),

(x
(2)
1 , y

(2)
1 , x

(2)
2 , y

(2)
2 ) = (−0.59.., 1.519..,−1.394.., 1.27..), (x

(3)
1 , y

(3)
1 , x

(3)
2 , y

(3)
2 ) = (−0.66..,

1.83..,−1.68.., 1.36..) and (x
(4)
1 , y

(4)
1 , x

(4)
2 , y

(4)
2 ) = (−0.72.., 2.16..,−2, 0, 1.44..), see Figure

4. This completes the proof of Theorem 2.2.
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5 Conclusion

We have solved the extension of the second part of the 16th Hilbert problem for a
family of discontinuous planar differential systems separated by conics. These piecewise
differential systems are formed by planar linear Hamiltonian saddles. By using the fisrt
integrals of these systems, we proved that the maximum number of crossing limit cycles
of this family of systems is either three or eight depending on the curve of separation.
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1 Introduction

The main purpose of this paper is to study the nonlinear elliptic equation

div(|∇U |p−2∇U) + αU + βx.∇U + |U |q−1U = 0, x ∈ RN , (1)

where p > 2, q > 1, N ⩾ 1, α > 0 and β > 0. The equation (1) is derived from the
self-similar solutions of the nonlinear parabolic equation

vt −∆pv − |v|q−1v = 0, in RN × (0,+∞). (2)

These particular solutions are of the form

v(t, x) = t−αU(t−β |x|), (3)

where

α =
1

q − 1
and β =

q + 1− p

p(q − 1)
.

If p = 2, α = 0 and β = 0, the equation (1) is due to Emden-Fowler and plays an impor-
tant role in astrophysics, this motivates many researchers to be interested in the study
of this case, the examples include (but are not limited to) [3,7–10,12,17,18]. In the case
p = 2, α > 0 and β > 0, the equation (1) was studied in [6, 14–16, 19, 20, 22–24]. In the
case p > 2, α = 0 and β = 0, (1) was investigated in [2], [13] and [21]. When p > 2, α > 0

and β = 1, equation (1) was studied in [1]. When p > 2, α =
1

q − 1
and β =

q + 1− p

p(q − 1)
,

equation (1) was studied in [11]. In the case p > 2, α < 0 and β < 0, we have studied
an equation similar to (1) but with the term |U |q−1U weakened by its multiplication by
the function |x|l with l < 0 that tends to 0 at infinity. This study was carried out in [4]
and gave the existence and asymptotic behavior of unbounded solutions near infinity
using nonlinear dynamical systems theory. In this paper, we consider the case where
α > 0, β > 0 and l = 0. It is also a generalization of the study carried out in [11].
We will present a result that improves asymptotic behavior near infinity of positive

solutions, we investigate the structure of solutions of problem (P ) in the cases
α

β
≥ N

and
α

β
< N and we give an important relation between the solutions of the problem

(P ) and those of a nonlinear dynamical system obtained by using the logarithmic change.

If we put U(x) = u(|x|), it is easy to see that u satisfies the equation

(|u′|p−2u′)′ +
N − 1

r
|u′|p−2u′ + αu(r) + βru′(r) + |u|q−1u(r) = 0, r > 0. (4)

Since we are interested in radial regular solutions, we impose the condition u′(0) = 0.
Thus we consider the following Cauchy problem.

Problem (P ): Find a function u defined on [0,+∞[ such that |u′|p−2u′ ∈
C1([0,+∞[) and satisfying

(|u′|p−2u′)′ +
N − 1

r
|u′|p−2u′ + αu(r) + βru′(r) + |u|q−1u(r) = 0, r > 0 (5)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 22 (3) (2022) 243–262 245

and

u(0) = A > 0, u′(0) = 0, (6)

where p > 2, q > 1, N ⩾ 1, α > 0 and β > 0.
By reducing the problem (P ) to a fixed point for a suitable integral operator (see for

example [5]), we prove that for each A > 0, the problem (P ) has a unique global solution
u(., A, α, β).

The main results are the following.

Theorem 1.1 Problem (P ) has a unique solution u(., A). Moreover,

(|u
′
|p−2u

′
)
′
(0) =

−A
N

(
α+Aq−1

)
. (7)

Theorem 1.2 Problem (P ) has no positive solutions in the following cases:

(i)
α

β
≥ N .

(ii)
N − p

p− 1
⩽
α

β
< N .

(iii) q ⩽ p− 1 and
α

β
<
N − p

p− 1
.

(iv) q > p− 1 and
α

β
̸= p

q + 1− p
<
N − p

p− 1
.

Theorem 1.3 Assume
α

β
< N . Then the solution u(., A) of problem (P ) is strictly

positive in the following cases:

(i) 0 < A < (βN − α)
1

q−1 .

(ii)
α

β
=

p

q + 1− p
< min

(
N − p

p
,
p

2

)
.

Theorem 1.4 Assume
α

β
=

p

q + 1− p
<
N − p

p− 1
. Let u be a strictly positive solution

of problem (P ). Then

lim
r→+∞

r
α
β u(r) = Γ > 0

and

lim
r→+∞

r
α
β +1u′(r) =

−α
β

Γ,

where

Γ =

(
N − p− α

β
(p− 1)

) 1
q+1−p

(
α

β

) p−1
q+1−p

.

The rest of the paper is organized as follows. In the second section, we present basic
tools for the study of the problem (P ). The third section concerns asymptotic behavior
near infinity of solutions of problem (P ); more precisely, we give explicit equivalents of
solutions and their derivatives near infinity. The fourth section concerns the structure
of solutions of problem (P ). The last section, in the form of a conclusion, presents
the asymptotic behavior of the solution of a nonlinear dynamical system around its
equilibrium point and explains its relation with the asymptotic behavior of the solution
of the problem (P ).
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2 Preliminaries and Basic Tools

In this section, we give existence of global solutions of problem (P ) and we present the
necessary basic tools that will be useful to us in the rest of the work.

Theorem 2.1 Problem (P ) has a unique solution u(., A). Moreover,

(|u
′
|p−2u

′
)
′
(0) =

−A
N

(
α+Aq−1

)
. (8)

Proof. The proof of theorem is divided into three steps.
Step 1: Existence and uniqueness of a local solution.
Multiply equation (5) by rN−1, we obtain(

rN−1|u
′
|p−2u

′
(r) + βrNu(r)

)′

= (βN − α) rN−1u(r)− rN−1|u|q−1u(r). (9)

Integrating (9) twice from 0 to r and taking into account (6), we see that problem (P )
is equivalent to the equation

u(r) = A−
r∫

0

G(F [u](s)) ds, (10)

where

G(s) = |s|(2−p)/(p−1)s, s ∈ R, (11)

and the nonlinear mapping F is given by the formula

F [u](s) = βsu(s) + s1−N

s∫
0

σN−1u(σ)
(
(α− βN) + |u(σ)|q−1

)
dσ. (12)

Now, we consider for A > M > 0, the complete metric space

EA = {φ ∈ C ([0, R]) such that ||φ−A||0 ⩽M}. (13)

Next, we define the mapping Ψ on EA by

Ψ[φ](r) = A−
r∫

0

G(F [φ](s)) ds. (14)

Claim 1: Ψ maps EA into itself for some small M and R > 0.
Obviously, Ψ[φ] ∈ C([0, R]). From the definition of the space EA, φ(r) ∈ [A−M,A+M ],
for any r ∈ [0, R]. It is easy to prove that F [φ] has a constant sign in [0, R] for every
φ ∈ EA. Moreover, there exists a constant K > 0 such that

F [φ](s) ≥ Ks for all s ∈ [0, R], (15)

where K =
A

2N

(
α+Aq−1

)
.

Taking into account that the function r → G(r)

r
is decreasing on (0,+∞), we have

|Ψ[φ](r)−A| ≤
r∫

0

G(F [φ](s))

F [φ](s)
|F [φ](s)| ds ≤

r∫
0

G(Ks)

Ks
|F [φ](s)| ds
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for r ∈ [0, R]. On the other hand,

|F [φ](s)| ≤ Cs, where C = [β + | α
N

− β|+ (A+M)q−1](A+M).

We thus get

|Ψ[φ](r)−A| ≤ p− 1

p
CK

2−p
p−1 r

p
p−1

for every r ∈ [0, R]. Choose R small enough such that

|Ψ[φ](r)−A| ≤M, φ ∈ EA.

And thereby Ψ[φ] ∈ EA. The first claim is thus proved.
Claim 2: Ψ is a contraction in some interval [0, rA].
According to Claim 1, if rA is small enough, the space EA applies into itself. For any
φ,ψ ∈ EA, we have

|Ψ[φ](r)−Ψ[ψ](r)| ≤
r∫

0

|G(F [φ](s))−G(F [ψ](s))| ds, (16)

where F [φ] is given by (12. Next, let

Φ(s) = min(F [φ](s), F [ψ](s)).

As a consequence of estimate (15), we have

Φ(s) ≥ Ks for 0 ≤ s ≤ r < rA

and then

|G(F [φ](s))−G(F [ψ](s))| ≤ G(Φ(s))

Φ(s)
|F [φ](s)− F [ψ](s)| (17)

≤ G(Ks)

Ks
|F [φ](s)− F [ψ](s)|.

Moreover,

|F [φ](s)− F [ψ](s)| ≤ C ′||φ− ψ||0s, (18)

where C ′ = [β + | α
N

− β| + (A +M)q−1](A +M). Combining (16), (17) and (18), we

have

|Ψ[φ](s)−Ψ[ψ](s)| ≤ p− 1

p
C ′K

2−p
p−1 r

p
p−1 ||φ− ψ||0 (19)

for any r ∈ [0, rA]. When choosing rA small enough, Ψ is a contraction. This proves the
second claim.

The Banach Fixed Point Theorem then implies the existence of a unique fixed point
of Ψ in EA, which is a solution of (10) and consequently, of problem (P ). As usual, this
solution can be extended to a maximal interval [0, rmax[, 0 < rmax ≤ +∞.
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Step 2: Existence of a global solution.
Define the energy function

E(r) =
p− 1

p
|u′|p + α

2
u2(r) +

1

q + 1
|u|q+1. (20)

Then by equation (5), the energy function satisfies

E′(r) = −
(
N − 1

r
|u′|p + βru′2

)
. (21)

Then E is decreasing, hence it is bounded. Consequently, u and u′ are also bounded and
the local solution constructed above can be extented to R+.

Step 3: (|u′ |p−2u
′
)
′
(0) =

−A
N

(
α+Aq−1

)
.

Integrating (9) between 0 and r, we get

|u′ |p−2u
′

r
= −βu(r) + (βN − α)r−N

r∫
0

sN−1u(s) ds− r−N

r∫
0

sN−1|u|q−1u(s) ds.

Hence, using L’Hospital’s rule and letting r → 0, we obtain the desired result. The proof
of the theorem is complete. 2

Proposition 2.1 Let u be a solution of problem (P ) and let Su := {r > 0, u(r) > 0}.
Then u′(r) < 0 for any r ∈ Su.

Proof. We argue by contradiction. Let r0 > 0 be the first zero of u′. Since by (8)
u′(r) < 0 for r ∼ 0, we have by continuity and the definition of r0, there exists a left
neighborhood ]r0 − ε, r0[ (for some ε > 0), where u′ is strictly increasing and strictly
negative, that is, (|u′|p−2u′)′(r) > 0 for any r ∈]r0 − ε, r0[, hence, by letting r → r0,
we get (|u′|p−2u′)′(r0) ≥ 0. But by equation (5), we have (|u′|p−2u′)′(r0) = −αu(r0) −
|u|q−1u(r0) < 0 since u(r0) > 0, u′(r0) = 0 and α > 0. This is a contradiction. The
proof is complete. 2

Proposition 2.2 Assume N > 1. Let u be a solution of problem (P ). Then

lim
r→+∞

u(r) = lim
r→+∞

u
′
(r) = 0. (22)

Proof. Since E
′
(r) ⩽ 0 and E(r) ⩾ 0 for all r > 0, there exists a constant l ⩾ 0 such

that lim
r→+∞

E(r) = l. Suppose l > 0. Then there exists r1 > 0 such that

E(r) ⩾
l

2
for r ⩾ r1. (23)

Now consider the function

D(r) = E(r) +
N − 1

2r
|u′|p−2u′(r)u(r) +

β(N − 1)

4
u2(r) + β

r∫
0

su′2(s) ds.
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Then

D′(r) = −N − 1

2r

[
|u′(r)|p + N

r
|u′|p−2u′u(r) + |u(r)|q+1 + αu2(r)

]
.

Recall that u and u′ are bounded (because E is bounded), then

lim
r→+∞

|u′ |p−2u
′
u(r)

r
= 0.

Moreover, by (20) and (23), we have for r ⩾ r1,

αu2(r) + |u′(r)|p + |u(r)|q+1 ⩾
p− 1

p
|u′(r)|p + 1

q + 1
|u(r)|q+1 +

α

2
u2(r) = E(r) ⩾

l

2
.

Consequently, there exist two constants c > 0 and r2 ⩾ r1 such that

D′(r) ⩽ − c
r

for r ⩾ r2.

Integrating the last inequality between r2 and r, we get

D(r) ⩽ D(r2)− c ln(
r

r2
) for r ⩾ r2.

In particular, we obtain lim
r→+∞

D(r) = −∞. Since

E(r) +
N − 1

2r
|u′|p−2u′(r)u(r) ⩽ D(r),

we get lim
r→+∞

E(r) = −∞. This is impossible, hence the conclusion. 2

Proposition 2.3 Let u be a strictly positive solution of problem (P ), then u and u′

have the same behavior (22).

Proof. If N > 1, then by Proposition 2.2, lim
r→+∞

u(r) = lim
r→+∞

u′(r) = 0. If N = 1,

let
J(r) = |u′|p−2u′(r) + βr u(r). (24)

Then by equation (5),
J ′(r) = (β − α)u− |u|q−1u(r). (25)

Since u is strictly positive, it is strictly decreasing by Proposition 2.1. Therefore
lim

r→+∞
u(r) ∈ [0,+∞[. Since the energy function E given by (20) converges (because

it is positive and decreasing), u′ also necessarily converges and lim
r→+∞

u′(r) = 0. Sup-

pose by contradiction that lim
r→+∞

u(r) = L > 0. Therefore lim
r→+∞

J(r) = +∞.

Using L’Hospital’s rule, we have

lim
r→+∞

J ′(r) = lim
r→+∞

J(r)

r
.

That is,
(β − α)L− Lq = β L.

Therefore −αL − Lq = 0. But this contradicts the fact that L > 0 and α > 0. Hence
lim

r→+∞
u(r) = 0. 2
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Proposition 2.4 Let 0 < c ̸= α

β
. Let u be a strictly positive solution of problem (P ).

Then the function rcu(r) is strictly monotone for large r.

Proof. For any c > 0, we consider the function

gc(r) = cu(r) + ru′(r), r > 0. (26)

It is clear that
(rcu(r))′ = rc−1gc(r), r > 0. (27)

The monotonicity of the function rcu(r) can be obtained by the sign of the function
gc(r). Using (5), we have for any r > 0 such that u′(r) ̸= 0,

(p− 1)|u′(r)|p−2g′c(r) = (p− 1)(c− N − p

p− 1
)|u′|p−2u′(r)

− βr2u′(r)− αr u(r)− r|u|q−1u(r).

(28)

Consequently, if gc(r0) = 0 for some r0 > 0, we obtain by (26) and (28),

(p− 1)|u′|p−2(r0)g
′
c(r0) = r0u(r0)

[
(βc− α)− |u(r0)|q−1

+ (p− 1)cp−1

(
N − p

p− 1
− c

)
|u(r0)|p−2

rp0

]
.

(29)

Suppose that there exists a large r0 such that gc(r0) = 0. Since lim
r→+∞

u(r) = 0 and

according to (29), we have for c >
α

β
(respectively, c <

α

β
), g′c(r0) > 0 (respectively,

g′c(r0) < 0) and thereby gc(r) ̸= 0 for large r if c ̸= α

β
. Consequently, the function rcu(r)

is strictly monotone for large r if c ̸= α

β
. 2

Proposition 2.5 Let u be a strictly positive solution of problem (P ). Then for any

0 < c <
α

β
, we have gc(r) < 0 for large r and lim

r→+∞
rcu(r) = 0.

Proof. We know by Proposition 2.4 that if 0 < c <
α

β
, gc(r) ̸= 0 for large r. Suppose

that gc(r) > 0 for large r. Then, by (26) and the fact that u′(r) < 0, we get

|u′(r)| < cu(r)

r
for large r. (30)

This gives by equation (5),

(|u′|p−2u′)′(r) < u(r)

[
(βc− α) + (N − 1)cp−1u

p−2(r)

rp

]
. (31)

As 0 < c <
α

β
, u(r) > 0 and lim

r→+∞
u(r) = 0, then (|u′|p−2u′)′(r) < 0 for large r.

Combining with u′ < 0, we get lim
r→+∞

u′(r) ∈ [−∞, 0[, which is impossible. Hence,

gc(r) < 0 for large r and by (27), lim
r→+∞

rcu(r) ∈ [0,+∞[. Suppose that lim
r→+∞

rcu(r) =

L > 0. Then lim
r→+∞

rc+εu(r) = +∞ for 0 < c+ ε <
α

β
, but this contradicts the fact that

gc+ε(r) < 0 for large r. Consequently, lim
r→+∞

rcu(r) = 0. 2
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Proposition 2.6 Let u be a strictly positive solution of problem (P ). Then for any
α

β
< c ⩽ N, we have gc(r) > 0 for large r and lim

r→+∞
rcu(r) = +∞.

Proof. Let
α

c
< k < β. We introduce the following energy function:

ϕ(r) = rc−1|u′|p−2u′ + krcu(r). (32)

Using equation (5), we have

ϕ′(r) =(c−N)rc−2|u′|p−2u′ + (k − β)rcu′(r)+

(kc− α)rc−1u(r)− rc−1|u|q−1u(r). (33)

As u′ < 0, c ⩽ N and k < β, then

ϕ′(r) > rc−1u
[
kc− α− |u|q−1

]
. (34)

As kc−α > 0 and lim
r→+∞

u(r) = 0, then ϕ′(r) > 0 for large r, therefore ϕ(r) ̸= 0 for large

r. Suppose that ϕ(r) < 0 for large r, then

|u′|p−2u′ < −k r u(r) for large r. (35)

Therefore

u′u
−1
p−1 < −k

1
p−1 r

1
p−1 for large r. (36)

Integrating this last inequality on (R, r) for large R, we obtain

u
p−2
p−1 (r) < u

p−2
p−1 (R)− p− 2

p
k

1
p−1 r

p
p−1 +

p− 2

p
k

1
p−1R

p
p−1 .

Letting r → +∞, we obtain lim
r→+∞

u(r) = −∞, which is a contradiction. Consequently,

ϕ(r) > 0 for large r. Since ϕ is strictly increasing for large r, we have lim
r→+∞

ϕ(r) ∈]0,+∞],

so there exists C1 > 0 such that ϕ(r) > C1 for large r. This gives by (32) and the fact
that u′(r) < 0,

rcu(r) >
C1

k
for large r.

On the other hand, using (34) and the fact that lim
r→+∞

u(r) = 0, we obtain

rϕ′(r) >
kc− α

2
rcu(r) for large r. (37)

This implies that

rϕ′(r) > C for large r, (38)

where C =
C1(kc− α)

2k
> 0. Integrating this last inequality on (R, r) for large R, we

obtain lim
r→+∞

ϕ(r) = +∞. Consequently, by (32) and the fact that u′(r) < 0, we have

lim
r→+∞

rcu(r) = +∞. Moreover, since gc(r) ̸= 0 for large r, using (27), we have necessarily

gc(r) > 0 for large r. 2
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Proposition 2.7 Assume
α

β
< N . Let u be a strictly positive solution of problem

(P ). Then the function rα/βu(r) is not strictly monotone for large r.

Proof. Assume by contradiction that rα/βu(r) is strictly monotone for large r. Then
by (27), gα

β
(r) ̸= 0 for large r. We distinguish two cases.

Case 1: gα
β
(r) < 0 for large r.

We set

V (r) = u(r)− rp−1|u′|p−1. (39)

Then by equation (5),

V ′(r) = rp−1u
[
−α− uq−1

]
+ rpu′

[
−β + r−p + (p−N)r−2|u′|p−2

]
. (40)

Using Proposition 2.6, we have gN (r) > 0 for large r. Then

0 < r|u′(r)| < Nu(r) for large r, (41)

so lim
r→+∞

ru′(r) = 0 and therefore

lim
r→+∞

V (r) = 0.

Using again inequality 41, we have

V (r) > u(r)
(
1−Np−1up−2(r)

)
for large r. (42)

Since lim
r→+∞

u(r) = 0, one has V (r) > 0 for large r.

On the other hand, since lim
r→+∞

u(r) = 0, lim
r→+∞

u′(r) = 0 and gα
β
(r) < 0 for large r, one

has by (40),

V ′(r) ∼
+∞

−αrp−1u(r)− βrpu′(r) = −βrp−1gα
β
(r) > 0 for large r. (43)

But this contradicts the fact that V (r) > 0 for large r and lim
r→+∞

V (r) = 0.

Case 2: gα
β
(r) > 0 for large r.

Using equation (5), we obtain

(|u′|p−2u′)′(r) = −r u′(r)
[
β +

N − 1

r2
|u′|p−2

]
− u(r)

[
α+ |u|q−1

]
. (44)

Since lim
r→+∞

u(r) = 0, lim
r→+∞

u′(r) = 0 and gα
β
(r) > 0 for large r, we have

(|u′|p−2u′)′(r) ∼
+∞

−βru′(r)− αu(r) = −βgα
β
(r) < 0 for large r. (45)

But this contradicts the fact that u′(r) < 0 and lim
r→+∞

u′(r) = 0. 2
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3 Asymptotic Behavior Near Infinity

In this section, we give explicit equivalents of the strictly positive solutions of the problem
(P ) and their derivatives near infinity.

Theorem 3.1 Assume
α

β
=

p

q + 1− p
<
N − p

p− 1
. Let u be a strictly positive solution

of problem (P ). Then
lim

r→+∞
r

α
β u(r) = Γ > 0 (46)

and

lim
r→+∞

r
α
β +1u′(r) =

−α
β

Γ, (47)

where

Γ =

(
N − p− α

β
(p− 1)

) 1
q+1−p

(
α

β

) p−1
q+1−p

. (48)

Proof. We consider the following function:

h(r) = r
α
β u(r)

[
β +

|u′|p−2u′(r)

r u

]
. (49)

Using equation (5), we have

h′(r) =

(
α

β
−N

)
r

α
β −2|u′|p−2u′(r)− r

α
β −1uq(r). (50)

The proof will be done in four steps.
Step 1: h(r) ∼

+∞
βrα/βu(r).

We know by Proposition 2.6 that gN (r) > 0 for large r, then using (41), we get

0 <
|u′(r)|p−1

ru(r)
< Np−1u

p−2(r)

rp
for large r. (51)

As p > 2 and lim
r→+∞

u(r) = 0, we get lim
r→+∞

|u′(r)|p−1

ru(r)
= 0. Consequently, by (49), we

get h(r) ∼
+∞

βrα/βu(r).

Step 2: lim
r→+∞

r
α
β u(r) exists and is finite. By Proposition 2.5, we have for any σ > 0,

lim
r→+∞

r
α
β −σu(r) = 0. In particular, for

0 < σ < min

(
α

β

(q − 1)

q
,

1

p− 1

(
α

β
(p− 2) + p

))
<
α

β
, (52)

there exists a constant M > 0 such that

u(r) ⩽M rσ−
α
β for large r. (53)

We have also by (41),

|u′(r)|p−1 <
Np−1up−1(r)

rp−1
for large r. (54)
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Combining (53) and (54), we obtain

r
α
β −1uq(r) < Mqrq(σ−

α
β )+α

β −1 for large r (55)

and

r
α
β −2|u′(r)|p−1 < (MN)p−1r

α
β (2−p)+σ(p−1)−p−1 for large r. (56)

By (52), (55) and (56), we get the function r → r
α
β −1uq(r) and the function r →

r
α
β −2|u′(r)|p−1 belong to L1(r0,+∞) for any r0 > 0; therefore h′(r) ∈ L1(r0,+∞) for

any r0 > 0. Hence,

lim
r→+∞

h(r) = h(r0) +

+∞∫
r0

h′(s) ds (57)

exists and is finite. Then by Step 1, lim
r→+∞

r
α
β u(r) exists and is finite. Let lim

r→+∞
r

α
β u(r) =

Γ ≥ 0.

Step 3: lim
r→+∞

r
α
β u(r) = Γ > 0 and lim

r→+∞
r

α
β +1u′(r) =

−α
β

Γ < 0.

We argue by contradiction and assume that lim
r→+∞

r
α
β u(r) = 0. Then by the first step,

lim
r→+∞

h(r) = 0. Therefore, using L’Hospital’s rule, we obtain

lim
r→+∞

h′(r)(
r

α
β u(r)

)′ = lim
r→+∞

h(r)

r
α
β u(r)

= β. (58)

On the other hand, we have

h′(r) = r
α
β −2|u′(r)|p−1

(
N − α

β
− ruq

|u′|p−1

)
. (59)

Let 0 < c <
α

β
, then by Proposition 2.5, we have gc(r) < 0 for large r, then

|u′(r| > cu(r)

r
for large r. (60)

This leads to

0 <
r uq(r)

|u′(r)|p−1
< c1−prpuq+1−p(r). (61)

Since
α

β
=

p

q + 1− p
, then lim

r→+∞
rpuq+1−p(r) = 0, therefore by (61), lim

r→+∞

ruq

|u′(r)|p−1
=

0. Using the fact that
α

β
< N and |u′(r)| > 0, we obtain by (59), h′(r) > 0 for

large r. Therefore by (58), we have
(
r

α
β u(r)

)′
> 0 for large r, but this contradicts

Proposition 2.7. Consequently, lim
r→+∞

r
α
β u(r) = Γ > 0. Hence, using L’Hospital’s rule

(because lim
r→+∞

u(r) = 0), we get

lim
r→+∞

r
α
β +1u′(r) =

−α
β

lim
r→+∞

r
α
β u(r) =

−α
β

Γ < 0.
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Step 4: Γ =

(
N − p− α

β
(p− 1)

) 1
q+1−p

(
α

β

) p−1
q+1−p

.

By (28), we have

−βr gα/β(r) = |u′|p−2
u′(r)

[(
N − p− α

β
(p− 1)

)
+

(p− 1)
g′α/β(r)

u′(r)
+

ruq(r)

|u′|p−2
u′(r)

]
.

(62)

Since lim
r→+∞

u(r) = 0 and lim
r→+∞

ru′(r) = 0 (by Step 3), one has lim
r→+∞

gα
β
(r) = 0.

Therefore, using again Step 3 and L’Hospital’s rule, we obtain

lim
r→+∞

g′α
β
(r)

u′(r)
= lim

r→+∞

gα
β
(r)

u(r)
= lim

r→+∞

(
α

β
+
ru′(r)

u(r)

)
= 0. (63)

Moreover, since
α

β
=

p

q + 1− p
, we have

lim
r→+∞

ruq(r)

|u′|p−2u′(r)
=

−Γq+1−p(
α

β

)p−1 . (64)

Suppose by contradiction that

N − p− α

β
(p− 1)− Γq+1−p(

α

β

)p−1 ̸= 0. (65)

Then, according to (62), (63) and (64), we have

−βrgα
β
(r) ∼

+∞
|u′|p−2u′(r)

N − p− α

β
(p− 1)− Γq+1−p(

α

β

)p−1

 . (66)

This gives gα
β
(r) ̸= 0 for large r, that is, r

α
β u(r) is strictly monotone for large r, but this

contradicts Proposition 2.7. Consequently,

Γ =

(
N − p− α

β
(p− 1)

) 1
q+1−p

(
α

β

) p−1
q+1−p

.

The proof of this theorem is complete. 2

The following Figures 1 and 2 describe the strictly positive solution and its comparison
with the function r−α/β .
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Figure 1: Strictly positive solution u.
Figure 2: Comparison of solution u with
r−α/β .

4 Structure of Radial Solutions

In this section, we investigate the structure of the solutions of the problem (P ). The
study depends strongly on the sign of Nβ − α and the comparison between the three

determining values
α

β
,

p

q + 1− p
and

N − p

p− 1
.

Theorem 4.1 Assume
α

β
≥ N . Then the solution u of problem (P ) changes the

sign.

Proof. We consider the following function:

φ(r) = rN−1|u
′
|p−2u

′
(r) + βrNu(r). (67)

Therefore by (9), we get

φ′(r) = (βN − α) rN−1u(r)− rN−1|u|q−1u(r). (68)

Suppose that u(r) > 0 for all r ∈ [0,+∞). As α ⩾ βN , then φ′(r) < 0. Therefore, as
φ(0) = 0, we have φ(r) ⩽ 0 ∀r ∈ [0,+∞). Consequently, the function r → H(r) =
p

p− 2
u

p−2
p−1 (r) + β

1
p−1 r

p
p−1 is decreasing. Then for any r ∈ [0,+∞), we have

H(r) ⩽ H(0) =
p

p− 2
A

p−2
p−1 . (69)

When letting r → +∞, the term on the left-hand part of the inequality converges to
+∞, so we reach a contradiction.

Now, let r0 be the first zero of u, then φ′(r) < 0 for all r ∈ (0, r0), thus φ(r0) <
φ(0) = 0. Therefore u′(r0) < 0, consequently, u changes the sign. 2

The solution that changes the sign is illustrated by Figure 3.

Theorem 4.2 Assume
α

β
< N . Then the solution u of problem (P ) is not strictly

positive in the following cases:

(i)
N − p

p− 1
⩽
α

β
.

(ii) q ⩽ p− 1 and
α

β
<
N − p

p− 1
.
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Figure 3: Solution that changes the sign.

(iii) q > p− 1 and
α

β
̸= p

q + 1− p
<
N − p

p− 1
.

Proof. Assume by contradiction that u is strictly positive. The idea is to show that
under this assumption, we have gα/β(r) ̸= 0 for large r in these three cases, which is not
possible by Proposition 2.7.

Assume that there exists a large r0 such that gα/β(r0) = 0, we obtain by (29),

(p− 1)|u′|p−2(r0)g
′
α/β(r0) = r0u

q(r0)

[
− 1 + (p− 1)

(
α

β

)p−1

×

(
N − p

p− 1
− α

β

)
r−p
0 up−1−q(r0)

]
.

(70)

Using the fact that lim
r→+∞

u(r) = 0, we have in the cases (i) and (ii), g′α/β(r0) < 0.

For the case (iii), we have by Proposition 2.5 and Proposition 2.6 lim
r→+∞

r
p

q+1−pu(r) = 0

or lim
r→+∞

r
p

q+1−pu(r) = +∞, then we get g′α
β
(r0) ̸= 0. Therefore, in the three cases, we

have gα/β(r) ̸= 0 for large r, that is, rα/βu(r) is strictly monotone for large r. But this
contradicts Proposition 2.7. Consequently, u is not strictly positive in the three cases.2

Theorem 4.3 Assume
α

β
< N . Then for any 0 < A < (βN − α)

1
q−1 , the solution

u(., A) of problem (P ) is strictly positive.

Proof. Let r0 be the first zero of u, then u(r0) = 0 and u′(r0) ⩽ 0. Integrating (9)
on (0, r0), we obtain

rN−1
0 |u

′
|p−2u

′
(r0) =

r0∫
0

[
(βN − α)− uq−1(s)

]
sN−1u(s) ds. (71)

As u(r) > 0 and u′(r) < 0 on (0, r0), then

βN − α− uq−1(s) > βN − α−Aq−1 > 0 for any s ∈ (0, r0). (72)
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Therefore by (71), we get u′(r0) > 0, but this contradicts the fact that u′(r0) ⩽ 0. Hence
u(., A) is strictly positive. 2

Theorem 4.4 Assume
α

β
=

p

q + 1− p
< min

(
N − p

p
,
p

2

)
. Then the solution u of

problem (P ) is strictly positive.

Before giving the proof of the theorem, we need the following result.

Proposition 4.1 Let u be a solution of problem (P ). Assume that there exists R > 0,
the first zero of u. Then for λ ≥ 1 and 0 < γ < ρ, we have∫ R

0

uλ|u′|γsρ−1 ds ≤ λ+ γ

ρ− γ

∫ R

0

uλ−1|u′|γ+1sρ ds. (73)

Proof. By Holder’s inequality, we have

∫ R

0

uλ|u′|γsρ−1 ds ≤

(∫ R

0

uλ+γsρ−1−γ ds

) 1
γ+1

(∫ R

0

uλ−1|u′|γ+1sρ ds

) γ
γ+1

. (74)

On the other hand, using the fact that u(R) = 0, we obtain∫ R

0

(
uλ+γsρ−1−γ

)′
s ds = −

∫ R

0

uλ+γsρ−1−γ ds. (75)

Therefore

(λ+ γ)

∫ R

0

u′uλ+γ−1sρ−γ ds+ (ρ− 1− γ)

∫ R

0

uλ+γsρ−1−γ ds =

−
∫ R

0

uλ+γsρ−1−γ ds.

(76)

Using the fact that u′ < 0 in (0, R), we get∫ R

0

uλ+γsρ−1−γ ds =
λ+ γ

ρ− γ

∫ R

0

|u′|uλ+γ−1sϱ−γ ds. (77)

Applying Holder’s inequality again, we obtain

∫ R

0

uλ+γsρ−1−γ ds ≤ λ+ γ

ρ− γ

(∫ R

0

uλ+γsρ−1−γ ds

) γ
γ+1

(∫ R

0

uλ−1|u′|γ+1sρ ds

) 1
γ+1

. (78)

Therefore,(∫ R

0

uλ+γsρ−1−γ ds

)1− γ
γ+1

≤ λ+ γ

ρ− γ

(∫ R

0

uλ−1|u′|γ+1sρ ds

) 1
γ+1

. (79)

Combining (74) and (79), we easily obtain the estimation (73). This completes the proof
of this proposition. 2
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Now we turn to the proof of Theorem 4.4.
Proof. Assume that there exists r0 > 0, the first zero of u. Then u(r) > 0

∀r ∈ [0, r0[, u
′(r) < 0 ∀r ∈ (0, r0) and u′(r0) ⩽ 0.

Since
p

q + 1− p
<
N − p

p
, one has

N − p

p
>

N

q + 1
.

Let
N

q + 1
< δ <

N − p

p
and we consider the following energy function:

G(r) = rN
(
p− 1

p
|u′|p + 1

q + 1
|u|q+1

)
+ δrN−1u|u′|p−2u′. (80)

Using equation (5), we get

G′(r) =

(
δ − N − p

p

)
rN−1|u′|p +

(
N

q + 1
− δ

)
rN−1|u|q+1+

(α+ βδ)rNu|u′| − αδrN−1u2(r)− βrN+1u′2(r).

(81)

Integrating the last inequality on (0, r0), we obtain

G(r0) =

(
δ − N − p

p

)∫ r0

0

sN−1|u′|p ds+
(

N

q + 1
− δ

)∫ r0

0

sN−1|u|q+1(s) ds

+ (α+ βδ)

∫ r0

0

sNu|u′| ds− αδ

∫ r0

0

sN−1u2(s) ds− β

∫ r0

0

sN+1u′2(s) ds.

(82)

With the choice of δ and the fact that u > 0 and u′ < 0 on (0, r0), we obtain by (82),

G(r0) < (α+ βδ)

∫ r0

0

sNu|u′| ds− β

∫ r0

0

sN+1u′2(s) ds. (83)

According to Proposition 4.1, we have∫ r0

0

sNu|u′| ds ⩽ 2

N

∫ r0

0

sN+1u′2(s) ds. (84)

Then by (83) and (84), we see that

G(r0) <

(
2

N
(α+ βδ)− β

)∫ r0

0

sN+1u′2(s) ds. (85)

Since N > p and
p

q + 1− p
<
p

2
, one has

N − p

p
<
N

2
− α

β
. Again, with the choice of

δ, we have δ <
N

2
− α

β
, which implies that

(
2

N
(α+ βδ)− β

)
< 0, that is, G(r0) < 0,

but this contradicts the fact that

G(r0) =
p− 1

p
rN0 |u′(r0)|p ⩾ 0.

Consequently, u is strictly positive. This completes the proof. 2
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5 Conclusion

In this work, we studied the Cauchy problem (P ). We proved the existence of global

solutions, we presented their complete classification in the cases
α

β
≥ N and

α

β
< N , and

we gave an explicit behavior near infinity of the positive solutions. More precisely, we
have given explicit equivalents to the positive solution u of problem (P ) and its negative
derivative u′. The study of asymptotic behavior of positive solutions is carried out in

the case
α

β
=

p

q + 1− p
<
N − p

p− 1
, which recalls the form of radial self-similar solutions

of the parabolic problem (2) from which the problem (P ) is derived.
Asymptotic behavior of positive solutions is ensured by the study of a nonlinear

dynamical system that we obtained by using the logarithmic change

v(t) = rα/βu(r), r > 0 and t = Log(r). (86)

This obtained system, which we call (S), is as following:

(S)

v
′(t) = |w(t)|

2−p
p−1w(t) +

α

β
v(t),

w′(t) =−(N−p−α

β
(p−1))w(t)−αe(p+

α
β (p−2))tv(t)−βe(p+

α
β (p−2))tz(t)−|v|q−1v(t),

where
w(t) = |z|p−2z(t) (87)

and
z(t) = v′(t)− α

β
v(t) = r

α
β +1u′(r). (88)

The solution (v, w) of the system (S) satisfies v > 0 and w < 0 (because u > 0 and

u′ < 0) and tends near infinity to the equilibrium point

(
Γ, −

(
α

β
Γ

)p−1
)
, where Γ is

explicitly dependent on p, q and N . Indeed, rewriting the second equation of the system
(S) by using expression (88), we obtain

− βe(p+
α
β (p−2))tv′(t) = w

(
N − p− α

β
(p− 1) +

w′

w
+
vq

w

)
. (89)

We have by (63) and (64),

lim
t→+∞

w′

w
= lim

r→+∞
(p− 1)

g′α
β
(r)

u′(r)
= 0 (90)

and

lim
t→+∞

vq

w
= lim

r→+∞

ruq(r)

|u′|p−2u′(r)
=

−Γq+1−p(
α

β

)p−1 . (91)

Therefore

lim
t→+∞

−βe(p+
α
β (p−2))t v

′(t)

w
= N − p− α

β
(p− 1)− Γq+1−p(

α

β

)p−1 . (92)
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Recall by Proposition 2.7, that v(t) is not strictly monotone for large t, then since w is
strictly negative, necessarily we have by (92),

lim
t→+∞

−βe(p+
α
β (p−2))t v

′(t)

w
= 0.

Hence the explicit expression of Γ given by (48).
Finally, using expressions (86), (87) and (88), the convergence of the solution (v, w)

of the system (S) to the equilibrium point

(
Γ, −

(
α

β
Γ

)p−1
)

near infinity is expressed

in terms of u and u′ by

lim
r→+∞

r
α
β u(r) =

(
N − p− α

β
(p− 1)

) 1
q+1−p

(
α

β

) p−1
q+1−p

and

lim
r→+∞

r
α
β +1u′(r) =

−α
β

(
N − p− α

β
(p− 1)

) 1
q+1−p

(
α

β

) p−1
q+1−p

.
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Abstract: In this paper, we study a model of dynamic von Karman equation coupled
to the thermoelastic equation, with rotational forces and not clamped boundary con-
ditions. Our fundamental goal is to establish the existence as well as the uniqueness
of a weak solution for the so-called global energy. In the end, we display a numerical
simulation.
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1 Introduction

In nonlinear oscillation of elastic plates, a dynamic von Karman equation with rotational
forces, (α > 0) [1], describes the buckling and flexible phenomenon of small nonlinear
vibration of vertical displacement to the elastic plates. In nonlinear thermoelastic plate
interaction, we study in this paper the case when the plate is coupled with thermal
dissipation. From physical point of view, the main peculiarities of the model are the
possibility of large deflections of the plate and small changes of the temperature near the
reference temperature of the plate. As is well-known, the model with clamped boundary
conditions, taking and not taking into account the rotational terms, for displacement u,
the Airy stress function ϕ and the thermal function θ, can be formulated by the following
system, see for instance [1].
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Find (u, ϕ, θ) ∈
(
L2([0, T ] , (H2

0 (ω))
2
)
×H1

0 (ω) such that

(P0)



utt − α∆utt +∆2u+ µ∆θ − [ϕ+ F0, u] = p(x) in ω × [0, T ] ,

kθt − η∆θ − µ∆ut = 0 in ω × [0, T ] ,

u|t=0
= u0, (ut)|t=0

= u1, θ|t=0
= θ0 in ω,

u = ∂νu = 0 on Γ× [0, T ] ,

θ = 0 on Γ,

and

(Q)

 ∆2ϕ+ [u, u] = 0 in ω × [0, T ] ,

ϕ = 0, ∂νϕ = 0 on Γ× [0, T ] ,

where ω is the surface plate, u0, u1 and θ0 are the initial data and [., .] is the so-called
Monge-Ampère operator defined by [2]

[ϕ, u] = ∂11ϕ∂22u+ ∂11u∂22ϕ− 2∂12ϕ∂12u. (1)

The parameters µ, η are positive and α, k are non negative. The case α > 0 corre-
sponds to the equation with rotational term. But the parameter k has the meaning of
heat/thermal capacity. Now, in the case k = 0 and α = 0, the model (P0) without rota-
tional inertia can be decoupled, if we substitute ∆θ from the second equation, the first
equation becomes just a model of dynamic von Karman equations with internal viscous
damping [1].

The plate is subjected to the internal force F0 and external force p0. In [1], Chueshov
and Lasiecka studied the problem of structural interaction coupled with the von Karman
evolution and established the theoretical result for a strong, generalized and weak solution
by using the theory of nonlinear semi-group, if one chooses 0 ≤ α ≤ 1 and 0 ≤ k ≤ 1. To
justify the uniqueness, the authors used the limit definition of a generalized solution along
weak continuity of the nonlinear terms involving the Airy stress function and known Lip
continuity of the von Karman bracket with the Airy stress function.

The aim of this paper is to give a condition verified by the external, internal loads
and the initial datums to have a unique weak solution of the von Karman evolution with
rotational terms and not clamped boundary conditions subject to thermal dissipation
and for all α > 0, k > 0 and 0 < µ ≤ η. Our approach is based on an iterative problem
(Pn)n≥0 whose sequence-solution (un, ϕn, θn)n≥0 converges to the unique solution of the
problem under consideration.

This paper is organized as follows. Section 2 is devoted to the description of the
mathematical structure of the model. In Section 3, we use the iterative method for
establishing the uniqueness of weak solution of the associated dynamical plates with
rotational terms, subject to thermal dissipation. In Section 3, we describe the numerical
test.

2 Preliminary Results and Needed Tools

Throughout the following consideration, ω denotes a nonempty bounded domain in R2,
with the regular boundary Γ = ∂ω and α > 0, k > 0, 0 < µ ≤ η are the reals.
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Let p ≥ 1 be a real number and m ≥ 1 be an integer. We denote by |.|p,ω the classical
norm of Lp(ω) and by ∥.∥m,ω that of Hm(ω). For u ∈ H2(ω), we set ∥u∥ = |∆u|2,ω for
the sake of simplicity. We also set

W (0, T ) =
{
u, u ∈ L2

(
[0, T ] , H2

0 (ω)
)
, ut ∈ L2

(
[0, T ] , L2(ω)

)}
,

which is a Hilbert space with the associated norm(
|u|2

L2
(
[0,T ],H2

0 (ω)
) + |ut|2

L2
(
[0,T ],L2(ω)

))1/2

.

In this paper, for the sake of simplicity, we denote

∥u∥α = ∥u∥2 + α |∇ut|22,ω + |ut|22,ω . (2)

We recall the following result [3, 4].

Theorem 2.1 Let f ∈ L2(ω). Then the following problem:
∆2v = f in ω,

v = 0 on Γ,

∂νv = 0 on Γ,

has one and only one solution v ∈ H2
0 (ω) ∩H4(ω) satisfying

∥v∥ ≤ c0 |f |1,ω
for some constant c0 > 0 depending only on mes(ω).

The following remark is of interest.

Remark 2.1 If the function f is in L2
(
[0, T ] , L2(ω)

)
, then the unique solution of

the last problem is in L2
(
[0, T ] , H2

0 (ω) ∩H4(ω)
)
.

We also need to recall the following result [4, 5].

Theorem 2.2 Let g ∈ L2
(
[0, T ] , L2(ω)

)
, u0 ∈ L2(ω) and k, η, µ are non negative

reals. Then the following problem :

(D)



kut − η∆u = µg in ω × [0, T ] ,

u|t=0
= u0 in ω,

u = 0 on Γ× [0, T ] ,

has one and only one solution u ∈ C
(
[0, T ] ;H2(ω) ∩H1

0 (ω)
)
∩ C1

(
[0, T ] ;L2(ω)

)
.

Proposition 2.1 Under the assumptions of Theorem 2.2 and if we choose g = −∆f ,
then the unique solution of the problem (D) satisfies the following inequality:

∀0 ≤ t ≤ T, k |u|22,ω + η

∫ t

0

|∇u|22,ω ≤ k |u0|22,ω + µ

∫ t

0

|∇f |22,ω , (3)

where f ∈ H2(ω), k > 0 and 0 < µ ≤ η.
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Proof. Since u is a solution of the problem (D), we have

k

2

d

dt
|u|22,ω + η |∇u|22,ω =

∫
ω

gu =

∫
ω

−∆fu =

∫
ω

∇f∇u ≤ 1

2
|∇f |22,ω +

1

2
|∇u|22,ω .

Now, if we integrate the latter inequality with respect to t > 0, we then deduce, by using
the fact that (u)|t=0

= u0 in ω,

k

2
|u|22,ω + η

∫ t

0

|∇u|22,ω ≤ k

2
|u0|22,ω +

µ

2

∫ t

0

|∇f |22,ω +
µ

2

∫ t

0

|∇u|22,ω ,

we have that 0 ≺ µ ≤ η, then we conclude that

k |u|22,ω + η

∫ t

0

|∇u|22,ω ≤ k |u0|22,ω + µ

∫ t

0

|∇f |22,ω .

The following theorem is of interest, see [1].

Theorem 2.3 Assume that for f ∈ L2(ω), α > 0 and (u0, u
1) ∈ H2

0 (ω)×H1
0 (ω), the

problem

(S)



(1− α∆)utt +∆2u = f in ω × [0, T ] ,

u = ∂νu = 0 on Γ× [0, T ] ,

u|t=0
= u0, (ut)|t=0

= u1 in ω,

has a unique solution (u, ut) ∈ C([ 0, T ] , H2
0 (ω)×H1

0 (ω)), and the energy equality

E0(u, ut) = E0(u0, u
1) +

∫ t

0

∫
ω

fut

holds, here

E0(u0, u
1) =

1

2

∫
ω

(∥u0∥22,ω +
∣∣u1∣∣2

2,ω
+ α

∣∣∇u1∣∣2
2,ω

).

Now, let us put
F1(u, ϕ) = [ϕ+ F0, u]. (4)

Before giving our main result, we now state the following results.

Proposition 2.2 Let (u, v) ∈ (H2
0 (ω))

2 and F0 ∈ H4(ω) be with small norms. Let
ϕ, φ ∈ H2

0 (ω) be the solutions of the following two problems:

∆2ϕ = − [u, u] and ∆2φ = − [v, v] .

Then the following estimations:∣∣∣ [u, ϕ]− [v, φ]
∣∣∣
2,ω

≤ c1∥u− v∥

and
∥F1(u, ϕ)− F1(v, φ)∥(L2(ω))3 ≤ c1 ∥u− v∥

hold for some 0 < c1 < 1.
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Proof. Following [1], we have∣∣∣ [u, ϕ]− [v, φ]
∣∣∣
2,ω

≤ c0
(
∥u∥2 + ∥v∥2

)
∥u− v∥

for some c0 > 0. Let c > 0 be small enough such that ∥u∥ ≤ c and ∥v∥ ≤ c. We have∣∣∣ [u, ϕ]− [v, φ]
∣∣∣
2,ω

≤ 2c0c
2 ∥u− v∥

and so

∥F1(u, ϕ)− F1(v, φ)∥(L2(ω))3 ≤
∣∣∣ [ϕ+ F0, u ]− [φ+ F0, v ]

∣∣∣
2,ω
,

≤
∣∣∣ [ϕ, u ]− [φ, v ]

∣∣∣
2,ω

+
∣∣∣ [F0, u− v ]

∣∣∣
2,ω
,

≤
(
2c0c

2 + 4 ∥F0∥4,ω
)
∥u− v∥ .

If we choose

∥F0∥4,ω <
1

4
and 0 < c <

√
1− 4 ∥F0∥4,ω

2c0
,

we have
0 < c1 = 2c0c

2 + 4 ∥F0∥4,ω < 1,

we then conclude the proof. The following proposition is of interest.

Proposition 2.3 Let f ∈ L2([0, T ], L2(ω)), θ0 ∈ H1
0 (ω) and (u0, u

1) ∈ H2
0 (ω) ×

H1
0 (ω). The following problem :

(S1)



(u)tt − α∆(u)tt +∆2u+ µ∆θ = f in ω × [0, T ] ,

kθt − η∆θ = µ∆ut in ω × [0, T ] ,

u = ∂νu = θ = 0 on Γ× [0, T ] ,

(u)|t=0
= u0, (ut)|t=0

= u1, (θ)|t=0
= θ0 in ω,

has one and only one solution (u, θ) ∈ L2([ 0, T ] , H2
0 (ω) × H1

0 (ω)) and ut ∈
L2([ 0, T ] , H1

0 (ω)) satisfies

∥u∥α + k |θ|22,ω + 2η

∫ t

0
|∇θ|22,ω ≤ eT

(
∥u0∥2 + α

∣∣∇u1
∣∣2
2,ω

+
∣∣u1

∣∣2
2,ω

+ k |θ0|22,ω +

∫ T

0
|f |22,ω

)
. (5)

Proof. For establishing the existence and uniqueness of solution of the problem under
consideration, we will study the problem (S)1 by considering the n-order approximate
solution and we use the variational problem.
Let { ek, e1k } be a basis in the space H2

0 (ω) × H1
0 (ω). We define an n-order Galerkin

approximate solution to the problem (S)1 with clamped boundary conditions on the
interval [ 0, T ], as a function (un(t), θn(t)) of the form, see for instance [1, 6],

un =

n∑
k=1

hk(t)ek and θn =

n∑
k=1

lk(t)e
1
k n = 1, 2, 3, ...,
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where (hk(t), lk(t)) ∈ W 2,+∞(0, T, IR) ×W 1,+∞(0, T, IR) and ϕn is determined by un

according to the problem (Q) and (un0, θn0), un1 are chosen such that (un0, θn0) converges
to (u0, θ0) in L

2([0, T ] , H2
0 (ω)×H1

0 (ω)) and un1 converges to u1 in L2([0, T ] , H1
0 (ω)).

Let the variational problem of (S)1 be∫
ω

unttu
n
t + α

∫
ω

∇untt∇unt +

∫
ω

∆un∆unt + µ

∫
ω

∆θnunt =

∫
ω

funt

and ∫
ω

θnt θ
n − η

∫
ω

(∇θn)2 = µ

∫
ω

∆unt θ
n.

Since (unt , θ
n) ∈ H2

0 (ω)×H1
0 (ω) and

∫
ω
∆θnunt =

∫
ω
θn∆unt , we have

1d

2dt
(|unt |

2
2,ω + ∥un∥2 + α |∇unt |

2
2,ω) + µ

∫
ω

θn∆unt =

∫
ω

funt ,

and
kd

2dt
|θn|22,ω + η |∇θn|22,ω =

∫
ω

∆θnunt .

Hence

1d

2dt
(|unt |

2
2,ω + ∥un∥2 + α |∇unt |

2
2,ω) +

kd

2dt
|θn|22,ω + η |∇θn|22,ω =

∫
ω

funt .

Now, if we integrate the latter inequality with respect to t > 0, with (2) and by using
the fact that un|t=0 = un0, (u

n
t )|t=0 = un1 and θn|t=0 = θn0, we deduce that

1

2
(∥un∥α + k |θn|22,ω) + η

∫ t

0
|∇θn|22,ω =

1

2
(|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω) +

∫ t

0

∫
ω
fun

t .

And for all 0 ≤ s ≤ t,

∥un∥α+k |θ
n|22,ω+2η

∫ t

0

|∇θn|22,ω ≤ |un1|22,ω+α |∇un1|22,ω+∥un0∥2+k |θn0|22,ω+
∫ T

0

|f |22,ω

+

∫ t

0

(
∥un∥α + k |θn|22,ω + 2η

∫ s

0

|∇θn|22,ω
)
. (6)

For any 0 ≤ s ≤ t, we put

I(s) = ∥un∥α + k |θn|22,ω + 2η

∫ s

0

|∇θn|22,ω .

The inequality (6) yields

e−s
(
I(s)−

∫ s

0

I(σ)dσ
)
≤ e−s

(
|un1|22,ω +α |∇un1|22,ω + ∥un0∥2+k |θn0|22,ω +

∫ T

0

|f |22,ω
)
.

Now, we have

d
ds

(
e−s

∫ s

0
I(σ)dσ

)
= e−sI(s)− e−s

∫ s

0
I(σ)dσ = e−s

(
I(s)−

∫ s

0
I(σ)dσ

)
,

≤ e−s
(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T

0
|f |22,ω

)
,
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and

|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T

0

|f |22,ω = I(0) +

∫ T

0

|f |22,ω

does not depend on s, then∫ t

0

d

ds

(
e−s

∫ s

0

I(σ)dσ
)
ds ≤ (

∫ t

0

e−sds)
(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω

+

∫ T

0

|f |22,ω
)
,

from which we deduce

e−t

∫ t

0

I(σ)dσ ≤ (1− e−t)
(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T

0

|f |22,ω
)
.

Since ∫ t

0

(∥un∥α + k |θn|22,ω + 2η

∫ s

0

|∇θn|22,ω) =
∫ t

0

I(σ)dσ,

it follows that∫ t

0
I(σ)dσ ≤ (1−e−t)

e−t

(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T

0
|f |22,ω

)
,

≤ (et − 1)
(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T

0
|f |22,ω

)
,

≤ (eT − 1)
(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T

0
|f |22,ω

)
.

This, with (6), yields

∥un∥α + k |θn|22,ω + 2η
∫ t
0 |∇θn|22,ω ≤

(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T
0 |f |22,ω

)
+(eT − 1)

(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T
0 |f |22,ω

)
,

≤ eT
(
|un1|22,ω + α |∇un1|22,ω + ∥un0∥2 + k |θn0|22,ω +

∫ T
0 |f |22,ω

)
.

This estimate implies that there exists a subsequence (unl , θnl) such that
(unl , θnl) ⇀ (u, θ) weakly in H2

0 (ω) × L2(ω)) and ((unl)t,∇θnl) ⇀ ((u)t,∇θ) weakly in
H1

0 (ω)× L2(ω).
For showing that (u, θ) is a weak solution of the problem (S)1, we use the same method

as in [6]. Let φj ∈ C1(0, T ), 1 ≤ j ≤ j0, such that φj(T ) = 0 and

ψ =

j0∑
j=1

φj ⊗ ej , φ =

j0∑
j=1

φj ⊗ e1j .

After the variational problem, we have

−
∫ T

0

∫
ω

unlt ψt + α

∫ T

0

∫
ω

∇unlt ∇ψt + µ

∫ T

0

∫
ω

∇θnl∇ψ +

∫ T

0

∫
ω

∆unl∆ψ
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=

∫ T

0

∫
ω

fψ −
∫
ω

unl1ψ(0)− α

∫
ω

∇unl1∇ψ(0) (7)

and

−
∫ T

0

(∫
ω
θnlφt + η

∫
ω
∇θnl∇φ− µ

∫
ω
∇unl∇φt

)
= −

∫
ω
θnl0φ(0) + µ

∫
ω
∇unl1∇φ(0). (8)

Now, we can pass to the limit nl → +∞, in (7) and (8), we find that for all
ψ ∈ L2([0, T ], H2

0 (ω)), ψt ∈ L2([0, T ], H1(ω)), φ ∈ L2([0, T ], H1
0 (ω)) and φt ∈

L2([0, T ], L2(ω)) such that ψ(T ) = φ(T ) = 0. We deduce that

−
∫ T

0

∫
ω

utψt + α

∫ T

0

∫
ω

∇ut∇ψt + µ

∫ T

0

∫
ω

∇θ∇ψ +

∫ T

0

∫
ω

∆u∆ψ

=

∫ T

0

∫
ω

fψ −
∫
ω

u1ψ(0)− α

∫
ω

∇u1∇ψ(0)

and

−
∫ T

0

(∫
ω
θφt + η

∫
ω
∇θ∇φ− µ

∫
ω
∇u∇φt

)
= −

∫
ω
θ0φ(0) + µ

∫
ω
∇u1∇φ(0).

This shows that (u, θ) is a weak solution of the problem (S)1, by the some method as in
the last proof, we deduce the following inequality:

∥u∥α+k |θ|22,ω +2η

∫ t

0

|∇θ|22,ω ≤ eT (
∣∣u1∣∣2

2,ω
+α

∣∣∇u1∣∣2
2,ω

+ ∥u0∥2+k |θ0|22,ω +

∫ T

0

|f |22,ω).

For the uniqueness, let (u1, θ1) and (u2, θ2) be two solutions. We use a similar proof
as that of inequality (5), for the solution (u1 − u2, θ1 − θ2) of the following problem:

(1− α∆)(u1 − u2)tt +∆2(u1 − u2) + µ∆(θ1 − θ2) = 0 in ω × [0, T ] ,

k(θ1 − θ2)t − η∆(θ1 − θ2) = µ∆(u1 − u2)t in ω × [0, T ] ,

θ1 − θ2 = u1 − u2 = ∂ν(u1 − u2) = 0 on Γ× [0, T ] ,

(u1 − u2)|t=0
= 0, ((u1 − u2)t)|t=0

= 0, (θ1 − θ2)|t=0
= 0 in ω,

it follows that

∥u1 − u2∥α + k |θ1 − θ2|22,ω + 2η

∫ t

0

|∇(θ1 − θ2)|22,ω ≤ eT (
∣∣(u1)1 − (u2)

1
∣∣2
2,ω

+ ∥(u1)0 − (u2)0∥2 + α
∣∣∇((u1)

1 − (u2)
1)
∣∣2
2,ω

+ k |(θ1)0 − (θ2)0|22,ω).

Then u1 = u2 and θ1 = θ2. The proof of the proposition is completed.

3 Iterative Approach: The Main Results

For establishing the existence and uniqueness of solution of the problem (P0) in the case
of rotational terms α > 0, we use the following iterative approach.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 22 (3) (2022) 263–280 271

Let n ≥ 2 and let 0 ̸= u1 ∈ H2
0 (ω) be given. We first find ϕn−1 ∈ H2

0 (ω) as the
solution of the equation ∆2ϕn−1 = − [un−1, un−1] and (un, θn) as the solution of the
following problem:

(Pn)



(un)tt − α∆(un)tt +∆2un = F (un−1, ϕn−1, θn) in ω × [0, T ] ,

k(θn)t − η∆θn = µ∆(un)t in ω × [0, T ] ,

un = ∂νun = θn = 0 on Γ× [0, T ] ,

(un)|t=0
= u0, ((un)t)|t=0

= u1, (θn)|t=0
= θ0 in ω,

where
F (u, ϕ, θ) = F1(u, ϕ)− µ∆θ + p,

and F1 is defined by (4).
We are now in a position to state our main result of this section.

Theorem 3.1 Let p ∈ L2(ω), (u0, u
1) ∈ H2

0 (ω) ×H1
0 (ω) and θ0 ∈ H1

0 (ω). Assume
that all the following quantities:

∥F0∥4,ω , |p|2,ω , ∥u0∥
2
+
∣∣u1∣∣2

2,ω
+ α

∣∣∇u1∣∣2
2,ω

and ∥θ0∥21,ω

are small with 0 < µ ≤ η. Then the problem (P0) with rotational forces has one and
only one weak solution (u, ϕ, θ) in L2

(
[0, T ] , H2

0 (ω) × H2
0 (ω) × H1

0 (ω)
)
such that ut ∈

L2
(
[0, T ] , H1

0 (ω)
)
and utt ∈ L2

(
[0, T ] , L2(ω)

)
.

Proof. We divide the proof into four steps.
Step 1: Let us consider the problem (Pn), where 0 ̸= u1 does not depend on t.
Throughout this proof, we use the notation

∥(u, θ)∥∗ = ∥u∥α + k |θ|22,ω + 2η

∫ t

0

|∇θ|22,ω ,

where ∥.∥α is defined by (2). According to Proposition 2.2 and Theorem 2.1, there exists
a constant c0 > 0. Now, for ∥F0∥4,ω <

1
4 , we can choose c := c(∥F0∥4,ω , c0, T ) > 0 such

that

0 < 4c0c < 1, 0 < c <

√
1− 4 ∥F0∥4,ω

2c0
and ∥u1∥2,ω < c < 1.

By a mathematical induction on n ≥ 1, we will prove that the following two inequalities:

∥u∥α = ∥un∥2 + α |∇(un)t|22,ω + |(un)t|22,ω ≤ ∥u1∥22,ω and ∥ϕn∥2,ω ≤ ∥u1∥2,ω

hold for all n ≥ 1 and any 0 ≤ t ≤ T . For n = 1, we have

∥u1∥α = ∥u1∥2 + |(u1)t|22,ω = ∥u1∥22,ω

since u1 does not depend on t. Otherwise, for ϕ1 being the solution of the problem
∆2ϕ1 = − [ u1, u1 ], Theorem 2.1 ensures that there exists c0 > 0 such that

∥ϕ1∥2,ω ≤ c0 |[ u1, u1 ]|1,ω ,
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using the proof of Proposition 2.2 with ∥u1∥2,ω < c and 0 < 4c0c < 1, we can deduce
that

∥ϕ1∥2,ω ≤ 4c0 ∥u1∥22,ω ≤ 4c0c ∥u1∥2,ω ≤ ∥u1∥2,ω .

The desired inequalities are true for n = 1.
Suppose that for k = 2, ..., n and 0 ≤ t ≤ T , we have

∥uk∥α ≤ ∥u1∥22,ω and ∥ϕk∥2,ω ≤ ∥u1∥2,ω .

According to Proposition 2.2 and Theorem 2.1, we have

∥ϕn∥2,ω ≤ c0 |[ un, un ]|1,ω ≤ 4c0 ∥un∥2 ≤ 4c0c ∥un∥ ≤ c1 ∥un∥ .

Since un+1 is a solution of (Pn+1), Proposition 2.3, Proposition 2.2 and Theorem 2.1
imply that there exists 0 < c1 = 2c0c

2 + 4 ∥F0∥4,ω < 1 such that

∥(un+1, θn+1)∥∗ ≤ eT (∥u0∥2 + α
∣∣∇u1∣∣2

2,ω
+ k |θ0|22,ω +

∣∣u1∣∣2
2,ω

+
∫ T

0
(∥F1(un, ϕn)∥(L2(ω))2

+p)2 ≤ eT (∥u0∥2 + α
∣∣∇u1∣∣2

2,ω
+ k |θ0|22,ω +

∣∣u1∣∣2
2,ω

+ 2
∫ T

0

(
∥F1(un, ϕn)∥2(L2(ω))2 ,

+ |p|22,ω
)
≤ eT (∥u0∥2 + α

∣∣∇u1∣∣2
2,ω

+ k |θ0|22,ω +
∣∣u1∣∣2

2,ω
+ 2

∫ T

0
c21 ∥un∥

2
+ 2T |p|22,ω),

≤ eT (∥u0∥2 + α
∣∣∇u1∣∣2

2,ω
+
∣∣u1∣∣2

2,ω
+ k |θ0|22,ω + 2

∫ T

0
c1 ∥un∥2 + 2T |p|22,ω),

≤ eT (∥u0∥2 + α
∣∣∇u1∣∣2

2,ω
+
∣∣u1∣∣2

2,ω
+ k |θ0|22,ω + 2

∫ T

0
c1(∥un∥2 + 2T |p|22,ω),

≤ eT (∥u0∥2 + α
∣∣∇u1∣∣2

2,ω
+
∣∣u1∣∣2

2,ω
+ k |θ0|22,ω + 2Tc1

∥∥u1∥∥2
2,ω

+ 2T |p|22,ω).

If we choose c > 0 sufficiently small, then 0 < c1 < 1, 0 < c2 := 2eT c1 < 1, and we have

∥(un+1, θn+1)∥∗ ≤ eT (∥u0∥2 + α
∣∣∇u1∣∣2

2,ω
+

∣∣u1∣∣2
2,ω

+ k |θ0|22,ω + 2T |p|22,ω) + c2 ∥u1∥22,ω ,

and we can choose

∥u0∥2 + α
∣∣∇u1∣∣2

2,ω
+
∣∣u1∣∣2

2,ω
+ 2T |p|22,ω + k |θ0|22,ω ≤ (1− c2)

eT
∥u1∥22,ω .

We have

∥un+1∥α = ∥un+1∥2 + α |∇(un+1)t|22,ω + |(un+1)t|22,ω ≤ ∥(un+1, θn+1)∥∗

and
∥ϕn∥2,ω ≤ c1 ∥un∥2,ω ≤ ∥u1∥2,ω .

It follows that

∥un+1∥α ≤ eT (∥u0∥2 + α
∣∣∇u1∣∣2

2,ω
+

∣∣u1∣∣2
2,ω

+ k |θ0|22,ω + 2T |p|22,ω) + c2 ∥u1∥22,ω ,

≤ eT (1−c2)
eT

∥u1∥22,ω + c2 ∥u1∥22,ω = ∥u1∥22,ω .



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 22 (3) (2022) 263–280 273

Further, we have
∥ϕn+1∥2,ω ≤ c0 |[ un+1, un+1 ]|1,ω ,

which, with ∥u1∥2,ω < c and 0 < 4c0c < 1, immediately yields

∥ϕn+1∥2,ω ≤ 4c0 ∥un+1∥2 ≤ 4c0 ∥u1∥22,ω ≤ 4c0c ∥u1∥2,ω ≤ ∥u1∥2,ω .

Summarizing, we have proved that, for all n ≥ 1 and any ∀0 ≤ t ≤ T , we have

∥un∥α ≤ ∥u1∥22,ω and ∥ϕn∥2,ω ≤ ∥u1∥2,ω .

Moreover, we have

k |θn|22,ω + 2η

∫ t

0

|∇θn|22,ω ≤ ∥(un, θn)∥∗ ≤ ∥u1∥22,ω .

Step 2: For n ≥ 2, let un, θn be the solution of (Pn).
Let 2 ≤ m ≤ n, then it is easy to see that θn − θm and un − um are solutions of the

following problem:

(1− α∆)(un − um)tt +∆2(un − um) + µ∆(θn − θm) = F1(un−1, ϕn−1)

−F1(um−1, ϕm−1) in ω × [0, T ] ,

k((θn)t − (θm)t)− η∆(θn − θm) = µ∆((un)t − (un)t) in ω × [0, T ] ,

un − um = θn − θm = ∂ν(un − um) = 0 on Γ× [0, T ] ,

(un − um)|t=0
= ((un)t − (um)t)|t=0

= ((θn)t − (θm)t)|t=0
= 0 in ω.

According to Proposition 2.2 and Theorem 2.1 we deduce, for all 0 ≤ t ≤ T ,

∥(ϕn−1 − ϕm−1)∥2,ω ≤ 4c0c ∥un−1 − um−1∥ .

Using Proposition 2.3 and Proposition 2.2, again we have, with 0 < c3 = TeT c1 < 1,

∥(un − um, θn − θm)∥∗ ≤ eT
∫ T

0
|F1(un−1, ϕn−1)− F1(um−1, ϕm−1)|2(L2(ω))2 ,

≤ eT
∫ t

0
c1 ∥un−1 − um−1∥2 .

It follows that

∥(un−um, θn−θm)∥∗ ≤ c3
∫ t

0
∥(un−1 − um−1, θn−1 − θm−1)∥∗

≤ (c3)
m−2

∫ t

0
...
∫ t

0

(
∥(un−m+2 − u1, θn−m−2 − θ1∥∗

≤ (c3)
m−2

∫ t

0
...

∫ t

0

∑n−m+1
k=0 (c3)

k
∫ t

0
...

∫ t

0
∥(u2−u1θ2−θ1)∥∗

≤ (c3)
m−2

∫ t

0
...

∫ t

0

∑n−m+1
k=0 (c3)

k
∫ t

0
...

∫ t

0

(
∥(u2, θ2)∥∗

+ ∥(u1, θ1)∥∗
)
≤ (c3T )

m−2
∑n−m+1

k=0 (c3T )
k
(
2 ∥u1∥22,ω

)
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and ∫ T

0
∥(un − um, θn − θm)∥2∗ ≤ T (c3T )

m−2
∑n−m+1

k=0 (c3T )
k(2 ∥u1∥22,ω).

And so we have

∥ϕn − ϕm∥2,ω ≤ 4c0c ∥un − um∥ .

The sequence (un, ϕn−1)n≥2 is a Cauchy sequence in H2
0 (ω) × H2

0 (ω) and (un)n≥2

is also a Cauchy sequence in W (0, T ). It follows that (un, ϕn−1) converges to
(u, ϕ) in H2

0 (ω) × H2
0 (ω), (un)t converges to (u)t in L2(ω) and ∇(un)t converges to

∇ut in L2(ω). We then have ∆2(un, ϕn−1) weakly converges to ∆2(u, ϕ) in L2(ω)×L2(ω).

Step 3: Using the inequality (3), we have

k |θn−1 − θm−1|22,ω + η

∫ t

0

|∇(θn−1 − θm−1)|22,ω ≤ µ

∫ t

0

(|∇(un−1 − um−1)t|2,ω)
2.

We deduce that θn is a Cauchy sequence in L2([0, T ] , H1
0 (ω)), then θn converges to θ in

L2([0, T ] , H1
0 (ω)). By Proposition 2.2, we have F1(un−1, ϕn−1) converges to F1(u, ϕ) in

(L2(ω))2.

Since the operator ”trace” is continuous, for all n ≥ 2, we have (un, ϕn−1)Γ =
(∂νun, ∂νϕn−1) = (0, 0) and so (u, ϕ)Γ = (∂νu, ∂νϕ) = (0, 0).

Thanks to Theorem 2.3, we have (un, (un)t) ∈ C([0, T ] , H2
0 (ω) × H1

0 (ω)) with
(un)|t=0

= u0, ((un)t)|t=0
= u1, which implies that (u)|t=0

= u0, ((u)t)|t=0
= u1. By

the assumption (u0, u
1) ∈ H2

0 (ω)×H1
0 (ω), we have un ∈ C0([0, T ] , H2

0 (ω)) and (un)n≥2

converges to u in W (0, T ).

Let v ∈ L2
(
[0, T ] , H2

0 (ω)
)
be such that vt ∈ L2

(
[0, T ], L2(ω)

)
, (1− α∆)vtt +∆2v ∈

L2
(
[0, T ] , H−2(ω)

)
, v(x1, x2, T ) = 0 and vt(x1, x2, T ) = 0. Since un is a solution of

(Pn), by virtue of the transposition theorem, see [4], we deduce that

∫ T

0

∫
ω

un((1−α∆)vtt+∆2v) =

∫ T

0

∫
ω

F (un−1, ϕn−1, θn−1)v+

∫
ω

u1v(0)−
∫
ω

u0vt(0)+

α

∫
ω

(−∇(ut)n(T )∇v(T ) +∇u1∇v(0)) + α

∫
ω

(∇un(T )∇vt(T )−∇u0∇vt(0)).

We have un converges to u in H2
0 (ω), then∫ T

0

∫
ω

un((1− α∆)vtt +∆2v) converges to

∫ T

0

∫
ω

u((1− α∆)vtt +∆2v),

and using Proposition 2.2, with∫ T

0

∫
ω

F (u, ϕ, θ) =

∫ T

0

∫
ω

F1(u, ϕ, θ) + µ

∫ T

0

∫
ω

∇θ∇u+ p,

we deduce that∫ T

0

∫
ω

F (un−1, ϕn−1, θn−1)v converges to

∫ T

0

∫
ω

F (u, ϕ, θ)v,
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and so we have∫ T

0

∫
ω

u((1− α∆)vtt +∆2v) =

∫ T

0

∫
ω

F (u, ϕ, θ)v +

∫
ω

u1v(0)−
∫
ω

u0vt(0)+

α

∫
ω

(−∇ut(T )∇v(T ) +∇u1∇v(0)) + α

∫
ω

(∇u(T )∇vt(T )−∇u0∇vt(0)).

By the transposition theorem, we obtained that u is a solution of the problem (S)1.
In summary, we have proved that (u, ϕ, θ) is a solution of the thermoelastic von

Karman evolution.

Step 4: We now prove the uniqueness. Assume that there exist two solutions
(u1, ϕ1, θ1) and (u2, ϕ2, θ2) in L2([0, T ] , H2

0 (ω) × H2
0 (ω) × H1

0 (ω)) such that, for some
c > 0 being sufficiently small, we have

∥∥u1∥∥
W (0,s0)

≤ c and
∥∥u2∥∥

W (0,s0)
≤ c.

This implies that u1 − u2 and (θ1 − θ2) satisfies the following problem:

(P3)



(1− α∆)(u1 − u2)tt +∆2(u1 − u2) = F (u1, ϕ1, θ1)

−F (u2, ϕ2, θ2) in ω × [0, T ] ,

k(θ1 − θ2)t − η∆(θ1 − θ2) = µ∆(u1 − u2)t in ω × [0, T ] ,

u1 − u2 = ∂ν(u
1 − u2) = θ1 − θ2 = 0 on Γ× [0, T ] ,

u1(x1, x2, 0)− u2(x1, x2, 0) = 0 in ω,

(u1)t(x1, x2, 0)− (u2)t(x1, x2, 0) = 0 in ω,

(θ1)t(x1, x2, 0)− (θ2)t(x1, x2, 0) = 0 in ω,

which means that (u1 − u2, θ1 − θ2) is a solution of the problem (P3). Proposition 2.2,
Proposition 2.3 and Theorem 2.1 ensure that there exists c0 > 0 such that

∥∥(u1 − u2, θ1 − θ2)
∥∥
∗ ≤ eT

∫ T

0

∣∣F1(u
1, ϕ1)− F1(u

2, ϕ2)
∣∣2
(L2(ω))2

≤ eT
∫ T

0

c1
∥∥u1 − u2

∥∥2 ≤ eT c1

∫ T

0

∥∥(u1 − u2, θ1 − θ2)
∥∥
∗ .

Since c is small and thus 0 < c3 = TeT c1 < 1, it follows that∫ T

0

∥∥(u1 − u2, θ1 − θ2)
∥∥
∗ ≤ c3

∫ T

0

∥∥(u1 − u2, θ1 − θ2)
∥∥
∗ ,

which, with 0 < c3 < 1, immediately yields ∀0 ≺ t ≺ T , u1 = u2 in ω, ϕ1 = ϕ2 in ω and
θ1 = θ2 in ω.

We conclude that the dynamic von Karman equation coupled with thermal dis-
sipation, without rotational inertia, has one and only one weak solution (u, ϕ, θ) in

L2
(
[0, T ] , H2

0 (ω)×H2
0 (ω)×H1

0 (ω)
)
. The proof of the theorem is completed.



276 B.El-AQQAD AND J.OUDAANI AND A.EL MOUATASIM

Proposition 3.1 Let (u, ϕ, θ) ∈ L2
(
[0, T ] , H2

0 (ω) ×H2
0 (ω) ×H1

0 (ω)
)
be the unique

solution of (P0). Then the following equalities:

Ẽ
(
u(t), ut(t), ϕ

)
+
k

2
|θ|22,ω − η

∫ t

0

|∇θt|22,ω = Ẽ1(u0, u
1, ϕ0) +

k

2
|θ0|22,ω ,

with

Ẽ
(
u(t), ut(t), ϕ

)
=

1

2

(
|ut|22,ω + ∥u∥22,ω + α |∇ut|22,ω

)
+

1

4

∫
ω

(
|∆ϕ|2 − 2 [u, F0]u− 4pu

)
and

Ẽ1(u0, u
1, ϕ0) =

1

2

( ∣∣u1∣∣2
2,ω

+ α
∣∣∇u1∣∣2

2,ω
+ ∥u0∥22,ω) +

1

4

∫
ω

(|∆ϕ0|2 − 2 [u0, F0]u0 − 4pu0)

hold for any 0 ≤ t ≤ T . Here ϕ0 ∈ H2
0 (ω) is the unique solution of the equation

∆2ϕ0 = − [u0, u0].

Proof. According to Theorem 2.3, for any ∀0 ≤ t ≤ T , u satisfies the following
energy equality:

E0(u(t), ut(t)) = E0(u0, u
1) +

∫ t

0

∫
ω

F (u, ϕ, θ)ut

= E0(u0, u
1) +

∫ t

0

∫
ω

[u, ϕ+ F0]ut − µ

∫ t

0

∫
ω

∆θut +

∫ t

0

∫
ω

p(x1, x2)ut.

First we have ∫ t

0

∫
ω

p(x1, x2)ut =

∫
ω

p(x1, x2)u(t)−
∫
ω

p(x1, x2)u0.

Otherwise, see [1], one has, with ∆2ϕ = [u, u],∫ t

0

∫
ω

[u, ϕ+ F0]ut =

∫ t

0

∫
ω

[u, ϕ]ut +

∫ t

0

∫
ω

[u, F0]ut,

=
1

2

∫ t

0

∫
ω

d

dt
([u, u]ϕ) +

1

2

∫ t

0

∫
ω

d

dt
([u, F0]u),

= −1

4

∫
ω

|∆ϕ|2 + 1

4

∫
ω

|∆ϕ0|2 +
1

2

∫
ω

[u, u]F0 −
1

2

∫
ω

[u0, u0]F0

and

µ

∫ t

0

∫
ω

∆θut = µ

∫ t

0

∫
ω

θ∆ut =
k

2

∫ t

0

d

dt
|θ|22,ω − η

∫ t

0

|∇θ|22,ω

=
k

2
|θ|22,ω − k

2
|θ0|22,ω − η

∫ t

0

|∇θ|22,ω .



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 22 (3) (2022) 263–280 277

Finally, we conclude that

Ẽ
(
u(t), ut(t), ϕ

)
+
k

2
|θ|22,ω − η

∫ t

0

|∇θt|22,ω = Ẽ1(u0, u
1, ϕ0) +

k

2
|θ0|22,ω .

Remark 3.1 In this section, we described an iterative method for constructing a
unique weak solution, this method is a very good tool to illustrate this solution from a
numerical point of view.

4 Numerical Application

This section displays a numerical resolution in terms of the previous theoretical study.

4.1 Preliminaries

Let ω be defined by
ω =]0, 1[×]0, 1[⊂ R2

and T > 0. In order to solve numerically the problem (P0), we introduce a uniform mesh
of width h. Let ωh be the set of all mesh points inside ω with the internal points

xi = ih, yj = jh, i, j = 1, ...N − 1, h =
1

N + 1
, ∆t =

1

T
.

Let ωh be the set of boundary mesh points and uh be the finite-difference approximation
of u. In [7], Bilbao presented a numerical study of the convergence and stability of the
conservative finite difference schemes for the dynamic von Karman plate equations via
energy conserving methods.

For approaching the weak unique solution of the dynamic nonlinear plate coupled
with structural acoustic model, we will utilize the following discrete model of the von
Karman evolution developed by Bilbao and Pereira in [7, 8]:

(∗)



(1− α(δ2x + δ2y))δ
2
t u

n
ij + µ(δ2x + δ2y)θ

n
ij +∆2

hu
n
ij = [ unij v

n
ij + Fij ] + pij in ωh,

kδtθ
n
ij − η(δ2x + δ2y)θ

n
ij − µδt(δ

2
x + δ2y)u

n
ij = 0 in ωh,

∆2
hv

n
ij = − [ unij u

n
ij ] in ωh,

u0ij = (φ0)ij , δtu
0
ij = (φ1)ij , θ

0
ij = (θ0)ij in ωh,

unij = vnij = θnij = 0 on ωh,

∂νu
n
ij = ∂νv

n
ij = 0 on ωh,

with the following discrete differential operators:

δ2t u
n
ij =

un+1
ij − 2unij + un−1

ij

(∆t)2
,

δtu
n
ij =

un+1
ij − unij

∆t
,
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∆2
hu

n
ij = h−4 [ uij−2 + uij+2 + ui−2j + ui+2j − 8(uij−1 + uij+1 + ui−1j + ui+1j)

+ 2(ui−1j−1 + ui−1j+1 + ui+1j−1 + ui+1j+1)− 20uij ] ,

δ2xu
n
ij =

uni+1j − 2unij + uni−1j

(h)2
,

δ2yu
n
ij =

unij+1 − 2unij + unij−1

(h)2
,

δ2xyu
n
ij =

uni+1j+1 − uni+1j−1 − uni−1j+1 + uni−1j−1

(2h)2
,

[ unij , v
n
ij ] = δ2xu

n
ijδ

2
yv

n
ij − 2δ2xyu

n
ijδ

2
xyv

n
ij + δ2yu

n
ijδ

2
xv

n
ij .

We have transformed the above problem to the numerical resolution in two steps itemized
as follows.
First step: We use the numerical procedure of 13-point formula of finite difference de-
veloped by Gubta in [9] for illustrating the weak solution of the following biharmonic
problem:  ∆2v = f1 in ω,

v = g1 on Γ,
∂νv = g2 on Γ.

Second step: According to the first and second steps, we use the discrete model of the
von Karman evolution (∗) for illustrating the unique solution of the structural interaction
model coupled with the dynamic von Karman evolution.

4.2 Non-coupled approach

In [9], Gubta presented a numerical analysis of the finite-difference method for solving
the biharmonic equation. Such method is known as the non-coupled method of 13-point
formula of finite difference.

Proposition 4.1 [9] The 13-point approximation of the biharmonic equation for
approaching the unique solution v of the problem (P ) is defined by

(1)

 Lhvij = h−4 [vij−2 + vij+2 + vi−2j + vi+2j − 8(vij−1 + vij+1 + vi−1j + vi+1j)

+2(vi−1j−1 + vi−1j+1 + vi+1j−1 + vi+1j+1)− 20vij ] = f1(xi, yj)

for i, j = 1, 2, ..., N − 1, where we set vij = v(xi, yj).

When the mesh point (xi, yj) is adjacent to the boundary ωh, then the undefined
values of vh are conventionally calculated by the following approximation of ∂νv:

vi−2,j =
1
2vi+1,j − vij +

3
2vi−1,j − h(∂xv)i−1,j ,

vi,j−2 = 1
2vi,j+1 − vij +

3
2vi,j−1 − h(∂yv)i,j−1,

vi+2,j =
1
2vi+1,j − vij +

3
2vi−1,j − h(∂xv)i+1,j ,

vi,j+2 = 1
2vi,j+1 − vij +

3
2vi,j−1 − h(∂yv)i,j+1.
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4.3 Numerical test

We consider the following analytical body force and lateral forces:

F0(x, y) = ye−x2−y2

, p(x, y) = 0.01x(x− y)e−x2−y2

,

φ0 = 1510−6x2y2(x− y − 1)2(y − 1)2e−x2−y2

, φ1 = 1510−6(sin(πx) sin(πy))2,

θ0 = 10−13x2y3(x− 1)2(y − 1)2(e−x2

− e−y2

).

Figure 1: The thermal function θ, t1 = 0.2s and t7 = 60s.

5 Conclusion

In this paper, we described an iterative method for constructing a unique weak solution
to the model of dynamic von Karman equations with a flexible phenomenon of small
nonlinear vibration of displacement in nonlinear oscillation of elastic plate, with rota-
tional terms and not clamped boundary conditions subject to thermal dissipation. Our
approach is in fact a good tool for justifying the theoretical results. We then use the
method of finite difference for approaching the unique solution of the theoretical prob-
lem. These results have potential for application in the fields of physics. Similar study
for the models of dynamic von Karman equations with thermal dissipation and for free
boundary conditions of the shell could be the purpose for future research.

Figure 2: Displacement of plate, t1 = 0.2s and t7 = 60s.
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Figure 3: The Airy stress function, t1 = 0.2s and t6 = 32s.

Acknowledgments

The authors would like to thank the anonymous referee for his/her valuable com-
ments and suggestions which improved the final version of the present manuscript.

References

[1] I. Chueshov and I. Lasiecka. Von Karman Evolution, Well-posedness and Long Time Dy-
namics. New York, Springer, 2010.

[2] S. S. Antman and T. Von-Karman. A Panorama of Hungarian Mathematics in the Twenti-
eth Centuray I, Vol. 14 of the series Bolyai Society Mathematical Studies, 373–382, Springer
Berlin Heidelberg (2006).

[3] P. G. Ciarlet and R. Rabier. Les Equations de von Karman, Lecture Notes in Mathematics,
Vol. 826, New York, Springer, 1980.

[4] J. L. Lions and E. Magenes. Problèmes aux Limites non Homogènes et Applications, Vol.
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1 Introduction

Indonesia has a tropical climate so that many crops can be harvested. Indonesia has
large fertile lands for rice fields and rice is one of the primary foods in Indonesia. One
of agricultural problems is the agricultural pest (Nilaparvata lugens) in the rice field.
This pest can be devastated by using the natural predator such as the spider (Lycosa
pseudoannulata).

The behavior of the agricultural pest and the natural predator can be constructed
as a predator-prey mathematical model. In a predator-prey model, there are pest and
predator populations. The pest is the attacking organism damaging crops, while the
predator is the eating organism consuming the pest [1]. In this research, the agricultural
pest (Nilaparvata lugens) and the natural predator spider (Lycosa pseudoannulata) will
be included.

In the previous research, there were numerous works on modelling of diseases, for
example, influenza [2, 3], bird flu [4], dengue fever [5, 6], cancer [7] and Corona virus [8].
Generally, the mathematical model of spreading diseases divides the population into
several subpopulations such as the susceptible population, infected population, and re-
covered population [9–11]. For the three subpopulations, we can determine the reproduc-
tion number and the stability by using the available parameters. Let us mention that the
predator-prey model has been used for determining the stability in the case of natural
selection [12].

In order to reduce the number of pests, we use pesticide as a control variable which is
applied in the pest population. However, the usage of pesticide should be proportional.
Using more pesticide causes side effects on crops and high cost of pesticide. On the
other hand, using less pesticide causes pest growth. For the problem, we can construct
a predator-prey model with the pest as the prey and the spider as the natural predator.
This paper focuses on the stability analysis and optimal control of the agricultural pest
growth dynamical model by using pesticide as the control variable.

In the agricultural pest dynamical model, there are two subpopulations: pest and
spider. From the mathematical model of agricultural pest growth, we obtain three equi-
librium points. We will analyze the stability of each equilibrium point by using the
eigenvalue. The first equilibrium point is unstable, whereas the second and third equilib-
riums are stable, which depends on certain conditions. From the preceding mathematical
model of agricultural pest growth, we introduce a control variable that represents pes-
ticide. Next, we formulate an optimal control problem: the objective function and the
constraints. We use the forward-backward sweep method to obtain the solution of the
optimal control problem and to compute the numerical solutions. This method leverages
the state variables with certain initial condition and adjoint variables with certain final
condition [13]. According to the simulation results, pesticide usage can minimize the
number of pests achieving the minimum performance index.

2 Mathematical Model of Agricultural Pest Growth

In the mathematical model of agricultural pest growth, there are two populations used,
namely, the agricultural pest (Nilaparvata lugens) as the prey and the spider (Lycosa
pseudoannulata) as the natural predator. This model can be constructed as a predator-
prey model.
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2.1 Mathematical model

The mathematical model of agricultural pest growth with the functional response of

Holling
γSP

a+ S0
and the denominator being a constant value, can be constructed as follows

[1]:

Ṡ = rS

(
1− S

K

)
− γSP

a+ S0
, (1)

Ṗ =
αγSP

a+ S0
− δP (2)

with the following parameters:
S(t) : the population of the pest (Nilaparvata lugens) as the prey,
P (t) : the population of the spider (Lycosa pseudoannulata) as the natural predator,
r : intrinsic rate of growth of the pest as the prey,
K : environmental carrying capacity of the pest as the prey population,
γ : search rate of the pest as the prey by the predator,
α : conversion factors,
δ : natural death rate of predators,
a : half saturation constant.
From the model, we conclude the following conditions. Without the existence of

predators, the pest as the prey grows based on the logistic function, and without the
existence of the pest as the prey, the predators go away. Based on the natural selection,
the existence of the pest as the prey will increase the predator, and the existence of
predators will decrease the pest as the prey.

2.2 Existence of solutions

The solutions of this problem exist if the populations of predators and preys are greater
than or equal to zero, i.e., S(t) ≥ 0, P (t) ≥ 0. As it will be clear later, the equilibrium
points must satisfy these conditions [14].

2.3 Equilibrium points

In order to compute the equilibrium points, we find the solutions of Ṡ = 0, Ṗ = 0 as
follows:

rS

(
1− S

K

)
− γSP

a+ S0
= 0, (3)

αγSP

a+ S0
− δP = 0. (4)

By using simple algebraic manipulations, from (3) and (4), we obtain the following equi-
librium points:

1. Equilibrium point 1 : Se1 = 0, Pe1 = 0;

2. Equilibrium point 2 : Se2 = K, Pe2 = 0;

3. Equilibrium point 3 : Se3 =
δ(a+ S0)

αγ
, Pe3 =

(a+ S0)r(αγK − δ(a+ S0))

αγ2K
.

Next, we analyze the stability of each equilibrium point by using the eigenvalue method
of the Jacobian matrix.
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2.4 Stability analysis

First of all, we derive the Jacobian matrix from (1) and (2). In order to simplify the
notations in the Jacobian matrix, we introduce

f1 = rS

(
1− S

K

)
− γSP

a+ S0
− εuS,

f2 =
αγSP

a+ S0
− δP.

Then the Jacobian matrix is

Jac =


∂f1
∂S

∂f1
∂P

∂f2
∂S

∂f2
∂P

 =


r − 2(

r

K
)S − γP

a+S0
− γS

a+ S0

αγP

a+ S0

αγS

a+ S0
− δ

 . (5)

In order to analyze the stability, we compute the eigenvalue of the Jacobian matrix by
using the formula det(λI − Jac) = 0 after substituting the equilibrium points. The
equilibrium point is stable if the real parts of all eigenvalues are negative. Based on
these conditions, we can conclude that

1. Equilibrium point 1 : Se1 = 0, Pe1 = 0 is always unstable;

2. Equilibrium point 2 : Se2 = 0, Pe2 = 0 is stable if
αγK

δ(a+ S0)
< 1;

3. Equilibrium point 3 : Ss3 =
δ(a+ S0)

αγ
, Pe3 =

(a+ S0)r(αγK − δ(a+ S0))

αγ2K
is

stable if
αγK

δ(a+ S0)
> 1.

3 Optimal Control of Agriculture Pest Growth

In the optimal control of agricultural pest growth, we introduce a control variable u. The
control variable is used to reduce the number of pests. The effectiveness range of the
control variable u lies in the interval [0, 1], where the value of 0 represents the failure
of control functions or the control functions are not to be applied, and the value of 1
represents the successful control functions or the control functions are applied to the
entire population. Therefore, after introducing the control variable u, the mathematical
model in (1) and (2) becomes (6) and (7), respectively.

Ṡ = rS

(
1− S

K

)
− γSP

a+ S0
− εuS, (6)

Ṗ =
αγSP

a+ S0
− δP (7)

with ε being the rate of reducing the pest as the prey due to pesticide.
Now, we formulate an optimal control problem. First, we define an objective function.

The objective function is minimizing the number of pests and the cost of pesticides. As
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such, the objective function is defined as follows:

J =

∫ 0

T

(A1S +A2u
2) dt, (8)

where the weights A1 > 0, A2 > 0 are associated with the number of pests as the prey
and the cost of pesticides, respectively. The solution is an optimal control u∗.

3.1 Pontryagin’s maximum principle

If u is an optimal control associated with the state of the system, then there exist adjoint
variables

(
λS λP

)
that satisfy the following conditions [10]:

λ̇S = −∂H

∂S
= −A1 − λS

(
1− S

K

)
− γSP

a+ S0

(
r − 2r

K
S − γP

a+ S0
− εu

)
− λP

(
αγP

a+ S0

)
(9)

λ̇P = −∂H

∂P
= −λS

(
− γS

a+ S0

)
− λP

(
αγS

a+ S0
− δ

)
(10)

λS(T ) = λP (T ) = 0, (11)

where the Hamiltonian is

H = A1S +A2u
2 +

(
λS λP

)


rS

(
1− S

K

)
− γSP

a+ S0
− εuS

αγSP

a+ S0
− δP

 . (12)

An optimal control u∗ is obtained as follows:

∂H

∂u
= 0, (13)

2A2u+ λS(−εS) = 0, (14)

u = min

(
1,max

(
0,

λS εS

2A2

))
. (15)

3.2 Forward-backward sweep method

In order to compute the optimal control, we use the forward-backward sweep method.
When we apply the method to the optimal control problem of agricultural pest growth,
the steps are as follows [15]. Notice that the state and adjoint variables are

f1 = rS

(
1− S

K

)
− γSP

a+ S0
− εuS,

f2 =
αγSP

a+ S0
− δP,

g1 = −A1 − λS

(
r − 2r

K
S − γP

a+ S0
− εu

)
− λP

(
αγP

a+ S0

)
,

g2 = −λS

(
− γS

a+ S0

)
− λP

(
αγS

a+ S0
− δ

)
.
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Next, we describe the forward-backward sweep method. The method is written as an
algorithm so that we can implement the method easily. Here is the complete algorithm:

uold = u.

1. Calculate the solution of state variables, where the initial conditions are S0, P0,
by using the Runge-Kutta fourth-order method. For the agricultural pest growth
model, the steps are

k11 = f1 (Si, Pi, ui) ,

k12 = f2 (Si, Pi, ui) ,

k21 = f1

(
Si +

h

2
k11, Pi +

h

2
k12,

ui + ui+1

2

)
,

k22 = f2

(
Si +

h

2
k11, Pi +

h

2
k12,

ui + ui+1

2

)
,

k31 = f1

(
Si +

h

2
k21, Pi +

h

2
k22,

ui + ui+1

2

)
,

k32 = f2

(
Si +

h

2
k21, Pi +

h

2
k22,

ui + ui+1

2

)
,

k41 = f1 (Si + hk31, Pi + hk32, ui+1) ,

k42 = f2 (Si + hk31, Pi + hk32, ui+1) ,

Si+1 = Si +
h

6
(k11 + 2k21 + 2k31 + k41) ,

Pi+1 = Pi +
h

6
(k12 + 2k22 + 2k32 + k42) .

2. Calculate the solution of adjoint variables, where the final conditions are
λN(T ),λP (T ), by using the Runge-Kutta fourth-order method as follows:

l11 = g1
(
λS(i), λP (i), Si, Pi, ui

)
,

l12 = g2
(
λS(i), λP (i), Si, Pi, ui

)
,

l21 = g1

(
λS(i) −

h

2
l11, λP (i) −

h

2
l12,

Si + Si−1

2
.
Pi + Pi− 1

2
,
ui + ui−1

2

)
,

l22 = g2

(
λS(i) −

h

2
l11, λP (i) −

h

2
l12,

Si + Si−1

2
.
Pi + Pi− 1

2
,
ui + ui−1

2

)
,

l31 = g1

(
λS(i) −

h

2
l21, λP (i) −

h

2
l22,

Si + Si−1

2
.
Pi + Pi− 1

2
,
ui + ui−1

2

)
,

l32 = g2

(
λS(i) −

h

2
l21, λP (i) −

h

2
l22,

Si + Si−1

2
.
Pi + Pi− 1

2
,
ui + ui−1

2

)
,

l41 = g1
(
λS(i) − hl31, λP (i) − hl32, Si−1, Pi−1, ui−1

)
,

l42 = g2
(
λS(i) − hl31, λP (i) − hl32, Si−1, Pi−1, ui−1

)
,

λS(i−1) = λS(i) −
h

6
(l11 + 2l21 + 2l31 + l41) ,

λP (i−1) = λS(i) −
h

6
(l12 + 2l22 + 2l32 + l42) .
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3. Calculate the optimal control u∗ using (15).

4. Update the optimal control

u← u+ uold

2
. (16)

5. Calculate the performance index as the value of objective function

J(u) =

T−1∑
k=0

(
A1S(k)

2 +A2u(k)
2
)
. (17)

4 Simulation Results

To simulate the closed-loop system, we need to define the parameters. Table 1 describes
the parameters used in the simulation.

Table 1: Parameters of optimal control of agricultural pest growth.

Parameters Value
The population of the pest (Nilaparvata lugens) as the prey S(0) 20

The population of the spider (Lycosa pseudoannulata) as 10
the natural predator P (0)

Intrinsic rate of growth of the pest as the prey r 1
Environmental carrying capacity of the pest as the prey population K 30

Search rate of the pest as the prey by the predator γ 1
Natural death rate of the predator δ 0.6

Half saturation constant a 10
Rate of reducing the pest as the prey due to pesticide ε 5
Weight related to the number of the pest as the prey A1 1

Weight related to the cost of pesticide A2 2

The simulation results are applied with two parts because there are three equilibrium
points, but an equilibrium (equilibrium of type 1) is unstable. In the first simulation,
the conversion factor α = 0.1, and in the second simulation, the conversion factor α = 8.

4.1 Simulation with equilibrium point of type 2

In this simulation, conversion factors α = 1 will be applied. From the results, we obtain

αγK

δ(a+ S0)
=

(0.1)(1)(30)

0.6(10 + 20)
=

3

18
= 0.167 < 1.

At the equilibrium point of type 2, the equilibrium point is stable if
αγK

δ(a+ S0)
< 1. The

numerical simulation with the equilibrium point of type 2 can be seen in Figure 1 and
Figure 2 (left).

Figure 1 (left) displays the number of agricultural pests (Nilaparvata lugens) as preys
while Figure 1 (right) displays the number of spiders (Lycosa pseudoannulata) as natural
predators. In Figure 1 (left), the number of pests as preys with pesticide control is
smaller than the number of pests as the prey without control. In Figure 1 (right), the
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Figure 1: The left panel represents the numerical solution of the number of agricultural pests
(Nilaparvata lugens) as preys. The right panel denotes the numerical simulation of the number
of spiders (Lycosa pseudoannulata) as natural predators.

number of predators with pesticide control tends to 0 and is almost similar to the number
of predators without control because pesticide is only applied in the pest population.

Figure 2 (left) shows the optimal control of pesticide used. Initially, the pesticides
are given to around 95% of the population. Then the number of individuals receiving
the pesticides is decreasing. When t ≥ 10, the pesticides are given to around 55% of the
population.

Figure 2: The left panel denotes the optimal control of pesticides. The right panel represents
the numerical solution of the number of agricultural pests (Nilaparvata lugens) as preys.

4.2 Simulation with equilibrium of type 3

In this simulation, conversion factors α = 8 will be applied. From the results, we obtain

αγK

δ(a+ S0)
=

(8)(1)(30)

0.6(10 + 20)
=

240

18
= 13.33 > 1.
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At the equilibrium point of type 3, the equilibrium point is stable if
αγK

δ(a+ S0)
> 1.

Numerical simulation with the equilibrium point of type 3 can be seen in Figure 2 (right)
and Figure 3.

Figure 2 (right) shows the number of agricultural pests (Nilaparvata lugens) as preys,
while Figure 3 (left) displays the number of spiders (Lycosa pseudoannulata) as natural
predators. Both Figure 2 (right) and Figure 3 (left) show fluctuative graphs. When pests
as the prey increase, then predators follow the increase, and if pests as the prey decrease,
then predators follow the decrease. The pesticide as the control can cause the number
of pests as the prey to decrease. However, it also affects predators so that predators
also decrease. Figure 3 (right) shows the optimal control of pesticide used. Initially,

Figure 3: The left panel represents the numerical simulation of the number of spiders (Lycosa
pseudoannulata) as natural predators. The right panel denotes the optimal control of pesticides.

the pesticides are given to around 88% of the population. After that, the number of
individuals receiving the pesticides is decreasing. Starting from t = 4, the number of
individuals receiving the pesticides is fluctuating between 0 and 3.8.

5 Conclusions

In the agricultural pest dynamical model, there are populations of the pest and the spider.
From the mathematical model of agriculture pest growth, we obtain three equilibrium
points. We analyze the stability of each equilibrium point by using the eigenvalue. The
first equilibrium point is unstable, whereas the second and third equilibriums are stable
if certain conditions are satisfied. Furthermore, we have introduced a control variable,
which represents pesticide, in the agricultural pest growth model. We have formulated
an optimal control problem and solved it numerically. Moreover, we have conducted
several simulations to show the effectiveness of the proposed method.
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Abstract: This paper is devoted to the solution of equations with time-dependent
potential, at which the heat and wave equations are taken as prototype problems.
The method of separating variables failed to be applied to the equations. The well-
posedness of the problems is justified by strongly continuous quasi semigroups. The
positive solution of the heat equations is conditioned by the maximum principle de-
pending on the potential. For the wave equations, the bounded potentials imply
the well-posedness of the problems. Further, firstly approximate solutions can be
schemed. The heat and wave equations with specific potentials are considered.
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1 Introduction

Some phenomena of reaction-diffusion in physical systems have models as equations with
time-dependent potentials [1, 2]. In general, they take the forms of nonautonomous
Cauchy problems (NCP) on Banach spaces [3–6],

u̇(t) = A(t)u(t), t ≥ 0,

u(0) = u0, u0 ∈ X,
(1)
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where u is an unknown function from [0,∞) into a Banach space X and every A(t) is
a densely defined closed linear operator on D(A(t)) = D ⊆ X, the domain which is
independent of t.

A strongly continuous quasi semigroup (C0-quasi semigroup) is a sophisticated
method to characterize the well-posedness of the NCP (1) [7]. Another awesomeness
of the C0-quasi semigroups in analyzing the nonautonomous problems can be found
in [8–13]. The method is an alternative to the evolution operator or propagation method
in [1–3,5, 6].

The heat and wave equations with time-dependent potentials are the useful prototypes
of the equations of the same types. The variable separation method failed to be applied to
solve the heat and wave equations of this type. The heat equation with time-dependent
potential on R+ × Ω has a form

ut = ∆u− V (t, x)u+ f(t, x), (t, x) ∈ R+ × Ω, (2)

where ∆ is the Laplace operator on an open bounded set Ω in Rn. By the evolution op-
erator or propagation, problem (2) have been discussed [14,15]. Moreover, determination
of a time-dependent heat transfer known as an inverse time-dependent source problem
in various conditions also has been justified [16–21].

The wave equation with time-dependent potential on R+ × Ω takes a form

utt = ∆u− V (t, x)u+ f(t, x), (t, x) ∈ R+ × Ω. (3)

Under suitable assumptions on the potential V (t, x), the main goal of (3) is to show the
existence of the scattering operator of the propagation [22–25]. In particular, V (t, x) =
V (x), the recovery of V (x) and uniqueness results have been investigated [26,27].

In fact, the procedure used to analyze problems (2) and (3) is very complicated. It
seems that it will be simpler if the problems are modeled as NCP (1) and the C0-quasi
semigroup approach is used. Therefore, in this paper, we focus on the solvability of (2)
and (3) using the C0-quasi semigroups. In the preliminaries, we recall the well-posedness
of (1) that has been developed in [7]. The main results are the well-posedness of problems
(2) and (3).

2 Preliminaries

This work is a continuation of the paper of Sutrima et al. [7]. The paper characterized
the well-posedness of the nonautonomous abstract Cauchy problems using a strongly
continuous quasi semigroup approach. The characterization centers on the infinitesimal
generators of the corresponding quasi-semigroups. Therefore, the materials of this paper
involve the well-posedness results in [7].

Definition 2.1 Let L(X) be the set of all bounded linear operators on a Banach
space X. A two-parameter commutative family {R(t, s)}s,t≥0 in L(X) is called a strongly
continuous quasi semigroup (in short C0-quasi semigroup) on X if:

(a) R(t, 0) = I, the identity operator on X,

(b) R(t, s+ r) = R(t+ r, s)R(t, r),

(c) lims→0+ ∥R(t, s)x− x∥ = 0,
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(d) there is a continuous increasing function M : [0,∞) → [1,∞) such that

∥R(t, s)∥ ≤M(s)

for all r, s, t ≥ 0 and x ∈ X.

The infinitesimal generator of the C0-quasi semigroup {R(t, s)}s,t≥0 is a family of
operators {A(t)}t≥0 on D, where

A(t)x = lim
s→0+

R(t, s)x− x

s

and D is the set of all x ∈ X such that the right-hand limits exist.
For simplicity, we denote by R(t, s) and A(t) the quasi semigroup {R(t, s)}s,t≥0 and

the infinitesimal generator {A(t)}t≥0, respectively. Further, we always consider the C0-
quasi semigroups whose infinitesimal generator has a dense domain in the Banach spaces.

Let R(λ,A(t)) := (λ − A(t))−1 be the resolvent operator of A(t) for λ ∈ ρ(A(t)),
where ρ(A(t)) is the resolvent set of A(t). The following result is the version of the
Hille-Yosida Theorem for a C0-quasi semigroup.

Theorem 2.1 (Theorem 2.3 of [7]) For each t ≥ 0, let A(t) be a closed and
densely defined operator on D and the map t 7→ A(t)y is a continuous function from
R+ to X for all y ∈ D. If R(λ,A(·)) is locally integrable and there exist constants
N,ω ≥ 0 such that [ω,∞) ⊆ ρ(A(t)) and

∥R(λ,A(t))r∥ ≤ N

(λ− ω)r
, λ > ω, r ∈ N,

then A(t) is the infinitesimal generator of a C0-quasi semigroup.

We recall the well-posedness of the Cauchy problem (1) that has been discussed in [7].
First, we consider the inhomogeneous form of the Cauchy problem (1)

u̇(t) = A(t)u(t) + f(t), t ≥ 0,

u(0) = u0, u0 ∈ X,
(4)

where f is a continuous function from [0,∞) to a Banach space X. Let C(Ω, X) and
C1(Ω, X) denote the set of all continuous functions on Ω and the set of all functions with
continuous derivative on Ω, respectively.

Definition 2.2 A function u is called a classical solution of (4) on [0, τ ] if u ∈
C1([0, τ ], X), u(t) ∈ D for all t ∈ [0, τ ] and u(t) satisfies (4) for all t ∈ [0, τ ]. The function
u is called a classical solution on [0,∞) if u is a classical solution on [0, τ ] for each τ > 0.

Therefore, the classical solution of the nonautonomous abstract Cauchy problem (1)
is the classical solution of (4) when f = 0.

Lemma 2.1 (Lemma 3.2 of [7]) Let A(t) be the infinitesimal generator of a C0-
quasi semigroup R(t, s) on a Banach space X and u0 ∈ D. If f ∈ C([0, τ ], X) and u is a
classical solution of (4), then A(·)u(·) ∈ C([0, τ ], X) and

u(t) = R(0, t)u0 +

∫ t

0

R(s, t− s)f(s)ds. (5)
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Definition 2.3 The nonautonomous abstract Cauchy problem (1) is said to be well-
posed if it satisfies the following conditions:

(WP1) Existence. For each u0 ∈ D, there exists a classical solution u of (1) on [0,∞).

(WP2) Uniqueness. If u, v : [0, τ ] → X are the classical solutions of (1), then u(t) = v(t)
for all t ∈ [0, τ ], τ > 0.

(WP3) Continuous dependence. The classical solution x depends continuously on t ∈
[0,∞) and u0 ∈ D, i.e., the map ϕ : [0,∞) × D → X with ϕ(t, u0) = u(t) is
continuous.

The well-posedness of the nonautonomous Cauchy problem (1) is characterized by the
existence and uniqueness of the infinitesimal generator of the related C0-quasi semigroup.

Theorem 2.2 (Theorem 3.6 of [7]) For each t ≥ 0, let A(t) : D → X be a closed
and densely defined operator in a Banach space X. The family A(t) is the infinitesi-
mal generator of a C0-quasi semigroup on X if and only if the nonautonomous abstract
Cauchy problem (1) is well-posed.

We have a similar result on the well-posedness of the inhomogeneous nonautonomous
Cauchy problem (4).

Theorem 2.3 (Theorem 3.11 of [7]) If A(t) is the infinitesimal generator of a
C0-quasi semigroup on X, then the inhomogeneous nonautonomous abstract Cauchy prob-
lem (4) is well-posed.

We note that Theorem 2.3 remains valid when f belongs to the Sobolev space
W 1,p([0,∞), X), 1 ≤ p <∞.

3 Results and Discussion

As an auxiliary result, we have a perturbation of the infinitesimal generator of the C0-
quasi semigroups. The following one is a special case of the perturbation.

Theorem 3.1 If A(t) and B are the infinitesimal generators of a C0-quasi semigroup
R(t, s) and C0-semigroup T (s) on a Banach space X, respectively, such that R(t, s) and
T (s) are commutative, then A(t) + B is the infinitesimal generator of a C0-quasi semi-
group K(t, s) given by

K(t, s) = T (s)R(t, s), s, t ≥ 0.

Proof. It is easy to show that K(t, s) verifies the definition of a C0-quasi semigroup.
By the Hille-Yosida Theorem for T (s) and the fact that R(t, s) is a C0-quasi semigroup,
there exist constants N,ω > 0 and an increasing function M such that

∥K(t, s)∥ ≤MK(s), t, s ≥ 0,

where MK(s) = NeωsM(s). For t ≥ 0 and x ∈ D ∩ D(B), the continuity of T (s) gives

lim
s→0+

K(t, s)x− x

s
= lim

s→0+
T (s)

R(t, s)x− x

s
+ lim

s→0+

T (s)x− x

s
= [A(t) +B]x.
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This shows that A(t) +B generates K(t, s).
Theorem 3.1 is to be central in the discussion of the time-dependent potential prob-

lems. Theorem 3 of [10] gives the general perturbation of the infinitesimal generator of
C0-quasi semigroups. Also in [10], we see the applications of the perturbation in the
linear nonautonomous control systems.

3.1 Heat equation with time-dependent potential

In this subsection, we shall apply the well-posedness to heat equations with time-
dependent potentials. Let Ω be an open bounded set of Rn with a regular boundary
∂Ω. We consider the non-autonomous heat equation

∂u

∂t
(t, x) = ∆u(t, x)− V (t, x)u(t, x) + f(t, x) in (0, τ)× Ω,

u(t, x) = 0 on (0, τ ]× ∂Ω,

u(0, x) = u0(x) in Ω,

(6)

where ∆ is the Laplace operator, V is a Lebesgue measurable potential on [0, τ ]×Ω and
f ∈ L2([0, τ ] × Ω). Set X = L2(Ω), the Laplace operator ∆ in (6) is densely defined in
X with

D(∆) = H2(Ω) ∩H1
0 (Ω),

where H1
0 denotes a space of functions in H1(Ω) that vanish at the boundary. In this

case, Hm(Ω) is the Sobolev space given by

Hm(Ω) := {u ∈ L2(Ω) : u, . . . ,
dm−1u
dxm−1 are absolutely continuous on Ω, dmu

dxm ∈ L2(Ω)}.

Moreover, ∆ is a self-adjoint operator such that

⟨∆u, u⟩ ≤ λ0∥u∥2, u ∈ D(∆),

where λ0 is the first eigenvalue of ∆. Lumer-Phillips’ theorem implies that ∆ is the
infinitesimal generator of a C0-semigroup T in X such that

∥T (t)∥ ≤ eλ0t, t ≥ 0. (7)

Setting u(t) = u(t, ·), V (t) = V (t, ·), and A(t) = ∆−V (t), we can rewrite the problem
(6) as

u̇(t) = A(t)u(t) + f(t), u(0) = u0, t ∈ [0, τ ]. (8)

Theorem 3.2 If u0 ∈ X and the operator −V (t) verifies the hypothesis of Theo-
rem 2.1, then the non-autonomous problem (6) has a unique solution u which belongs to
C([0, τ ], X).

Proof. By Theorem 2.1, there exists a unique C0-quasi semigroup R(t, s) generated
by −V (t). Theorem 3 of [10] implies that A(t) is the infinitesimal generator of a C0-
quasi semigroup K(t, s) in X with K(t, s) = T (s)R(t, s). Theorem 2.3 gives that the
non-autonomous Cauchy problem (8) is well-posed with a unique solution

u(t) = K(0, t)u0 +

∫ t

0

K(s, t− s)f(s)ds. (9)

Together with Theorem 3.10 of [7], the assertion follows.
A physical interpretation requires the positive solution of the Cauchy problem (6).

By virtue of Theorem 10 on page 44 of [28], we obtain the following result.
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Proposition 3.1 If u0(x), f(t, x), V (t, x) ≥ 0 for all (t, x) ∈ [0, τ ] × Ω, then the
solution (9) is positive.

The following example gives an illustration how the heat equation with the time-
dependent potential in R3 is solved.

Example 3.1 Consider the problem (6) in R3. Let V be a potential on [0, τ ] × Ω
given by V (t, x) = α(t)Z(x), where Ω = (0, 1)3 and Z(x) = −|x|−1 is the Coulomb
potential on Ω and α is a measurable function on [0, τ ].

We see that −V (t) verifies Theorem 2.1. In addition, if α(t) = − 1

t+ 1
, −V (t) gener-

ates a C0-quasi semigroup R(t, s) on X given by

R(t, s)u(x) =

(
t+ 1

t+ s+ 1

) 1
|x|

u(x), u ∈ X, x ∈ Ω.

The C0-semigroup T (t) in (7) is given by

T (t)u =

∞∑
l,m,n=1

e−(l2+m2+n2)π2t⟨u, ϕlmn⟩ϕlmn, u ∈ X,

where ϕlmn(x) = 2
√
2 sin(lπx1) sin(mπx2) sin(nπx3) and ⟨·, ·⟩ is the inner product in X.

Therefore, for arbitrary f ∈ L2([0, τ ]× Ω), the solution of (6) is given by

u(t, x) = K(0, t)u0(x) +

∫ t

0

K(s, t− s)f(s, x)ds, (10)

whereK(t, s) = T (s)R(t, s). Moreover, we see if u0(x), f(t, x) ≥ 0 for all (t, x) ∈ [0, τ ]×Ω,
then the solution (10) is positive.

Remark 3.1 (1) The quasi semigroup is an alternative approach to solve the non-
autonomous heat equation in [0, τ ]×Rn. In some way, the approach is simpler than the
approach used by Gulisashvili [14]. Moreover, if the potential V verifies Theorem 2.1,
then it belongs to the Kato class Kn or the uniform Kato class An,τ .

(2) The quasi semigroup is also immediately applicable to solve the Schrodinger equa-
tion with a time-dependent potential

i
∂ψ

∂t
(t, x) = −1

2
∆ψ(t, x) + V (t, x)ψ(t, x).

Refer to Evans [2], the quasi semigroups can eliminate the scattering method.

3.2 Wave equation with time-dependent potential

Let Ω be an open bounded set of Rn with a regular boundary ∂Ω. We consider the wave
equation with a time-dependent potential

∂2u

∂t2
(t, x) = ∆u(t, x)− V (t, x)u(t, x) + f(t, x) in (0, τ)× Ω,

u(t, x) = 0 on (0, τ ]× ∂Ω,

u(0, x) = u0(x), ut(0, x) = u1(x) in Ω,

(11)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 22 (3) (2022) 291–302 297

where V is a Lebesgue measurable function on [0, τ ]×Ω and f ∈ L2([0, τ ]×Ω). We also
assume that ∥V ∥∞ := sup(t,x)∈[0,τ ]×Ω |V (t, x)| <∞.

Using the notations as in Section 3.1, we see that Λ = −∆ is strictly positive self-
adjoint operator in the Hilbert space X. We consider a Hilbert space Z = D(

√
Λ) ⊕X

with the generic element

z =

[
z1
z2

]
and the inner product in Z is given by

⟨z, w⟩Z = ⟨
√
Λz1,

√
Λw1⟩X + ⟨z2, w2⟩X .

Define a linear operator A in Z by

A0z =

[
0 1
−Λ 0

] [
z1
z2

]
,

with D(A0) = D(Λ)⊕D(
√
Λ).

Theorem 3.3 If u0 ∈ H1
0 (Ω) and u1 ∈ L2(Ω), then the non-autonomous problem

(11) has a unique mild solution u belonging to C([0, τ ], H1
0 (Ω)) ∩ C1([0, τ ], X).

Proof. When setting

Y (t) =

[
u(t, ·)
ut(t, ·)

]
, Q(t) =

[
0 0

−V (t, ·) 0

]
, F (t) =

[
0

f(t, ·)

]
, Y0 =

[
u0
u1

]
,

the problem (11) is equivalent to

Ẏ (t) = A(t)Y (t) + F (t), Y (0) = Y0, t ∈ [0, τ ], (12)

where A(t) = A0 +Q(t). By Proposition 2.12 of [29], we see that A0 is the infinitesimal
generator of a C0-quasi semigroup S(t, s) on Z given by

S(t, s) =

[
cos(

√
Λs) Λ−1/2 sin(

√
Λs)

−Λ1/2 sin(
√
Λs) cos(

√
Λs)

]
.

Since ∥Q(t)∥ ≤ ∥V ∥ <∞ for t ∈ [0, τ ], Theorem 3 of [10] gives that A(t) is the infinites-
imal generator of a C0-quasi semigroup R(t, s) on Z such that

R(r, t) =

∞∑
n=0

Sn(r, t), (13)

where S0(r, t)y = S(r, t)y and Sn(r, t)y =
∫ t

0
S(r + s, t − s)Q(r + s)Sn−1(r, s)yds for

r, t ≥ s ≥ 0, y ∈ Z and n ∈ N. Therefore, Theorem 2.3 implies that the problem (12)
has a unique mild solution given by

Y (t) = R(0, t)Y0 +

∫ t

0

R(s, t− s)F (s)ds. (14)

By Theorem 3.10 of [7], the first component in (14) provides the required solution, u(t, x),
of the problem (11).
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Remark 3.2 (1) Theorem 3.1 is not applicable in the determination of a quasi semi-
group R(t, s) since S(t, s) is not commutative with any nontrivial quasi semigroups.

(2) We stress again that the function Y in (14) is the exact solution to (12) whose
first component is the solution u(t, x) of the problem (11). However, it is not easy to
find the explicit form of R(t, s) in (13). The approximation Y (n), n = 0, 1, 2, . . ., to the
solution Y of (14) gives the properties of u(t, x).

Zero approximation. This is a function Y (0) in the form (14) for R(t, s) = S(t, s).
The first component of Y (0) gives u(0), the zero approximation to the solution of the
problem (11) given by

u(0)(t, ·) = [cos
√
Λt]u0 + [Λ−1/2 sin

√
Λt]u1 +

∫ t

0

Λ−1/2 sin
√
Λ(t− s)f(s, ·)ds. (15)

By the spectral theorem, this solution can be written in the form

u(0)(t, ·) =
∫ ∞

0

cos
√
λt d(E(λ)u0) +

∫ ∞

0

sin
√
Λt√
λ

d(E(λ)u1)

+

∫ ∞

0

∫ t

0

sin
√
λ(t− s)√
λ

f(s, ·)ds d(E(λ)), (16)

where E(λ) ∈ {E(λ)} ≡ {E(λ)}λ∈σ(Λ) is the spectral family for Λ.
The formula (16) indicates that the smoothness of u depends on the smoothness of

the data functions. Moreover, the representation implies that the asymptotic behaviour
of u(t, x) as t → ∞ is closely related to the properties of the spectrum, σ(Λ), and the
spectral family, {E(λ)}.

Taking into account (15) gives the initial value problem

∂2u(0)

∂t2
(t, ·) = ∆u(0)(t, ·) + f(t, ·), u(0)(0, ·) = u0, u

(0)
t (0, ·) = u1.

This shows that u(0) is a solution to the problem (11) without the potential or unper-
turbed problem. The form (14) implies that all subsequent approximations obtained by
taking more terms in (13) are the solutions of a perturbed problem.

First approximation. The first two terms of (13) give

Y (1)(t) = R(0, t)Y0 +

∫ t

0

R(s, t− s)F (s)ds,

where R(r, t) = S(r, t) + S1(r, t). The first component of Y (1) gives u(1) by

u(1)(t, ·) =u(0)(t, ·) +
∫ t

0

[{−Λ−1/2 sin
√
Λ(t− s) cos

√
Λt}V (s)u0

− {Λ−1 sin
√
Λ(t− s) sin

√
Λt}V (s)u1] ds +∫ t

0

∫ t−s

0

{−Λ−1 sin
√
Λ(t− s− η) sin

√
Λη}V (s+ η)f(s, ·)dη ds. (17)

Taking into account (17) gives the initial value problem

∂2u(1)

∂t2
(t, ·) = ∆u(1)(t, ·)− V (t, ·)u(0)(t, ·) + f(t, ·), u(1)(0, ·) = u0, u

(1)
t (0, ·) = u1.
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We see that u(1) is a solution to the wave equation with the nontrivial forcing term on
the right-hand side. In particular, the forcing term depends on the potential V and the
previously approximate solution u(0).

For a realization, we consider problem (11) in one dimensional space with Ω = (0, 1),
τ = 1, the potential V (t, x) = h(x)e−iωt, (t, x) ∈ [0, τ ] × Ω, and f = 0. From (17), the
first approximation solution to the problem (11) in the spectral form is

u(1)(t, ·) =
∫ ∞

0

[a0(λ) sin(
√
λt) + b0(λ) cos

√
λt] d(E(λ)u0)

+

∫ ∞

0

[a1(λ) sin
√
Λt+ b1(λ) cos

√
Λt] d(E(λ)u1), (18)

where

a0(λ) = −4λe−iωt − 4λ+ 2ω2

2
√
λω(4λ− ω2)

h(·)i, b0(λ) =
2
√
λ(4λ− ω2)− (e−iωt − 1)h(·)

2
√
λ(4λ− ω2)

a1(λ) =
4λ− ω2 − 2(e−iωt + 1)h(·)√

λ(4λ− ω2)
, b1(λ) =

4(e−iωt − 1)

ω(4λ− ω2)
h(·)i.

The eigenvalues and eigenvectors of Λ are λn = n2π2 and ϕn(x) =
√
2 sin(nπx),

n = ±1,±2, . . ., respectively. Hence, by the Cauchy theorem, the solution (18) can be
counted as

u(1)(t, x) =

∞∑
n=1

2
[ {
a0(n

2π2) sin(nπt) + b0(n
2π2) cos(nπt)

}
⟨u0, ϕn⟩ϕn(x)

+
{
a1(n

2π2) sin(nπt) + b1(n
2π2) cos(nπt)

}
⟨u1, ϕn⟩ϕn(x)

]
,

where ⟨·, ·⟩ is the inner product in X.

Remark 3.3 (1) We see that if ω2/4 in the resolvent set ρ(Λ) and h is bounded on
Ω, then u(1)(t, x) is bounded as t → ∞. This implies that the solution u(t, x) is also
bounded as t→ ∞.

(2) If ω = 0, then the problem (11) is the wave problem with the time-independent
potential and the first approximation to the solution of the problem (18) can be easily
obtained. Again, the solution is bounded as t→ ∞.

3.3 Nonlinear equations

We shall show that the quasi semigroup approach is applicable to solve the nonlinear
equations. To begin with, we denote by C0(Ω) the Banach space of continuous functions
on Ω that vanish on ∂Ω with the sup norm. Given an initial value u0 ∈ C0(Ω), we
consider the nonlinear version of the non-autonomous heat equation (6)

ut = ∆u− V u+ f(u),

u|∂Ω = 0,

u(0) = u0.

(19)

Theorem 2.3 guarantees that the initial value problem (19) is locally well-posed. More
precisely, there exists a maximal time 0 < τ0 ≤ ∞ and a function u ∈ C ([0, τ0], C0(Ω))∩
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C
(
(0, τ0), C

2(Ω)
)
∩ C1 ((0, τ0), C0(Ω)) which is a classical solution of (19), see [30].

Further, by Theorem 3.2, u is the unique solution of (19) in L∞ ((0, τ)× Ω) for any
0 < τ < τ0 given by

u(t) = K(0, t)u0 +

∫ t

0

K(s, t− s)f(u(s))ds. (20)

It is clear that the global solution u in (20) depends on u0 and the nonlinearity of f .
Recall that the solution u is global if τ0 = ∞, meanwhile u is blowing up in finite time
if τ0 < ∞ and limt→τ0 ∥u(t)∥L∞ = ∞. In particular, for V ≡ 0, the conditions for the
global and blowing up solutions of (19) were discussed in [30]. Analogously, for f and V
are positive, we can verify the conditions of the solution u in (20) to be globally positive.

Remark 3.4 We can also apply the quasi semigroups to solve the nonlinear version
of the Schrodinger equation in Remark 3.1 and the wave equation (11). Further, we can
also classify the nonlinearity of f such that the solutions are global.

4 Conclusions

We have solved the heat and wave equations as prototype problems of the equations with
time-dependent potentials, even for the nonlinear ones. The well-posedness is justified
by C)-quasi semigroups. By the maximum principle, the positivity of the solution of
the heat equations depends on the potential. In the wave equations, the well-posedness
is guaranteed by the bounded potentials. Moreover, although general approximations
cannot be constructed yet, the first two approximations can be constructed.
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Abstract: In this paper, the generalized problem of H∞ control with transients is
investigated for linear descriptor systems using a weighted performance measure that
describes a mixed attenuation level of exogenous and initial disturbances. Based on
a generalization of the bounded real lemma, involving special matrix variables, new
necessary and sufficient conditions for the existence of static and dynamic output-
feedback controller are proposed to ensure the admissibility of a closed-loop system
with prescribed estimate of the weighted performance measure. The corresponding
synthesis techniques are reduced to solving the linear and quadratic matrix inequal-
ities with rank constraints. A numerical example is included to demonstrate the
applicability of the present approaches.
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1 Introduction

Descriptor (differential algebraic) equations arise naturally in many significant appli-
cations, for example, in constrained mechanical systems, power generation, chemical
processing, network fluid flow, vehicle dynamics, robotics etc. (see, e. g., [5,6,11]). Prob-
lems of sensitivity reduction and exogenous disturbance attenuation in descriptor control
systems are very important and, at the same time, insufficiently studied for practical
applications. These problems are solved by the H2/H∞ control design for state-space
systems that provide internal stability and minimize the negative influence of exogenous

∗ Corresponding author: mailto:mazkoag@gmail.com

© 2022 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua303

mailto:mazkoag@gmail.com
http://e-ndst.kiev.ua


304 A. G. MAZKO

disturbances on the dynamics of controlled objects (see, e.g., [4, 8, 12]). As a typical
performance measure in H∞ control design, one can use the H∞-norm of the transfer
function matrix corresponding to the maximum ratio of the L2-norms for the regulated
output and bounded disturbances of the system.

Recently, attention has been paid to the problem of H∞ control with transients for
state-space systems when the initial states are uncertain and might be non-zero. In this
regard, more general performance measures characterizing the damping level of external
and initial disturbances caused by the nonzero initial vector were used in [1, 13, 18] for
standard state-space systems. Known methods of H∞ control design are based on using
the upper bounds for applicable performance measures established via linear matrix
inequalities (LMI) and Riccati-type equations (Bounded Real Lemma type statements),
see, e.g., [2,8,25]. Necessary and sufficient conditions for H∞ control with transients for
state-space systems were proposed in terms of algebraic and differential Riccati equations
[13], and in terms of LMIs [1].

The Bounded Real Lemma and H∞ control theory have been extended for a class
of descriptor systems (e.g., [3, 7, 10, 14–16, 22, 24]). A state-feedback controller design
approach based on LMIs was proposed in [7] for solving the H∞ control with transients
problem for descriptor systems. Many important control issues including the H∞ opti-
mization problem for descriptor systems can be formulated as dissipativity with general
quadratic supply functions (e.g., [6, 15,22]).

This paper is concerned with a non-standard H∞ control problem for linear time-
invariant descriptor systems. The purpose of this paper is to extend the results obtained
in [1, 7, 20, 21] via using the weighted performance measure taking into account the in-
fluence evaluation of both exogenous and initial disturbances in control systems. The
application of weight coefficients in the generalized performance measures enables one to
establish priorities between the regulated output components and bounded disturbances.
Compared with [1,7], the control system and performance measure studied in this paper
are more general. In contrast to [20, 21], we use a special parametrization of the de-
sired solutions of linear and quadratic matrix inequalities, which simplifies the proposed
controller synthesis procedure. Furthermore, in some cases, resulting conditions for the
existence of the weighted state- and output-feedback H∞ controller contain only LMIs,
which can be solved by existing numerical tools.

This paper is organised as follows. Section 2 contains some basic definitions and
lemmas for linear descriptor systems. In Section 3, new necessary and sufficient condi-
tions are proposed for the existence of stabilizing static and dynamic output-feedback
controllers solving the weighted H∞ control problem for descriptor systems. These con-
ditions guarantee a prescribed upper bound for the weighted performance measure of a
closed-loop system and, in general, have the LMIs form with additional rank constraints,
as well as the form of the generalized algebraic Riccati inequalities (GARIs). In Sec-
tion 4, the effectiveness of the proposed methods is illustrated by means of a numerical
example. After that, a conclusion is given in Section 5. Finally, the solvability crite-
ria for some matrix inequalities are stated in Appendix. In particular, new necessary
and sufficient conditions for the solvability of quadratic matrix inequalities arising in the
proposed methods for the weighted H∞ control are presented.

Notations: In is the identity n×nmatrix; 0n×m is the n×m null matrix; X = X⊤ > 0
(≥ 0) is a positive (nonnegative) definite symmetric matrix X; σ(A) is the spectrum of
A; KerA is the kernel of A; A−1 (A+) is the inverse (pseudo-inverse) of A; WA is the
right null matrix of A ∈ Rm×n, that is, AWA = 0, WA ∈ Rn×(n−r), rankWA = n − r,
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where r = rankA < n (WA = 0 if r = n); Co{A1, . . . , Aν} is the convex polyhedron
(polytope) with vertices A1, . . . , Aν in a matrix space; ∥x∥ is the Euclidean norm of x;
∥w∥P is the weighted L2-norm of a vector function w(t).

2 Basic Definitions and Lemmas

Consider the following continuous-time descriptor system:

Eẋ = Ax+Bw, z = Cx+Dw, x(0) = x0, (1)

where x ∈ Rn is the state, w ∈ Rs is the exogenous input (disturbances) and z ∈ Rk is
the output, E, A, B, C and D are constant matrices with compatible dimensions and
rankE = ρ ≤ n.

Definition 2.1 A matrix pair (E,A) is said to be admissible, if it is regular, impulse-
free and stable, i.e., detF (λ) ̸≡ 0, degF (λ) = ρ and σ(F ) ⊂ {λ ∈ C : Reλ < 0},
respectively, where F (λ) = A − λE is a matrix pencil. Descriptor system (1) with the
admissible pair (E,A) is admissible.

Lemma 2.1 (see [16]) System (1) is admissible if and only if there exists a matrix
X such that A⊤X +X⊤A < 0 and E⊤X = X⊤E ≥ 0.

A regular pair (E,A) can be transformed into the Weierstrass canonical form [9]

LER =

[
Ir 0
0 N

]
, LAR =

[
A1 0
0 In−r

]
,

where L and R are nonsingular matrices, σ(F ) = σ(A1), r ≤ ρ and N is a nilpotent
matrix. A pair (E,A) is impulse-free if and only if [5]

rank

[
E 0
A E

]
= n+ ρ.

In this case, N = 0 and system (1) can be transformed into the following form:

ẋ1 = A1x1 +B1w, x2 = −B2w, z = C1x1 +D1w, (2)

where

x1 ∈ Rr, x2 ∈ Rn−r, x = R

[
x1

x2

]
, LB =

[
B1

B2

]
, CR =

[
C1, C2

]
, D1 = D − C2B2.

Define the performance measure J for system (1) in the form

J = sup
(w,x0)∈W

∥z∥Q√
∥w∥2P + x⊤

0 X0x0

, ∥z∥2Q =

∫ ∞

0

z⊤Qz dt, ∥w∥2P =

∫ ∞

0

w⊤Pw dt, (3)

where W is a set of pairs (w, x0) such that 0 < ∥w∥2P +x⊤
0 X0x0 < ∞ and system (1) has

a solution, P = P⊤ > 0, Q = Q⊤ > 0 and X0 ≥ 0 are weight matrices. In the following,
we consider X0 = E⊤HE with H = H⊤ > 0.

The value J describes the weighted damping level of the external and initial distur-
bances in system (1). For example, if the weight matrices P and Q are diagonal, then
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their diagonal elements are the priority coefficients for the corresponding components of
input w and output z in system (1) with respect to J . System (1) is nonexpansive if
J ≤ 1. A pair (w, x0) is the worst for system (1) with respect to J if in (3), a supremum
is reached.

When x0 ∈ KerE, we denote J as J0. It is obvious that J0 ≤ J . If P = Is and
Q = Il, then J0 coincides with the H∞-norm of the transfer matrix function H1(λ) =
C1(λIn−A1)

−1B1+D1 of the dynamical subsystem in (2) (see, e.g., [5,8]). In this case,
we have a standard performance index J0 used in the H∞ control theory. Note that the
performance measure (3) was introduced in [13] when E = In, P = Is and Q = Il.

Lemma 2.2 (see [19]) Given a scalar γ > 0, the descriptor system (1) is admissible
and satisfies J < γ if there exists a matrix X such that

0 ≤ E⊤X = X⊤E ≤ γ2X0, rank(E⊤X − γ2X0) = ρ, (4)

Ψ(X) =

[
A⊤X +X⊤A+ C⊤QC X⊤B + C⊤QD

B⊤X +D⊤QC D⊤QD − γ2P

]
< 0. (5)

The converse is true if
rank

[
E⊤ C⊤QD

]
= ρ. (6)

Remark 2.1 Note that E⊤X = X⊤E ≥ 0 if and only if the non-strict LMI[
S0 S0 − E⊤X

S0 −X⊤E 0

]
≥ 0 (7)

is feasible in the variables X and S0, and moreover, S0 = E⊤X = X⊤E ≥ 0. It can be
established that (5) is satisfied if and only if D⊤QD < γ2P and D⊤

1 QD1 < γ2P , where
D1 = D − CA−1B. Any matrix X satisfying (5) must be nonsingular.

Remark 2.2 If the LMIs (5) and (7) are feasible in the variables X and S0, then
system (1) is admissible with J0 < γ. The converse is true under the additional condition
(6). Moreover, if (5) and (7) hold, then system (1) with a structured uncertain input
w = γ−1Θz, where Θ⊤PΘ ≤ Q, is robust stable and v(x) = x⊤S0x is a common
Lyapunov function of the system (see [18]).

Note that the conditions of Lemma 2.2 can be used in calculating the values of J0
and J as the solutions of optimization problems. In particular, we have

J = inf
{
γ : Ψ(X) < 0, 0 ≤ E⊤X = X⊤E ≤ γ2X0

}
.

Lemma 2.3 (see [20]) Let system (1) be admissible and there exist matrices X and
S0 satisfying (7) and the Riccati-type equation

A⊤
1 X +X⊤A1 +X⊤R1X +Q1 = 0,

where A1 = A + BR−1D⊤QC, R1 = BR−1B⊤, Q1 = C⊤(Q + QDR−1D⊤Q
)
C, R =

γ2P −D⊤QD > 0 and γ = J . Then the structured input vector

w = K0x, K0 = R−1(B⊤X +D⊤QC),

and any initial vector x0 ∈ Ker (S0 − J2X0) form the worst pair for system (1) with
respect to J .
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3 Main Results

Consider the following descriptor system with constant coefficient matrices:

Eẋ = Ax+B1w +B2u, x(0) = x0,

z = C1x+D11w +D12u,

y = C2x+D21w +D22u,

(8)

where x ∈ Rn is the state, u ∈ Rm is the control input, w ∈ Rs is the exogenous input,
z ∈ Rk is the regulated output and y ∈ Rl is the measured output. The rank of the
matrix E is ρ ≤ n. We are interested in static and dynamic control laws that guarantee
a desirable estimate for performance measure (3) with respect to the regulated output
z of a resulting closed-loop system. Controllers that minimize the value of J are called
J-optimal. If P = Is and Q = Ik, then the J0-optimal controller is H∞-optimal.

In studying a class of systems (8), their properties such as C-, R- and I-controllability,
as well as adjoint C-, R- and I-observability, are important (see, e.g., [5,6]). Known H∞
control methods for such systems use the stabilizability and I-controllability properties
of the triple (E,A,B2). It means that there exists a matrix K for which the pair (E,A+
B2K) is admissible. The criteria for I-controllability of the triple (E,A,B2) and I-
observability of the triple (E,A,C2) are the corresponding rank conditions [5]

rank

[
E 0 0
A E B2

]
= n+ ρ, rank

[
E⊤ 0 0
A⊤ E⊤ C⊤

2

]
= n+ ρ.

3.1 Static output-feedback controller

When we apply the static output-feedback controller

u = Ky, K ∈ Rm×l, (9)

with the condition det(Im −KD22) ̸= 0, the closed-loop system is given by

Eẋ = A∗x+B∗w, z = C∗x+D∗w, x(0) = x0, (10)

where A∗ = A + B2K∗C2, B∗ = B1 + B2K∗D21, C∗ = C1 + D12K∗C2, D∗ = D11 +
D12K∗D21, K∗ = (Im −KD22)

−1K. Let, for simplicity, D22 = 0, then K∗ = K.
Applying Lemma 2.2 for system (10), we will use the special structure of a matrix X

in (4), (5) and the skeletal decomposition E = ElE
⊤
r , where El and Er are full column

rank ρ matrices.

Lemma 3.1 Given a scalar γ > 0 and matrices X and Y satisfying XY = γ2In, the
following statements are equivalent:

(i) the conditions (4) of Lemma 2.2 hold;
(ii) there are matrices S = S⊤ and G such that

X = SE +WE⊤G, 0 < E⊤
l SEl < γ2E⊤

l HEl; (11)

(iii) there are matrices T = T⊤ and F such that

Y = TE⊤ +WEF, E⊤
r TEr > (E⊤

l HEl)
−1. (12)



308 A. G. MAZKO

Proof. (ii) ⇒ (i) Considering (11), we have

E⊤X = E⊤SE ≥ 0, E⊤X − γ2X0 = Er

(
E⊤

l SEl − γ2E⊤
l HEl

)
E⊤

r .

Hence, (4) hold true.
(i) ⇒ (ii) Let L and R be nonsingular matrices such that

E = L−1

[
Iρ 0
0 0

]
R−1, El = L−1

[
Iρ
0

]
, Er = R−1⊤

[
Iρ
0

]
,

WE = R

[
0

In−ρ

]
, WE⊤ = L⊤

[
0

In−ρ

]
.

Then any matrix X in (4) can be expressed as

X = L⊤
[

X1 0
X2 X3

]
R−1, 0 < X1 = X⊤

1 < γ2E⊤
l HEl. (13)

Assuming S1 = X1, S2 = X2 −G1, G2 = X3, S3 = S⊤
3 , G1 ∈ R(n−ρ)×ρ and

S = L⊤
[

S1 S⊤
2

S2 S3

]
L, G =

[
G1 G2

]
R−1,

we get (11).
(iii) ⇒ (i) Note that conditions (4) hold if and only if

0 ≤ EY = Y ⊤E⊤ ≤ Y ⊤X0Y, rank
(
EY − Y ⊤X0Y

)
= ρ, (14)

where Y = γ2X−1. Considering (12), we have

EY = ETE⊤ ≥ 0, EY − Y ⊤X0Y = ElT1

(
T−1
1 − E⊤

l HEl

)
T1E

⊤
l ,

where T1 = E⊤
r TEr. Besides, T−1

1 < E⊤
l HEl if and only if T1 > (E⊤

l HEl)
−1. Hence,

(14) and (4) hold true.
(i) ⇒ (iii) Suppose that (4) hold true. Using (13), we have

Y = γ2X−1 = γ2R

[
X−1

1 0
−X−1

3 X2X
−1
1 X−1

3

]
L−1⊤.

Let T1 = γ2X−1
1 , T2 = −F1−γ2X−1

3 X2X
−1
1 , F2 = γ2X−1

3 , T3 = T⊤
3 , F1 ∈ R(n−ρ)×ρ and

T = R

[
T1 T⊤

2

T2 T3

]
R⊤, F =

[
F1 F2

]
L−1⊤.

Since T1 = E⊤
r TEr, we obtain (12) using the equivalence of the matrix inequalities

X1 < γ2E⊤
l HEl and γ2X−1

1 > (E⊤
l HEl)

−1. This completes the proof.

Theorem 3.1 Let there exist matrices X and Y such that (11) and the following
conditions hold:

W⊤
R

[
A⊤X +X⊤A+ C⊤

1 QC1 X⊤B1 + C⊤
1 QD11

B⊤
1 X +D⊤

11QC1 DT
11QD11 − γ2P

]
WR < 0, (15)
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W⊤
L

[
AY + Y ⊤A⊤+B1P

−1B⊤
1 Y ⊤C⊤

1 +B1P
−1D⊤

11

C1Y +D11P
−1B⊤

1 D11P
−1D⊤

11−γ2Q−1

]
WL < 0, (16)

rank

[
X γIn
γIn Y

]
= n, (17)

where R =
[
C2 D21

]
, L =

[
B⊤

2 D⊤
12

]
. Then there exists a static output-feedback

controller (9) such that closed-loop system (10) is admissible and its performance measure
J < γ. Conversely, if system (10) is admissible with J < γ and

rank
[
E⊤ C⊤

∗ QD∗
]
= ρ (18)

for some controller (9), then conditions (11) and (15) – (17) are feasible in X and Y .

Proof. Taking into account the Schur complement, we rewrite matrix inequality (5)
in Lemma 2.2 for a closed-loop system (10) as the LMI with respect to K∗: AT

∗ X +X⊤A∗ X⊤B∗ C⊤
∗

B⊤
∗ X −γ2P D⊤

∗
C∗ D∗ −Q−1

 = L̂⊤K∗R̂+ R̂⊤K⊤
∗ L̂+Ω < 0, (19)

where R̂ =
[
R 0l×k

]
, L̂ =

[
L 0m×s

]
X̃, and

X̃ =

 X 0 0
0 0 Ik
0 Is 0

 , Ω =

 A⊤X +X⊤A X⊤B1 C⊤
1

B⊤
1 X −γ2P D⊤

11

C1 D11 −Q−1

 .

There exists K∗ satisfying (19) if and only if (see the condition (d) in Lemma A.1)

W⊤
R̂
ΩWR̂ < 0, W⊤

L̂
ΩWL̂ < 0. (20)

Since

WR̂ =

[
WR 0
0 Ik

]
, WL̂ = X̃−1

[
WL 0
0 Is

]
,

the conditions (20) are reduced to (15) and (16) with Y = γ2X−1, respectively. The last
equality is equivalent to the rank condition (17).

Thus, if (11) and (15) – (17) hold for some matrices S = S⊤, G ∈ R(n−ρ)×n and Y,
then taking into account the equivalence of statements (i) and (ii) in Lemma 3.1, we can
construct a controller (9) provided the admissibility of system (10) with J < γ. The gain
matrix K of the controller can be defined as any solution K = K∗ of LMI (19).

Conversely, if system (10) is admissible with J < γ and (18) holds for some controller
(9), then (11) and (15) – (17) are feasible in X and Y (see Lemma 2.2).

Note that the rank constraint (18) does not depend on K if one of the following
conditions is satisfied:

D11 = 0, D21 = 0; (21)

D12 = 0, rank
[
E⊤ C⊤

1 QD11

]
= ρ. (22)

It can also be established that (18) follows from

rank
[
E⊤ C⊤

1 QD11 C⊤
1 QD12 C⊤

2

]
= ρ.
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Corollary 3.1 Assume that

C2 = In, D⊤
11QD11 < γ2P, D21 = 0, D22 = 0. (23)

Then there is a static state-feedback controller u = Kx such that a closed-loop system
(10) is admissible and its performance measure J < γ if two LMIs (12) and (16) with
nonsingular Y are feasible in the variables T = T⊤ and F . The converse statement is
true if (23) and either (21) or (22) hold.

Proof. Considering (23), we have y ≡ x, WR =
[
0s×n, Is

]T
. In this case, matrix

inequality (15) holds in Theorem 3.1 and does not depend on X. Taking into account
the equivalence of the statements (i) and (iii) in Lemma 3.1, a sufficient condition for the
existence of a static state-feedback controller in Theorem 3.1 is the solvability of (12)
and (16) with respect to T = T⊤ and F . The gain matrix K of the controller can be
defined as a solution K = K∗ of the LMI (19) with X = γ2Y −1.

Given (23), we also have C∗ = C1 +D12K and D∗ = D11. Therefore, in the converse
statement of Theorem 3.1, the rank condition (18) is true and does not depend on K if
either (21) or (22) holds.

Remark 3.1 Note that Y in (12) is nonsingular if such is FWE⊤ . In particular, we

can search for F in the form F = F̃E⊤ +CW⊤
E⊤ , where F̃ is a new required matrix and

C is nonsingular. Then Y in Corollary 3.1 is nonsingular (see the proof of Lemma 3.1).

Theorem 3.2 Assume that

R0 = D⊤
12QD12 > 0, R1 = γ2P −D⊤

11Q1D11 > 0, Q1 = Q−QD12R
−1
0 D⊤

12Q (24)

and there exist matrices S = S⊤ and G such that (11), (15) and the GARI

A⊤
2 X +X⊤A2 +X⊤R2X +Q2 < 0 (25)

hold with A2 = A−B2R
−1
0 D⊤

12QC1 +B11R
−1
1 D⊤

11Q1C1, R2 = B11R
−1
1 B⊤

11 −B2R
−1
0 B⊤

2 ,
B11 = B1 −B2R

−1
0 D⊤

12QD11, Q2 = C⊤
1 (Q1 +Q1D11R

−1
1 D⊤

11Q1)C1. Then there exists a
static output-feedback controller (9) such that closed-loop system (10) is admissible and
its performance measure J < γ.

Proof. To apply Lemmas 2.2 and 3.1, we rewrite the expression Ψ(X) < 0 for system
(10) in the form of a quadratic matrix inequality with respect to K∗:

A0 +B⊤
0 K∗C0 + C⊤

0 K⊤
∗ B0 + C⊤

0 K⊤
∗ R0 K∗C0 < 0, (26)

where

A0 =

[
A⊤X +X⊤A+ C⊤

1 QC1 X⊤B1 + C⊤
1 QD11

B⊤
1 X +D⊤

11QC1 D⊤
11QD11 − γ2P

]
,

B0 =
[
B⊤

2 X +D⊤
12QC1 D⊤

12QD11

]
, C0 =

[
C2 D21

]
.

Since R0 > 0, the solvability conditions for (26) are of the formW⊤
C0

A0WC0 < 0 and A0 <

B⊤
0 R−1

0 B0 (see the conditions (a) and (b) in Lemma A.2). The first inequality coincides
with (15), and the second inequality takes the form (25) via the Schur complement.

Note that on the basis of Lemmas 2.2 and 3.1, as well as the generalized uncertainty
lemma for inequality (26) (see [17]), we can construct an ellipsoidal set of gain matrices
K =

{
K : (K −K∗)

⊤P0(K −K∗) ≤ Q0

}
, where P0 = P⊤

0 > 0 and Q0 = Q⊤
0 > 0, for

which closed-loop system (10) is admissible and its performance measure J < γ.
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3.2 Dynamic output-feedback controller

Consider system (8) with the dynamic output-feedback controller

ξ̇ = Zξ + V y, u = Uξ +Ky, ξ(0) = 0, (27)

where ξ ∈ Rp, Z, V , U and K denote constant matrices with appropriate dimensions to
be determined. The combined system in an extended state space Rn+p is represented by

Ê ˙̂x = Âx̂+ B̂1w + B̂2û, x̂(0) = x̂0,

z = Ĉ1x̂+D11w + D̂12û,

ŷ = Ĉ2x̂+ D̂21w,

(28)

using the static output-feedback controller

û = K̂∗ŷ, K̂∗ ∈ R(m+p)×(l+p), (29)

where

x̂ =

[
x
ξ

]
, x̂0 =

[
x0

0

]
, ŷ =

[
y −D22u

ξ

]
, û =

[
u

ξ̇

]
,

Ê =

[
E 0
0 Ip

]
, Â =

[
A 0n×p

0p×n 0p×p

]
, B̂1 =

[
B1

0p×s

]
, B̂2 =

[
B2 0n×p

0p×m Ip

]
,

Ĉ1 =
[
C1 0k×p

]
, D̂12 =

[
D12 0k×p

]
, Ĉ2 =

[
C2 0l×p

0p×n Ip

]
, D̂21 =

[
D21

0p×s

]
,

K̂∗ =

[
K∗ U∗
V∗ Z∗

]
= (Im+p − K̂D̂22)

−1K̂, D̂22 =

[
D22 0l×p

0p×m 0p×p

]
,

K̂ =

[
K U
V Z

]
= (Im+p + K̂∗D̂22)

−1K̂∗. (30)

Here det(Im −KD22) ̸= 0. Let, for simplicity, D22 = 0, then K̂∗ = K̂.
The closed-loop system has the form

Ê ˙̂x = Â∗x̂+ B̂∗w, z = Ĉ∗x̂+ D̂∗w, x̂(0) = x̂0, (31)

where Â∗ = Â + B̂2K̂∗Ĉ2, B̂∗ = B̂1 + B̂2K̂∗D̂21, Ĉ∗ = Ĉ1 + D̂12K̂∗Ĉ2, D̂∗ = D11 +
D̂12K̂∗D̂21. Since ξ0 = 0, the performance measure Ĵ of the form (3) for system (31)
with the weight matrices P , Q, and

X̂0 = Ê⊤ĤÊ, Ĥ =

[
H H⊤

1

H1 H2

]
> 0,

does not depend on H1 and H2, and its value coincides with J .

Lemma 3.2 Given a scalar γ > 0 and matrices

X = SE +WE⊤G, Y = TE⊤ +WEF, (32)

where S = S⊤, T = T⊤ and G,F ∈ R(n−ρ)×n, the following statements are equivalent:
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(i) X and Y are nonsingular, ∆ = γ2In −XY ̸= 0 and

0 < E⊤
l SEl < γ2E⊤

l HEl, Γ =

[
E⊤

l SEl γIρ
γIρ E⊤

r TEr

]
≥ 0, (33)

rankΓ = ρ+ δ, δ = rank∆; (34)

(ii) there are matrices S1 ∈ Rδ×n, S2 = S⊤
2 ∈ Rδ×δ, G1 ∈ R(n−ρ)×δ, T1 ∈ Rδ×n,

T2 = T⊤
2 ∈ Rδ×δ, F1 ∈ R(n−ρ)×δ, H1 ∈ Rδ×n and H2 = H⊤

2 ∈ Rδ×δ such that

0 < Ê⊤
l ŜÊl < γ2Ê⊤

l ĤÊl, X̂Ŷ = γ2In+δ, (35)

where

X̂ =

[
X X3

X1 X2

]
= ŜÊ +WÊ⊤Ĝ, Ŝ =

[
S S⊤

1

S1 S2

]
, Ĝ =

[
G G1

]
, (36)

Ŷ =

[
Y Y3

Y1 Y2

]
= T̂ Ê⊤ +WÊF̂ , T̂ =

[
T T⊤

1

T1 T2

]
, F̂ =

[
F F1

]
, (37)

Ê =

[
E 0
0 Iδ

]
= ÊlÊ

⊤
r , WÊ =

[
WE

0

]
, WÊ⊤ =

[
WE⊤

0

]
,

Êl =

[
El 0
0 Iδ

]
, Êr =

[
Er 0
0 Iδ

]
, Ĥ =

[
H H⊤

1

H1 H2

]
> 0.

Proof. (ii) ⇒ (i) We rewrite (35) as

0 <

[
E⊤

l SEl E⊤
l S⊤

1

S1El S2

]
< γ2

[
E⊤

l HEl E⊤
l H⊤

1

H1El H2

]
, (38)

XY +X3Y1 = γ2In, XY3+X3Y2 = 0, X1Y +X2Y1 = 0, X1Y3+X2Y2 = γ2Iδ. (39)

Obviously, (38) implies 0 < E⊤
l SEl < γ2E⊤

l HEl and X2 = S2 > 0. In addition,

Y2 = T2 > 0 because Ê⊤
r T̂ Êr > (Ê⊤

l ĤÊl)
−1 (see Lemma 3.1).

From (39) it follows thatX(Y −Y3Y
−1
2 Y1) = (X−X3X

−1
2 X1)Y = γ2In. Therefore, X

and Y must be nonsingular. Besides, E⊤X = X⊤E ≥ 0, EY = Y ⊤E⊤ ≥ 0, X1 = X3E
and Y1 = Y ⊤

3 E⊤. Next, we use the following transformation of Γ:

Φ⊤ΓΦ =

[
E⊤SE 0

0 Ξ

]
≥ 0, Φ =

[
E⊤

r −γE⊤
r X−1

0 E⊤
l

]
, (40)

where E⊤SE ≥ 0 and Ξ = E(Y − γ2X−1) = Y ⊤
1 Y −1

2 Y1 ≥ 0. Since Φ is the full
row rank matrix, it yields Γ ≥ 0. Moreover, the rank conditions (34) hold because
rank (E⊤SE) = ρ, Ξ = −EX−1∆, ∆ = X3Y1, rank∆ ≤ rankY1 = rankΞ ≤ rank∆ and,
hence, rankΞ = δ and rankΓ = ρ+ δ.

(i) ⇒ (ii) Assume that (33) and (34) hold with nonsingular X and Y . Given (33) and
(40), we have the decomposition Ξ = E(Y − γ2X−1) = Λ⊤Λ ≥ 0, where Λ ∈ Rδ×n is a
certain full row rank matrix. Then there exists Υ ∈ Rn×δ such that ΥΛ = ∆. Indeed,

rankΛ ≤ rank
[
Λ⊤ ∆⊤ ]

= rank (Λ⊤Λ +∆⊤∆) = rank
[
(∆⊤− EX−1)∆

]
≤ rank∆ = rankΞ = rankΛ
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and hence rank
[
Λ⊤ ∆⊤ ]

= rankΛ. Moreover, Ξ = −EX−1ΥΛ = Λ⊤Λ implies

Λ⊤ = −EX−1Υ.
Setting in (36) and (37) S1 = Υ⊤ − G⊤

1 W
⊤
E⊤ , S2 = γ2Iδ − ΛΥ, T1 = −Υ⊤X−1⊤ −

F⊤
1 W⊤

E and T2 = Iδ, where F1 ∈ R(n−ρ)×δ and G1 ∈ R(n−ρ)×δ are arbitrary matrices,
we have X1 = Υ⊤E, X2 = γ2Iδ − ΛΥ, X3 = Υ, Y1 = Λ, Y2 = Iδ and Y3 = −X−1Υ.

Considering Λ = −Υ⊤X−1⊤E⊤ and EX−1 = X−1⊤E⊤, it is easy to verify (39). The
first matrix inequality in (38) follows from the Schur complement. Indeed, E⊤

l SEl > 0
and

S2 − S1El(E
⊤
l SEl)

−1E⊤
l S⊤

1

= γ2Iδ − ΛΥ−Υ⊤El(E
⊤
l SEl)

−1E⊤
l Υ

= γ2Iδ +Υ⊤X−1⊤[E⊤ −X⊤ElSEl(E
⊤
l SEl)

−1E⊤
l

]
Υ

= γ2Iδ +Υ⊤X−1⊤Er

[
Iρ − E⊤

l SEl(E
⊤
l SEl)

−1
]
E⊤

l Υ = γ2Iδ > 0.

Here, it is also taken into account that WE⊤ = WE⊤
l

and X = SE +WE⊤G.

The second matrix inequality in (38) holds, if, for instance, H1 = γ−2S1 and H2 >
γ−2S2. This completes the proof.

Theorem 3.3 Let the LMIs (15) and (16) with (32) as well as (33) and the rank
conditions (34) are feasible in the variables S = S⊤, T = T⊤, G and F . Then there
exists a dynamic controller (27) of the order p = δ such that closed-loop system (31) is
admissible and its performance measure J < γ. Conversely, if system (31) is admissible
with J < γ and satisfies (18) for some controller (27), then (15), (16) and (32)–(34) are
feasible.

Proof. According to Theorem 3.1, we can find a static controller (29) for extending
system (28) such that closed-loop system (31) is admissible and its performance measure

J < γ if there exist matrices Ŝ = Ŝ⊤, T̂ = T̂⊤, Ĝ and F̂ satisfying (35) – (37) and

W⊤
R̂

[
Â⊤X̂ + X̂⊤Â+ Ĉ⊤

1 QĈ1 X̂⊤B̂1 + Ĉ⊤
1 QD11

B̂⊤
1 X̂ +D⊤

11QĈ1 D⊤
11QD11 − γ2P

]
WR̂ < 0, (41)

W⊤
L̂

[
ÂŶ + Ŷ ⊤Â⊤+ B̂1P

−1B̂⊤
1 Ŷ ⊤Ĉ⊤

1 + B̂1P
−1D⊤

11

Ĉ1Ŷ +D11P
−1B̂⊤

1 D11P
−1D⊤

11−γ2Q−1

]
WL̂ < 0, (42)

where R̂ =
[
Ĉ2 D̂21

]
, L̂ =

[
B̂⊤

2 D̂⊤
12

]
. Moreover, all diagonal blocks of the

matrices X̂ and Ŷ are nonsingular. Using the block structure of coefficient matrices of
the system and the following matrix representations:

WR̂ =

 In 0
0 0
0 Is

WR, WL̂ =

 In 0
0 0
0 Ik

WL,

one can establish the equivalence of matrix inequalities (15) and (41), as well as (16)
and (42). Considering the equivalence of statements (i) and (ii) in Lemma 3.2, there
exists a dynamic controller (27) such that closed-loop system (31) is admissible and its
performance measure J < γ if (15), (16) and (32) – (34) hold for some S = S⊤, T = T⊤,
G and F . An additional constraint in the converse statement of Lemma 2.2 for system

(31) has the form rank
[
Ê⊤ Ĉ⊤

∗ QD̂∗

]
= ρ+ p. This equality is equivalent to (18).
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Remark 3.2 Note that the required matrices of dynamic controller (27) in Theorem

3.3 can be determined according to (30), where K̂∗ is the gain matrix of a static controller
(29) found for extending system (28) via the LMI technique (see the proof of Theorem
3.1). In the case δ = 0, Theorem 3.3 yields sufficient and necessary conditions for the
existence of a static controller in Theorem 3.1.

Corollary 3.2 Let the LMIs (15) and (16) with

X =
(
S +WE⊤G̃

)
E + γWE⊤CW+

E , Y =
(
T +WEF̃

)
E⊤ + γWEC

−1W+
E⊤ , (43)

where C denotes any nonsingular matrix, and

0 < E⊤
l SEl < γ2E⊤

l HEl, Γ =

[
E⊤

l SEl γIρ
γIρ E⊤

r TEr

]
> 0 (44)

hold for some S = S⊤, T = T⊤, G̃ and F̃ . Then there exists a dynamic controller (27)
of the order p = ρ such that closed-loop system (31) is admissible with J < γ.

Proof. Denote L =
[
E WE⊤

]
, R =

[
E⊤ WE

]
. Since L and R are full row

rank matrices, rank (L⊤XR) = n and rank (R⊤Y L) = n, where

L⊤XR =

[
E⊤SEE⊤ 0
W⊤

E⊤XE⊤ γW⊤
E⊤WE⊤C

]
, R⊤Y L =

[
ETE⊤E 0
W⊤

E Y E γW⊤
E WEC

−1

]
,

E⊤SEE⊤ = ErE
⊤
l SElE

⊤
r ErE

⊤
l , ETE⊤E = ElE

⊤
r TErE

⊤
l ElE

⊤
r ,

E⊤
l SEl > 0, E⊤

r TEr > 0, W⊤
E⊤WE⊤ > 0, W⊤

E WE > 0,

X and Y in (43) are nonsingular.
Next, we use the following transformation of matrix ∆ = γ2In −XY :

L⊤∆L =

[
Er 0
0 In−ρ

][
DE⊤

l El 0
−W⊤

E⊤XY El 0

][
E⊤

r 0
0 In−ρ

]
,

where D = γ2Iρ−E⊤
l SElE

⊤
r TEr. Then, due to (44), detD ̸= 0 and rank∆ = ρ. Hence,

the rank conditions in (34) hold with rankΓ = 2ρ and δ = ρ. The statement of Corollary
3.2 follows from Theorem 3.3.

Note that Theorems 3.1 and 3.3 can be extended to a class of descriptor systems (8)
with the following polyhedral uncertainties:

A ∈ Co
{
A1, . . . , Aα

}
, B1 ∈ Co

{
B11, . . . , B1β

}
,

C1 ∈ Co
{
C11, . . . , C1µ

}
, D11 ∈ Co

{
D111, . . . , D11ν

}
,

where Co{A1, . . . , Aα} =
{ α∑

i=1

aiAi : ai ≥ 0, i=1, α,
α∑

i=1

ai = 1
}
. For this, instead of

(15) and (16), we can use the corresponding LMIs systems

W⊤
R

[
A⊤

i X +X⊤Ai + C⊤
1pQC1p X⊤B1j + C⊤

1pQD11q

B⊤
1jX +D⊤

11qQC1p D⊤
11qQD11q − γ2P

]
WR < 0,

W⊤
L

[
AiY +Y ⊤A⊤

i +B1jP
−1B⊤

1j Y ⊤C⊤
1p +B1jP

−1D⊤
11q

C1pY +D11qP
−1B⊤

1j D11qP
−1D⊤

11q−γ2Q−1

]
WL < 0
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for i = 1, α, j = 1, β, p = 1, µ, q = 1, ν.

Considering formulas (28) and (29) with constraints (24) and the conditions (a) and
(d) in Lemma A.2, we can formulate an analog of Theorem 3.2 that yields conditions
for the existence of a dynamic controller (27) in terms of LMIs and GARIs such that
closed-loop system (31) is admissible and its performance measure J < γ.

4 Numerical Example: Controlled Electrical Circuit

Consider the electrical circuit given in Fig. 1. The dynamics of this system is described

Figure 1: The electrical circuit.

by descriptor form (8) with the following data [23]:

E =

 L 0 0
0 C 0
0 0 0

 , A =

 −R1 −1 1
0 −1/R2 0
1 0 0

 , B1 = B2 =

 0
1
−1

 ,

C1 =

[
0 1 0
0 0 α

]
, C2 =

[
0 1 0
0 0 1

]
, D12 =

[
0
1

]
, D11 = D21 = D22 =

[
0
0

]
,

where x =
[
i v2 v1

]⊤
, i(t) denotes the current flow, v1 and v2 are the voltages,

i(t) = u(t) + w(t), u(t) is the control input, w(t) is the bounded disturbance, L and
C are the inductance and the capacitance, respectively, R1 and R2 are the resistances,
α is a constant parameter. In this example, n = 3, m = s = 1 and k = l = 2.

Regulated and measured outputs of the system have the form z =
[
v2 αv1 + u

]⊤
and

y =
[
v2 v1

]⊤
, respectively.

Let L = 3, C = 2, R1 = 2, R2 = 1 and α = 1. Then the pair (E,A) is impulsive, the
triple (E,A,B2) is I-controllable and the triple (E,A,C2) is I-observable.

Assume that the standard performance index J0 and performance measure J of the
form (3) are defined by the weight matrices P = 1, Q = I2 and X0 = E⊤E. Let γ = 0.5,
then conditions (24) of Theorem 3.2 are satisfied. Using the Mathcad Prime 6.0 system,
we found the matrices

S =

 0.06402 0.03218 −0.02942
0.03218 0.23409 0.00678

−0.02942 0.00678 0.16182

 , X =

 0.19206 0.06436 0
0.09654 0.46818 0
0.07355 0.46119 −0.33001

 ,

G =
[
0.16181 0.44763 −0.33001

]
,

satisfying (11), (15) and (25). Further, we determine the gain matrix K =[
0.01512 −1.81255

]
of controller (9) for which J0 = 0.44823, J = 0.48232 < γ and a
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closed-loop system (10) with the finite spectrum
{
− 0.67528 ± 0.36681i

}
is admissible.

Also, by using Lemma 2.3, the structured worst disturbance

w = K0x, K0 =
[
−0.72013 0.28805 1.14308

]
, (45)

and the worst initial vector x0 =
[
0.08668 0.88792 0.17938

]⊤
are determined.

The finite spectrum of system (10) with the worst pair (w, x0)

Eẋ = (A∗ +B∗K0)x, x(0) = x0, (46)

is computed as
{
− 0.59864,−1.42448

}
. Figs. 2 and 3 show the behavior of system (46)

and function w(t) in (45), respectively.

Figure 2: Closed-loop system behavior
with the worst pair (w, x0). Figure 3: The worst disturbance.

Computational experiments have shown that the decrease of parameter α in the
interval [0, 1] leads to the increase of the minimum possible characteristics J0 and J for
a closed-loop system using static controllers of the form (9).

Also, on the basis of Theorem 3.3 (see Remark 3.2), a dynamic controller (27) with

[
K U
V Z

]
=

 −0.08957 −0.96093 0.57234 2.61512
0.03600 −0.07555 −0.38338 −0.00721
−0.00232 −0.00068 0.08507 −0.41471


is determined, for which system (31) is admissible with J0 = 0.25070 and J = 0.47138.

5 Conclusion

This paper presents new approaches to the generalized problem of H∞ control with
transients for continuous-time descriptor systems. The weighted performance measure
used takes into account the influence of both exogenous disturbances and initial states.
Necessary and sufficient conditions for the solvability of this problem via static and
dynamic controllers have been proposed in terms of LMIs and GARIs with special matrix
variables.

New auxiliary Lemmas 3.1 and 3.2 are obtained here, and used in the synthesis of
static and dynamic controllers, respectively. These lemmas make it possible to search for
solutions of the arising linear and quadratic matrix inequalities in parametric form (11)
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and (12) with considering the skeletal decomposition of system matrix E. This makes
the main results (Theorems 3.1, 3.2 and 3.3) more constructive in comparison with
[20,21]. Moreover, with this approach, it is possible to formulate necessary and sufficient
conditions for the existence of generalized H∞ controllers exclusively in terms of LMIs
(see Corollaries 3.1 and 3.2). Projection Lemma (Lemma A.1) and its new generalization
(Lemma A.2) gives criteria for the solvability of linear and quadratic matrix inequalities,
respectively. The presented synthesis approaches have been illustrated by a numerical
example of the controlled electrical circuit.

A Solvability of Some Matrix Inequalities

Lemma A.1 (see [8]) Given matrices A = A⊤ ∈ Rn×n,
B ∈ Rp×n and C ∈ Rq×n, the LMI

A+B⊤XC + C⊤X⊤B < 0 (47)

is solvable for X ∈ Rp×q if and only if one of the following conditions holds:

(a) rankB = n, rankC = n; (b) rankB < n, rankC = n, W⊤
BAWB < 0;

(c) rankB = n, rankC < n, W⊤
C AWC < 0;

(d) rankB < n, rankC < n, W⊤
BAWB < 0, W⊤

C AWC < 0.

Consider the following quadratic matrix inequality:

A+B⊤XC + C⊤X⊤B + C⊤X⊤RXC < 0, (48)

where A = A⊤ ∈ Rn×n, B ∈ Rp×n, C ∈ Rq×n and R ∈ Rp×p. Suppose that matrices C
and R are nonzero and R = R⊤ ≥ 0.

Lemma A.2 (see [21]) There exist a matrix X ∈ Rp×q satisfying (48) if and only if

(a) either rankC = n or rankC < n and W⊤
C AWC < 0;

and one of the following conditions hold:

(b) R > 0, A < B⊤R−1B; (c) rankR < p, rankB0 = n;

(d) rankR < p, rankB0 < n, W⊤
B0

(
A−B⊤R+B

)
WB0

< 0;

where B0 = W⊤
RB and R+ is a pseudo-inverse of R.
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tank. The designed system is composed of a photovoltaic generator, connected to a
booster chopper, a DC bus and a wind power system driving a permanent magnet
synchronous generator. Two control strategies were implemented. The first, based on
P and O, ensures the operation of the GPV with its maximum power via the control
of a booster chopper. The second was applied to the turbine to extract the maximum
power from the wind (MPPT). Two PI and fuzzy controllers to drive the operation
of the asynchronous motor driving the centrifugal pump controlled the mechanical
speed and the magnetic flux. In addition, we have established an explicit relation
making it possible to adopt the set point rotation speed of the asynchronous machine
and consequently, the pump output according to various climatic conditions. The
results obtained show the validity, efficiency and robustness of the various techniques
developed.
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1 Introduction

The most common renewable energy sources for agricultural applications are solar energy
and wind energy; photovoltaic pumping usually consists of solar panels, a control unit
and a pump set. Depending on the sizing of the system, it is sometimes necessary to use
storage batteries and a charge regulator (due to the intermittent nature of solar radia-
tion). This makes it possible to avoid problems of adaptation between the photovoltaic
generator and the pump set. However, it is better to store water in a tank rather than
storing energy in batteries. The use of wind turbines to pump water is not new. Wind
power is one of the most promising sources for water pumping applications. Recent and
relevant research on wind pumping applications shows that:

• Wind power based water pumping systems are best suited for irrigation applications
[1];

• It is an economically viable alternative technology for irrigation systems [2];
• The wind power system can be used successfully for groundwater pumping in remote
areas, where wind resources are available [3].

Moreover, a comparative study between photovoltaic and wind power systems for water
pumping systems in the Sahara regions was carried out in Algeria [4]. It emerges from this
study that the cost per cubic meter of water produced by the wind pumping system is less
expensive than that produced by the photovoltaic system. Over the past decade, very few
studies have been done on hybrid renewable energy systems for pumping water, unlike
systems on their own [4]. Hybrid systems designed to work in agricultural applications are
more flexible and reliable, it is also concluded that hybrid pumping systems are suitable
for small water pumping systems and are of considerable interest for their flexibility .
The work presented consists of the modeling, the regulation using PI and fuzzy regulators
and the optimization of a hybrid wind-photovoltaic energy system not connected to the
electricity grid. The work aims mainly to bring to the energy management of hybrid
autonomous systems with renewable energies with storage for agricultural applications
in tropical environments, then we will present the results obtained comparatively by the
fuzzy regulator and PI.

2 Modeling of the Hybrid Pumping System

Figure 1 shows the complete diagram of hybrid power generation. The system consists
of a wind power system assisted by PMSG, a PV system assisted by MPPT technique,
a water pump assisted by ASM and an energy management system.

2.1 Wind turbine model

The power of the wind is defined by [5]

P = 0.5 ρ A V 3, (1)

where ρ is the density of the area, A is the circular area (m2), V is the wind speed in
(m/s). The aerodynamic power produced by the turbine can be expressed by

Pm = 0.5 Cp (λ, β) ρ A V 3,

λ =
R. Ωtur

V
,

(2)
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Figure 1: The block diagram of the hybrid water pumping system.

where Cp is the power coefficient, λ is the speed ratio, β is the blade pitch angle, Ωtur is
the turbine rotation speed (rd/s). The power coefficient can be expressed by

Cp (λ, β) = 0.5176

(
116

λi
− 0.4β − 5

)
e

1
λi + 0.0068 λ,

1

λi
=

1

λ+ 0.08β
− 0.035

β3 + 1
.

(3)

The aerodynamic torque is defined by

Taero =
Paero

Ωtur
=

0.5 Cp (λ, β) ρ A V 3

Ωtur
. (4)

The fundamental dynamic equation of the tree is described by the following equation:

J
dΩ

dt
= Taero − Tem − fΩ,

J =
Jtur
G2

+ Jg,

(5)

where Tem is the electromagnetic torque produced by the generator, Taero is the turbine
torque, f is the friction of the turbine rotor. J is the total inertia.

2.2 Model of the permanent magnet synchronous machine PMSG

The stator voltage equations dq of this generator are given by the following expressions
[6]:

Ld
did
dt

= Vd −Rs id + Lq ω iq,

Lq
diq
dt

= Vq −Rs id − Ld ω id + φf ,

φd = Ld id + φf φq = Lq iq.

(6)

The electromagnetic torque is represented by [7, 8]

Tem =
3

2
p [(Ld − Lq) idiq + iq φf ] , (7)
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where p is the number of pole pairs. The PMSG is assumed to be a wound rotor, and
the expression of the electromagnetic torque in the rotor can be described as follows:

Tem =
3

2
p φf . (8)

2.3 Asynchronous machine model

The ASM modeling is represented by the following equations [9, 10]:

Vds = Rs ids + Ls
dids
dt

+M
didr
dt

− Ls ωs iqs −M ωs iqr,

Vqs = Rs iqs + Ls
diqs
dt

+M
diqr
dt

− Ls ωs ids −M ωs idr,

Vdr = 0 = Rr idr + Lr
didr
dt

+M
dids
dt

− Lr ωr iqr −M ωr iqs,

Vqr = 0 = Rr iqr + Lr
diqr
dt

+M
diqs
dt

− Lr ωr ids −M ωr idr.

(9)

Using the orientation of the rotor flux towards the d-axis equation 6 and substituting for
the magnetic flux equations and the equations from 9, the differential equations of ASM
can be obtained as follows:

φdr = φr, φqr = 0, σ = 1−
(

M2

LsLr

)
Tr =

Lr

Rr
, (10)

Vds = (Rs + LsP ) ids −
(
ωs.Ls. σ .iqs −

M

Lr

dφr

dt

)
= V d∗ − eq, (11)

Vqs = (Rs + LsP ) iqs +

(
ωs.Ls. σ .ids +

M.ωs

Lr
φr

)
= V q∗ + ed, (12)

i∗ds = (1 + TrP )
1

M
(φdr − φ∗

dr) , i∗qs =
Lr.C

∗
em

p.M.φ∗
dr

. (13)

The resistant torque is defined as follows:

Cr = k. Ω. (14)

2.4 Current model

The output of the speed regulator makes it possible to generate the reference current
which is compared to the value of the current from the measurement of the real currents
in Figure 2 and their error applied to the input of the current regulator. In parallel with
this loop, there is a current regulation loop id, which is kept constant corresponding
to the output of the flow regulator [12]. The outputs of the current regulators are
applied to a decoupling block which generates reference voltages, and by the inverse Park
transformation, we obtain the voltages which are the voltages of the inverter control with
PWM control, ids, iqs, Vds and Vqs.

2.5 Photovoltaic generator model

To size the capacity of the system and predict the power of the PV generator, there are
several energy models that take into consideration Et (W/m2), the solar radiation and
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Figure 2: Block diagram of the currents including the MAS compensation terms.

the A(m2)surface of the panel which is given as follows [13]:

PPV = NPV .A.Et, (15)

NPV = Nr.NPC + [1− β (TC − TC−ref )] , (16)

TC = Ta

[
NOCT − 40

1000

]
.Et. (17)

NPV represents the efficiency of the PV generator, Nr is the efficiency of the reference
module, NOCT is the nominal operating temperature of the cell, NPC is the efficiency
of the power conditioning, TC−ref is the reference cell temperature (degC) and TC is the
cell temperature that can be calculated as in [14].

To achieve the desired pump power, the PV system is made up of Ns = 12 panels in
series and Np = 2 panels in parallel.

2.6 Centrifugal pump model

The sizing of a pumping system is according to field conditions, but the choice of the
pump (centrifugal pump) is according to the real characteristics of the installation in
which it is to be installed [15]. The following data will be required to size the pump: the
water flow Q(m3/h) and the total anemometry head HMT. HMT is given as follows:

HTM = Hg +∆H = (Hga +Hgr) (1 + PC) , (18)

where ∆H are the head losses in the installation, Hga, Hgr are the height of respiration
and discharge, PC is the pipe loss = 10% for Hga = Hgr = 7m, then HMT = 15.4m.
For 3 hectares of agricultural land and 56 people, the water needs of the installation
considered are estimated at 200m3/day, The pump operates 3 hours/day, we will have
Q = 0.185m3/s. The hydraulic power is defined by

PH = ρ g H Q = 2.8 kW. (19)
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The efficiency of the pump type NM4125/250 CALPEDA is 78%, the number of revo-
lutions n = 1450tr/min.

η =
PH

Pmec
=⇒ Pmec =

PH

η
= 3.6 kW. (20)

The performances (flow Q, height H and power P) are given by

Q

Qref
=

Ω

Ωref
, (21)

H

Href
=

(
Ω

Ωref

)2

, (22)

P

Pref
=

(
Ω

Ωref

)3

. (23)

3 Hybrid Pumping System Control

The purpose of using an MPPT controller in such a system is to maximize the water flow.
The water flow is related to the speed of the asynchronous motor by equation (20) so that
maximizing the rotational speed of the motor pump, the group will maximize the water
flow, it is doubled by maximizing the power absorbed by the motor which drives the
centrifugal pump. The fuzzy logic controller (FLC) is another method used to extract

Figure 3: Membership functions for FLC input and output variables.

the maximum power point for either photovoltaic or wind power conversion systems
[16, 17]. The FLC has many advantages such as the simplicity of designing it without
any knowledge of the characteristics of the system, its high performance with lower
oscillation around the point of maximum power, which means increasing the stability of
the system, and also having a quick response. The FLC controller applied to the system
inder study consists of two input variables [18]: the first input variable is the mechanical
speed error of MAS or the magnetic flux error as shown in the figure, the second is the
variation of the error, the inputs of the FLC can be calculated as follows:

EΩ = Ωref − Ω, Eφ = φf−ref − φf , EVdc
= Vdc−ref − Vdc, ∆E =

dE

dt
. (24)
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Table 1: Inference matrix.

Error for
φf , Vdc,Ω and idq

output control
NG NP EZ PP PG

NG PG PG NG NP NG
NP PG PP NP NP NG
EZ NP NP EZ PP PP
PP NG NP EZ PP PG
PG NG NG NP PG PG

Figure 4: Hybrid management organization chart.

4 Simulation Results and Discussion

(a) (b)

Figure 5: (a): Solar radiance, (b): Wind profile.

The evolution of the weather conditions influences the characteristic of the asyn-
chronous machine and, consequently, the performance of the pump, the results obtained
show the performance of the PI-Flow controllers and of the vector control applied to the
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(a) (b)

Figure 6: (a): Power of the photovoltaic panel, (b): Active power of the PMSG.

(a) (b)

Figure 7: (a): Mechanical speed of the ASM, (b): Electromagnetic torque of the ASM.

(a) (b)

Figure 8: (a): Rotor flow of the ASM, (b): Active power of the PMSG.

(a) (b)

Figure 9: (a): The Hydraulic power of the pump, (b): DC link voltage.

ASM, we consider, in this simulation, the evolution of the hydraulic power requested, see
Figure 9(a), according to the above results, we notice that at an instant less than 2s, the
wind speed is important, while the solar irradiation is low as shown in Figures 5(a) and
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5(b), then the power is generated by the wind generator, see Figure 6(b), depending on
the speed of the wind, the management system makes the power system to operate the
pump as shown in Figure 11(b), and takes advantage of the energy supplied by the PV
generator to recharge the battery, see Figure 11(a). The increase in the state of charge
of the battery, see Figure 12, and at the instant between 2s and 4s, the available power
(PV and wind turbine) is insufficient to satisfy the need for water, and at this moment,
the pump operates from the battery, see Figure 11(b), this results in the reduction of the
state of charge of the battery, see Figure 12, for the moment between 4s and 6s, at the
strong solar irradiation but the weak wind, in this case, the energy of the PV generator
is injected into the motor pump, see Figure 11(b), and exploiting the current produced
by the wind turbine to recharge the battery as shown in Figure 11(a), subsequently, the
PV and wind power is less than the hydraulic power, but the sum is greater.

(a) (b)

Figure 10: (a): Water flow rate, (b): Tank water level.

(a) (b)

Figure 11: (a): Hybrid management currents for charging and discharging the storage
battery, (b): Power generated using the hybrid management strategy.

Figure 12: The state of charge and discharge of the battery.
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In this case, the photovoltaic energy, as well as that produced by the wind turbine,
is used to drive the motor pump, and the excess energy is sent to the battery, which
leads to an increase in the state of charge of the battery, see Figure 11(b) and Figure 12,
therefore, the electrical and mechanical reference quantities have been well followed by
the pump set, clearly showing the fuzzy regulator performance, PI and vector control by
the orientation of the rotor flux applied to the machine, thus the efficiency of the MPPT
adapter. The response time obtained by the FLC controller is considerably reduced, the
peak overrun values are limited as compared to the PI controller, the tank water level, see
Figure 10(b), the water flow, see Figure 10(a) as well as the pump power, see Figure 9(a)
follow their reference values successfully thanks to the hybridization of photovoltaic-wind
energy, hence the satisfaction of daily water needs.

5 Conclusion

The main objective of this paper was to develop a complete model of the photovoltaic-
wind hybrid system with storage applied to the pumping system, from this model; an
energy management strategy was developed and analyzed. We then chose the strategy
that allows maintaining both the state of charge of the batteries and the water level of
the tank. To achieve our objective, we presented the modeling of the various components
of the system, a good dimensioning of the storage allowed us to ensure the energy needs
requested by the pump. Subsequently, we were able to optimize the system under study
to guarantee the daily water requirements requested. In order to exploit the photovoltaic
generators and the wind power to the maximum, the simulation results show the per-
formance of fuzzy regulator and the vector control applied to the asynchronous machine
having for principle, the decoupling between the torque and the flux. These tests in
weather conditions show the efficiency of hybridization in a hybrid photovoltaic-wind
pumping system to meet daily water needs.
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Abstract: In this paper, we considered a class of impulsive fractional differential
equations of order 1 < α ≤ 2, in a Banach space. An associated integral equation
is obtained by using the fractional integral and the cosine or sine family of linear
operators. By using the measure of non-compactness and Mönch’s condition, we prove
that the problem under consideration is controllable. Abstract results are illustrated
by an example in the last section.
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1 Introduction

Controllability is a fundamental concept in the theory of control dynamic systems, which
plays an important role in the investigations and design of various kinds of control dy-
namic processes in finite and infinite dimensional spaces. An extensive study on con-
trollability of various types of differential equations in abstract spaces has been done
by many authors [2, 3, 5–8, 11–13]. In papers [2, 6, 9], the authors proved the results on
controllability for second order control systems. Controllability of damped second order
integrodifferential systems with impulses has been studied by Arthi and Balachandran [6].

The present work has been motivated by the work of Ravichandran and Baleanu [3],
in which a control problem involving non-integer order (Caputo) derivatives is studied by
using the measure of non-compactness and Mönch’s condition. There are only few papers
dealing with the study of controllability for a dynamic system with impulses. Impulse
conditions describe the dynamics of a process in which discontinuous jumps occur. Such
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processes are generally seen in biology, physics and engineering. For earlier works on
impulsive differential equations, we refer the readers to [10, 13, 14] and references cited
in these papers.

In this manuscript, we are concerned with the controllability of the following fractional
impulsive differential equation in a Banach space (Y, ∥ · ∥): CD

αy(t) = Ay(t) + Ew(t) + g(t, y(t), y(ν(t))), t ∈ [0, b0], t ̸= ti,

∆y(ti) = Îi(y(ti)), ∆y′(ti) = Ĵi(y(ti)), i ∈ N, 1 ≤ i ≤ q,
y(t) = h(t), t ∈ [−τ, 0],

(1)

where 1 < α ≤ 2, CD
α, denotes the (Caputo) fractional derivative, A is a densely

defined closed linear operator, which generates a strongly continuous cosine family in Y, E
denotes the bounded linear operators defined onW, w ∈ L2([0, b0],W ) denotes the control
function, which takes the values in a Banach space W. The maps g : [0, b0] × Y 2 → Y
and the maps Îi, Ĵi defined on Y satisfy some suitable conditions, and the function
ν : [0, b0] → [0, b0] is continuous such that 0 ≤ ν(t) ≤ t, ti ∈ [0, b0] for all i ∈ N, 1 ≤ i ≤ q
such that t1 < t2 < · · · < tq, and q ∈ N, b0 > 0. h ∈ C2([−τ, 0], Y ), i.e., h is twice
continuously differentiable on [−τ, 0]. Let I0 = [0, b0].

The main aim of this paper is to prove the controllability of the problem (1) by using
the measure of non-compactness and Mönch’s condition.

2 Preliminaries and Assumptions

It is well known that if A generates a strongly continuous cosine family, then A also
generates an analytic semigroup. The fractional power Aβ of A fromD(Aβ) ⊂ Y into Y is
well defined for all 0 ≤ β ≤ 1 (cf., A. Pazy [1], pp. 69-75). The space Yβ =

(
D(Aβ), ∥.∥β

)
is a Banach space, where

∥ψ∥β = ∥Aβψ∥, ψ ∈ D(Aβ).

Let PC([0, b0], Yβ) denote the set of all piecewise continuous functions on [0, b0], and

Ωb0
β =

{
y | y, y′ ∈ PC([0, b0], Yβ) such that y(t), y′(t) are left continuous at t = ti and the

right-hand limit of y(t), y′(t) exists at t = ti, i ∈ N, 1 ≤ i ≤ q
}
. Eventually,

(
Ωb0

β , ∥.∥β,b0
)

is a Banach space, where

∥ψ∥β,b0 = sup
s∈[0,b0]

∥ψ(s)∥β , ψ ∈ Ωb0
β .

For R0 > 0, let
BR0

(Ωb0
β , h̃) = {y ∈ Ωb0

β : ∥y − h̃∥β,b0 ≤ R0},
where

h̃(t) =

 h(t), t ∈ [−τ, 0],

h(0), t ∈ [0, b0].

Let {Cα(t) : t ≥ 0} denote the cosine family generated by A. For t ≥ 0, we define

Sα(t) =

∫ t

0

Cα(s)ds, and Pα(t) =
1

Γ(α− 2)

∫ t

0

(t− s)α−2Cα(s)ds.
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Definition 2.1 [10] A measure of non-compactness defined on a Banach space Y
is a function defined from Y to a positive cone of an ordered Banach space (F,≤) such
that ϕ(c̄h(B)) = ϕ(B) for all bounded subset B of Y, where c̄h(B) denotes the closure
of convex hull of B.

Lemma 2.1 [10] Let Ω0 be a closed convex subset of a Banach space Y and f0
be a continuous map defined on Ω0. If f0 satisfies the (Mönch’s) condition: C0 ⊆
Ω0 is countable, C0 ⊆ c̄h({0} ∪ f0(C0)) ⇒ C̄0 is compact, then f0 has a fixed point
in Ω0.

Lemma 2.2 [4] There are constants TC > 0, TS > 0 and TP > 0 such that

∥Cα(s
′′)− Cα(s

′)∥ ≤ TC |s′′ − s′|,

∥Sα(s
′′)− Sα(s

′)∥ ≤ TS |s′′ − s′|,

∥Pα(s
′′)− Pα(s

′)∥ ≤ TP |s′′ − s′|,

for s′, s′′ ∈ I0.

Assumption 2.1 Consider the following assumptions:

(H1) There exists an increasing function Lg : R+ → R+ such that

∥g(t, ϕ̂1, ψ̂1)− g(s, ϕ̂2, ψ̂2)∥ ≤ Lg(r)
[
|t− s|+ ∥ϕ̂1 − ϕ̂2∥β + ∥ψ̂1 − ψ̂2∥β

]
for all ϕ̂1, ϕ̂2, ψ̂1, ψ̂2 ∈ BR0

(Ωb0
β , h̃), and t, s ∈ [0, b0].

(H2) There are positive constants Ci, Di and Li, Ni, (i ∈ N, 1 ≤ i ≤ q) such that

(i) ∥Îi(ẑ)∥β ≤ Ci, ∥Îi(ẑ1)− Îi(ẑ2)∥β ≤ Li∥ẑ1 − ẑ2∥β ,

(ii) ∥Ĵi(ẑ)∥β ≤ Di, ∥Ĵi(ẑ1)− Ĵi(ẑ2)∥β ≤ Ni∥ẑ1 − ẑ2∥β

for all ẑ, ẑ1, ẑ2 ∈ BR0
(Ωb0

β , h̃).

(H3) The linear operator E : L2(I0,W ) →: L1(I0,W ) is bounded. Also, the operator
Q : L2(I0,W ) → Y defined by

Qw =

∫ b0

0

Pα(b0 − s)Ew(s)ds

has bounded inverse, i.e., ∥E∥ ≤M2 and ∥Q−1∥ ≤M3, for some M2,M3 > 0.

3 Main Results

We assume that the families {Cα(t)}, {Sα(t)}, {Pα(t)} and {APα(t)} are unifromly
bounded, i.e., there are constants r1, r2, r3, r4 such that

∥Cα(t)∥ ≤ r1, ∥Sα(t)∥ ≤ r2, ∥Pα(t)∥ ≤ r3 ∥APα(t)∥ ≤ r4, t ∈ [0, b0].
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Lemma 3.1 If y(t) satisfies the control system (1), then y(t) also satisfies the integral
equation

y(t) =


h̃(t), −τ ≤ t ≤ 0,

Cα(t)h(0) + Sα(t)h
′(0) +

∫ t

0
Pα(t− s)

(
g(s, y(s), y(ν(s))) + Ew(s)

)
ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0.

Proof. If t ∈ [−τ, 0], then u(t) = h(t) = h̃(t). If t ∈ [0, t1), then

CD
α
t y(t) = Ay(t) + Ew(t) + g(t, y(t), y(ν(t))),

y(0) = h(0), y′(0) = h′(0).

Integrating, we get

y(t) + c1 + c2t =
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ax(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

Using y(0) = h(0), y′(0) = h′(0), we get c1 = −h(0), c2 = −h′(0). Thus

y(t) = h(0) + h′(0)t+
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ay(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

If t ∈ (t1, t2], then

CD
α
t y(t) = Ay(t) + Ew(t) + g(t, y(t), y(ν(t)))

y(t+1 ) = y(t−1 ) + Î1(y(t1))

y′(t+1 ) = y′(t−1 ) + Ĵ1(y(t1)).

Again, integrating, we get

y(t) + c3 + c4t =
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ay(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

Using y(t+1 ) = y((t−1 )+ Î1(y(t1))) and y
′(t+1 ) = y′((t−1 )+ Ĵ1(y(t1))), we get c3 = −h(0)−

Î1(y(t1)) + t1Ĵ1(y(t1)), c4 = −h′(0)− Ĵ1(y(t1)). Thus,

y(t) = h(0) + h′(0)t+ Î1(y(t1)) + (t− t1)Ĵ1(y(t1))

+
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ax(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

Similarly, if t ∈ (ti, ti+1], we have

x(t) = h(0) + h′(0)t+
∑

1≤i≤q

Îi(y(ti)) +
∑

1≤i≤q

(t− ti)Ĵi(y(ti))

+
1

Γ(α)

∫ t

0

(t− s)α−1
[
Ay(s) + Ew(s) + g(s, y(s), y(ν(s)))

]
ds.

Taking the Laplace transform, we get

ỹ(λ) =
h(0)

λ
+
h′(0)

λ2
+

∑
1≤i≤q

e−tiλ

λ
Îi(y(ti)) +

∑
1≤i≤q

e−tiλ

λ2
Ĵi(y(ti))

− 1

λα
Aỹ(λ) +

1

λα
g̃(λ) +

1

λα
Ew̃(λ),
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where ỹ(λ) = L[y(t)], g̃(λ) = L[g(t, y(t), y(ν(t)))], and w̃(λ) = L[w(t)].

⇒ ỹ(λ) = λα−1(λαI −A)−1h(0) + λα−2(λαI −A)−1h′(0)

+λα−1
∑

1≤i≤q

e−tiλ(λαI −A)−1Îi(y(ti))

+λα−2
∑

1≤i≤q

e−tiλ(λαI −A)−1Ĵi(y(ti)).

Using the properties of resolvent operator [4], we get

ỹ(λ) =

{∫ ∞

0

e−λtCα(t)dt

}
h(0) +

{∫ ∞

0

e−λtSα(t)dt

}
h′(0)

+
∑

1≤i≤q

e−tiλ

∫ ∞

0

e−λtCα(t)Îi(y(ti))dt

+
∑

1≤i≤q

e−tiλ

∫ ∞

0

e−λtSα(t)Ĵi(y(ti))dt

+

∫ ∞

0

e−λtPα(t)g̃(λ)dt+

∫ ∞

0

e−λtPα(t)Ew̃(λ)dt. (2)

Consider

∑
1≤i≤q

e−λti

∫ ∞

0

e−λtCα(t)Îi(y(ti))dt

=

∫ ∞

0

e−λt

 ∑
1≤i≤q

Cα(t− ti)Îi(y(ti))

 dt. (3)

Similarly,

∑
1≤i≤q

e−λti

∫ ∞

0

e−λtSα(t)Ĵi(y(ti))dt

=

∫ ∞

0

e−λt

 ∑
1≤i≤q

Sα(t− ti)Ĵi(y(ti))

 dt, (4)

∫ ∞

0

e−λtPα(t)g̃(λ)dt

=

∫ ∞

0

e−λtPα(t)

∫ ∞

0

e−λsg(s, y(s), y(ν(s)))dsdt

=

∫ ∞

0

e−λt

{∫ t

0

Pα(t− s)g(s, y(s), y(ν(s)))ds

}
dt,

(5)
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and ∫ ∞

0

e−λtPα(t)Ew̃(λ)dt

=

∫ ∞

0

∫ ∞

0

e−λ(t+s)Pα(t)Ew(s)dsdt

=

∫ ∞

0

e−λt

{∫ t

0

Pα(t− s)Ew(s)ds

}
dt. (6)

Putting the values of (3), (4), (5) and (6) in (2), and by taking the inverse Laplace
transform, we get

y(t) = Cα(t)h(0) + Sα(t)h
′(0) +

∫ t

0

Pα(t− s)(g(s, y(s), y(ν(s))) + Ew(s))ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0.

Definition 3.1 A mild solution of the problem (1) is a fucntion y ∈ Ωb0
β satisfying

the integral equation

y(t) =


h̃(t), −τ ≤ t ≤ 0,

Cα(t)h(0) + Sα(t)h
′(0) +

∫ t

0
Pα(t− s)(g(s, y(s), y(ν(s))) + Ew(s))ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0.
(7)

Definition 3.2 The system (1) is said to be controllable on the interval I0 if for
every h(t) ∈ C2([−τ, 0], Y ), y1 ∈ Y, there is a control function w ∈ L2(I0,W ) such that
the mild solution y(t) of (1) satisfies y(b0) = y1.

For any y ∈ Ωb0
β , we define the control function

wy(t) = Q−1
{
y1 − Cα(b0)h(0)− Sα(b0)h

′(0)−
∫ b0

0

Pα(b0 − t)g(t, y(t), y(ν(t)))dt

−
∑

1≤i≤q

Cα(b0 − ti)Îi(y(ti))−
∑

1≤i≤q

Sα(b0 − ti)Ĵi(y(ti))
}
.

Using (H1)-(H3), we can find a constant Kw > 0 s.t. ∥wy(t)∥ ≤ Kw.

Theorem 3.1 If (H1)-(H3) hold, then control system (1) is controllable.

Proof. Using the control wy, we show that the operator F : BR0
(Ωb0

β , h̃) →
BR0

(Ωb0
β , h̃), defined by

Fy(t) =


h̃(t), −τ ≤ t ≤ 0,

Cα(t)h(0) + Sα(t)h
′(0) +

∫ t

0
Pα(t− s)(g(s, y(s), y(ν(s))) + Ewy(s))ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0,

has a fixed point. This fixed point is then a solution of the given system. Clearly,
Fy(b0) = y1, which shows that the given system is controllable on I0.
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We define

ĥ(t) =

{
h̃(t), −τ ≤ t ≤ 0,
Cα(t)h(0) + Sα(t)h

′(0), 0 < t ≤ b0,

and

z(t) =


0, −τ ≤ t ≤ 0,∫ t

0
Pα(t− s)(g(s, y(s), y(ν(s))) + Ew(s))ds

+
∑

1≤i≤q

Cα(t− ti)Îi(y(ti)) +
∑

1≤i≤q

Sα(t− ti)Ĵi(y(ti)), 0 < t ≤ b0.

Let y(t) = ĥ(t) + z(t), then y(t) satisfies (7). Define

Ωb0
β,0 =

{
y ∈ Ωb0

β | y(t) = 0, −τ ≤ t ≤ 0
}
,

and the operator F̃ : Ωb0
β,0 → Ωb0

β,0 is

F̃ z(t) =



0, −τ ≤ t ≤ 0,∫ t

0
Pα(t− s)

(
g
(
s, ĥ(s) + z(s), ĥ(ν(s)) + z(ν(s))

)
+ Ewĥ+z(s)

)
ds

+
∑

1≤i≤q

Cα(t− ti)Îi
(
ĥ(ti) + z(ti)

)
+

∑
1≤i≤q

Sα(t− ti)Ĵi
(
ĥ(ti) + z(ti)

)
, 0 < t ≤ b0.

Obviously, to show that F has a fixed point, it is sufficient to show that F̃ has a fixed
point. For this, we use Lemma 2.1. Let

BR =
{
x ∈ Ωb0

β,0 | ∥x∥β,b0 ≤ R
}
.

We prove this result in four steps.

Step 1: There is a number R > 0 such that

F̃ (BR) ⊆ BR.

Let z ∈ BR, t ∈ (0, b0], we have

∥(F̃ z)(t)∥β ≤ r4∥Aβ−1∥
∫ t

0

[
∥g

(
s, ĥ(s) + z(s), ĥ(ν(s)) + z(ν(s))

)
∥+ ∥Ewĥ+z(s)∥

]
ds

+r1
∑

1≤i≤q

∥Îi
(
ĥ(ti) + z(ti)

)
∥β + r2

∑
1≤i≤q

∥Ĵi
(
ĥ(ti) + z(ti)

)
∥β .

Using (H1)-(H3), and the inequality ∥wy(t)∥ ≤ Kw, and then taking R sufficiently large,
we have

∥(F̃ z)∥β,b0 ≤ R.

Thus there is a R > 0 such that

F̃ (BR) ⊆ BR.
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Step 2: F̃ is continuous on BR. We consider a sequence {zn} in BR such that zn → z ∈
BR. Then we have

∥(F̃ zn)(t)− (F̃ z)(t)∥β ≤ r4∥Aβ−1∥
∫ t

0

∥g
(
s, ĥ(s) + zn(s), ĥ(ν(s)) + zn(ν(s))

)
−g

(
s, ĥ(s) + z(s), ĥ(ν(s)) + z(ν(s))

)
∥ds

+r4∥Aβ−1∥
∫ t

0

∥E∥∥wĥ+zn
(s)− wĥ+z(s)∥ds

+r1
∑

1≤i≤q

∥Îi
(
ĥ(ti) + zn(ti)

)
− Îi

(
ĥ(ti) + z(ti)

)
∥β

+r2
∑

1≤i≤q

∥Ĵi
(
ĥ(ti) + zn(ti)

)
− Ĵi

(
ĥ(ti) + z(ti)

)
∥β .

(8)

Using (H1)-(H3), and taking supremum over [0, b0], we have

∥F̃ zn − F̃ z∥β,b0 → 0 as n→ ∞,

which implies that F̃ is continuous on BR.
Step 3: F̃ (BR) is equicontinuous on I0. For this, we assume z ∈ F̃ (BR) and 0 ≤

s′ < s′′ ≤ b0. Then there is a y ∈ BR such that

∥z(s′′)− z(s′)∥ ≤
∫ s′

0

∥Pα(s
′′ − s)− Pα(s

′ − s)∥β
[
∥g

(
s, ĥ(s) + y(s),

ĥ(ν(s)) + y(ν(s))
)
∥+ ∥E∥∥wĥ+y(s)∥ds

]
+

∫ s′′

s′
∥Pα(s

′′ − s)∥β
[
∥g

(
s, ĥ(s) + y(s),

ĥ(ν(s)) + y(ν(s))
)
∥+ ∥E∥∥wĥ+y(s)∥

]
ds

+
∑

1≤i≤q

∥Cα(s
′′ − ti)− Cα(s

′ − ti)∥∥Îi
(
ĥ(ti) + y(ti)

)
∥β

+
∑

1≤i≤q

∥Sα(s
′′ − ti)− Sα(s

′ − ti)∥∥Ĵi
(
ĥ(ti) + y(ti)

)
∥β .

Using (H1), (H2), (H3), Lemma 2.2 and ∥wy(t)∥ ≤ Kw, we can find a constant G1 > 0
such that

∥z(s′′)− z(s′)∥ ≤ G1|s′′ − s′|.

From the above inequality, it is clear that ∥z(t′′) − z(t′)∥ → 0 as t′′ → t′. Therefore
F̃ (BR) is equicontinuous on I0.

Step 4: Next, we show that Mönch’s condition is satisfied, i.e., if V ⊆ BR is countable

and V ⊆ c̄h
(
{0} ∪ F̃ (V )

)
, then V̄ is compact. According to the idea used in [13], we

can show that F̃ (V ) is relatively compact, i.e., if ϕ is a monotone, nonsingular measure
of non-compactness, then ϕ

(
F̃ (V )

)
= 0.
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Since V ⊆ c̄h({0} ∪ F̃ (V )), by using the definition of ϕ, we have

ϕ(V ) ≤ ϕ
(
c̄h({0} ∪ F̃ (V ))

)
= ϕ

(
F̃ (V )

)
= 0.

This implies that V is relatively compact, i.e., V̄ is compact. Thus Mönch’s condition is
satisfied. Therefore, by Lemma 2.1, F̃ has a fixed point. This completes the proof.

4 Application

Consider the problem

CD
4
3w(y, s) =

∂2w

∂x2
+ µ0(y, s) +H(y, s, w(y, s), w(y, s− τ)),

y ∈ (0, π), s ∈ [0, b0], s ̸= si,
w(0, s) = w(π, s) = 0, s ∈ (0, b0],

∆w(y, si) =
3w(y, si)

4 + w(y, si)
, y ∈ (0, π),

∆w′(y, si) =
5u1(x, si)

6 + w(y, si)
, y ∈ (0, π),

w(y, s) = χ(y, s), y ∈ [0, π], s ∈ [−τ, 0],
i ∈ N, 1 ≤ i ≤ q,

(9)

whereH, χ are sufficiently smooth real-valued functions. ∆w(y, si) = w(y, s+i )−w(y, s
−
i ),

∆w′(y, si) = w′(y, s+i ) − w′(y, s−i ), where w(y, s
−
i )(w(y, s

+
i )) are the left-(right-) hand

limits of w and w′ at (y, s) = (y, si), respectively. Let the control function µ0 : [0, b0] ×
(0, π) :→ R be continuous on [0, b0].

Function H, satisfies the condition

|H(y, s1, ϕ1, ψ1)−H(y, s2, ϕ2, ψ2)| ≤ L[|s1 − s2|+ |ϕ1 − ϕ2|+ |ψ1 − ψ2|],

where L > 0 is a constant
System (9) is a generalization of the wave equation with impulsive conditions. This

system represents the acoustic wave propagation through human tissues, sediments, rock
layers etc.

To write the problem (9) in abstract form, we define an operator A by

Aw = w′′.

The domain of A, D(A) is given as follows. If w ∈ D(A), then w ∈ L2(0, π), w′′ ∈
L2(0, π), and w(0) = w(π) = 0. A generates a strongly continuous cosine family on
L2(0, π) (see [4]). Therefore, A also generates an analytic semigroup (see [1]). If we take

β = 1
3 , then the fractional power A 1

3 is well defined (see [1]).
(
D(A

1
3 ), ∥.∥ 1

3

)
is a Banach

space, where for w ∈ D(A),

∥w∥ 1
3
= ∥A 1

3w∥.

We denote this Banach space by Y 1
3
.

Let PC
(
[0, b0], Y 1

3

)
denote the set of all piecewise continuous functions on [0, b0],

and Ωb0
1
3

=
{
y | y, y′ ∈ PC

(
[0, b0], Y 1

3

)
such that y(s), y′(s) are left-continuous at s = si
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and the right-hand limit of y(s), y′(s) exists at s = si, i ∈ N, 1 ≤ i ≤ q
}
. Eventually,(

Ωb0
1
3

, ∥.∥β,b0
)
is a Banach space, where

∥ψ∥ 1
3 ,b0

= sup
s∈[0,b0]

∥ψ(s)∥ 1
3
, ψ ∈ Ωb0

1
3

.

If we also define w(s)(y) = w(y, s), χ(s)(y) = χ(y, s), ν(t) = t − τ , h(s, w(s), w(s −
τ))(t) = H(y, s, w(y, s), w(y, s−τ)), and Ev : [0, b0] → L2(0, π), by (Ev)(t)(y) = µ0(s, y),
then the abstract formulation of the problem (9) is CD

4
3w(s) = Aw(s) + Ev(s) + h(s, w(s), w(ν(s))), t ∈ [0, b0], s ̸= si,

∆w(si) = Îi(w(si)), ∆w′(si) = Ĵi(w(si)), i ∈ N, 1 ≤ i ≤ q,
u(s) = χ(s), s ∈ [−τ, 0].

It can be easily shown that all the assumptions of Theorem 3.1 are satisfied. Therefore,
we conclude that the control system (9) is controllable.

5 Conclusion

In this paper, we proved the controllability for a class of fractional impulsive differential
equations in a Banach space X. An associated integral equation is obtained by using the
fractional integral and the family of cosines of linear operators, and then by using the
measure of non-compactness and Mönch’s fixed point theorem, we proved the existence
of mild solution and controllability of the problem. In the last section, we presented an
example to illustrate the abstract results.
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Abstract: The purpose of this paper is to provide equivalence conditions of exist-
ing conditions for the uniformly exponential dichotomy of strongly continuous quasi
groups (C0-quasi groups) on Banach spaces. There are four equivalent conditions for
the existence of uniformly exponential dichotomy in the used classes of continuous
and integrable function spaces over R. Each condition emphasizes the existence and
uniqueness of mild solutions of the corresponding inhomogeneous equation on the
corresponding space in the C0-quasi group term. The results are parallel with the di-
chotomy for the evolution family. Moreover, a small time-dependent perturbation of
the infinitesimal generator of the C0-quasi groups persists the uniformly exponential
dichotomy. The results are also motivated by illustrative examples.

Keywords: strongly continuous quasi semigroup; uniformly exponential dichotomy;
mild solution; time-dependent perturbation; persistence.
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1 Introduction

As a generalization of exponential stability and dichotomy for the evolution family [1,2],
the Dichotomy Theorem of C0-quasi groups on Banach spaces has just been developed
in [3], see Theorem 4. The theorem implies that a uniformly exponential dichotomy
of the C0-quasi groups on Banach spaces X is equivalent to the spectral property of
the corresponding evolution semigroup on Lp(R, X). Besides, the uniformly exponential
dichotomy is also equivalent to the existence and uniqueness of Green’s function for the
quasi group, Theorem 9 of [3]. The uniformly exponential stability in this paper refers
to the term in [4–6].
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Consider a non-autonomous abstract Cauchy problem

u̇(t) = A(t)u(t), u(r) = ur, ur ∈ D, t ≥ r, t, r ∈ R, (1)

where A(t) is a linear closed operator in X with the domain D(A(t)) = D being inde-
pendent of t and dense in X. Assume that (1) is well-posed in the sense that there exists
a quasi group {R(t, s}t,s∈R which gives a differential function u [7, 8]. In fact, if ur ∈ D,
then u(t) = R(r, t− r)ur, t ≥ r, is a solution of (1) and u(t) ∈ D. This confirms that the
uniformly exponential dichotomy is a fundamental asymptotic property of the solutions
of (1). The important examples of the finite cases of (1) are given in [9, 10].

Next, consider the inhomogeneously non-autonomous abstract Cauchy problem

u̇(t) = A(t)u(t) + f(t), t ∈ R, (2)

where f is a locally integrableX-valued function on R. It can be verified that the function
u, which satisfies the integral equation

u(t) = R(r, t− r)u(r) +

∫ t

r

R(s, t− s)f(s)ds, t ≥ r, (3)

is a solution (mild solution) of (2). In particular, this confirms that the uniformly
exponential dichotomy of solutions of the non-autonomous abstract Cauchy problem (1)
is equivalent to the existence and uniqueness of the mild solution of the inhomogeneous
equation (2) for some integrable functions f . In other words, it allows to characterize the
uniformly exponential dichotomy for the quasi groups in terms of ”Perron-type” theorems
of classes of integrable function spaces over R. These questions are the counterpart of
the classical theorems of the Perron type for the evolutionary families with varying A(t)
and classes of f ’s are discussed in [11–17].

In [7, 18], a bounded time-dependent perturbation under certain conditions of an
infinitesimal generator of C0-quasi semigroups produces a perturbed C0-quasi semigroup
on the same space. The classical and mild solutions of the new non-autonomous abstract
Cauchy problem induced by the perturbed infinitesimal generator retain dependence on
the similar solutions of the old problem. A question arises whether this situation applies
to the quasi groups. Further, if the old quasi groups have a uniformly exponential
dichotomy, whether the perturbed quasi group also persists the uniformly exponential
dichotomy. As a comparison, under time-dependent Miyadera-type perturbations, the
evolution family persists the uniformly exponential dichotomy [1,2].

This paper focuses on characterizations of the equivalent conditions for the uniformly
exponential dichotomy of the C0-quasi group using classes of integrable function spaces
and investigates the persistence of the uniformly exponential dichotomy due to the time-
dependent perturbations. The organization of this paper is as follows. In Section 2, re-
exposure of the existing results for the uniformly exponential dichotomy of the C0-quasi
groups on a Banach space is considered. Characterizations for the uniformly exponential
dichotomy using four spaces of Cb(R, X), C0(R, X), Lp(R, X), and a scale space of con-
tinuous functions Fα are considered in Section 3. Section 4 investigates the persistence
for the uniformly exponential dichotomy under a bounded time-dependent perturbation
of the infinitesimal generator.

2 Preliminaries

In this section, we recall the results about the sufficient and necessary conditions for
the uniformly exponential dichotomy of the strongly continuous quasi groups on Banach
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spaces [3]. The quasi group itself is a generalization of the strongly continuous quasi
semigroup [19].

Definition 2.1 (Definition 1 [3]) Let L(X) be the set of all bounded linear opera-
tors on a Banach space X. A two-parameter commutative family {R(t, s)}s,t∈R in L(X)
is called a strongly continuous quasi group (C0-quasi group) on X if for each r, s, t ∈ R
and x ∈ X:

(a) R(t, 0) = I, the identity operator on X,

(b) R(t, s+ r) = R(t+ r, s)R(t, r),

(c) lims→0 ∥R(t, s)x− x∥ = 0,

(d) there is a continuous increasing function M : R → [1,∞) such that

∥R(t, s)∥ ≤ M(t+ s).

Let D be the set of all x ∈ X such that the following limits exist:

lim
s→0

R(t, s)x− x

s
, s, t ∈ R.

For t ∈ R, we define an operator A(t) on D as

A(t)x = lim
s→0

R(t, s)x− x

s
.

The family of operators {A(t)}t∈R is called an infinitesimal generator of the C0-
quasi group {R(t, s)}s,t∈R. In what follows, for simplicity, we denote the quasi group
{R(t, s)}s,t∈R and the family {A(t)}t∈R by R(t, s) and A(t), respectively.

We have identified the dichotomy for the C0-quasi groups using uniformly exponential
stability, an extension of the similar term for C0-quasi semigroups [18].

Definition 2.2 (Definition 2 [3]) A C0-quasi group R(t, s) is said to be uniformly
exponentially stable on a Banach space X if there exist constants γ > 0 and N ≥ 1 such
that

∥R(t, s)x∥ ≤ Ne−γ|s|∥x∥, t, s ∈ R, x ∈ X. (4)

Definition 2.3 The C0-quasi group R(t, s) is said to be exponentially bounded on a
Banach space X if there exist a constant ω ∈ R and a function Nω : R+ → [1,∞) such
that

∥R(t, s)x∥ ≤ Nω(t)e
ω|s|∥x∥, t, s ∈ R, x ∈ X.

Sometimes, we have to convert a quasi-group to be an evolution semigroup. For
example, the uniformly exponential stability for a quasi-group is more easily identified
by the spectrum of the infinitesimal generator of the corresponding evolution semigroup.
For a Banach spaceX, Lp(R, X), 1 ≤ p < ∞, denotes the space of all functions f : R → X

with the norm ∥f∥Lp(R,X) =
(∫∞

−∞ ∥f(t)∥pXdt
) 1

p

. Henceforth, in this paper we always

assume that Lp(R, X) with 1 ≤ p < ∞.
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Definition 2.4 (Definition 3 [3]) Let R(t, s) be a C0-quasi group on a Banach
space X. The evolution semigroup associated with R(t, s) on Lp(R, X) is a family of
operators {Es}s≥0 given by

(Esf)(t) = R(t− s, s)f(t− s), s ≥ 0, t ∈ R, f ∈ Lp(R, X). (5)

For simplicity, the evolution semigroup {Es}s≥0 is simply written as Es. We see that
Es is strongly continuous on Lp(R, X). Moreover, if A(t) is the infinitesimal generator
of the C0-quasi group R(t, s) with domain D, then an operator Γ defined by

(Γf)(t) = −df

dt
+A(t)f(t), t ∈ R, (6)

is the infinitesimal generator of Es with the domain

D(Γ) = {f ∈ Lp(R, X) : f is absolutely continuous, f(t) ∈ D}.

The uniformly exponential dichotomy for the C0-quasi groups is an extension of the
similar term for the C0-quasi semigroups introduced by Cuc [4]. Let P : R → L(X) be
a projection-valued function, the complementary projection is given by Q(t) = I − P (t)
for all t ∈ R. If P (t+ s)R(t, s) = R(t, s)P (t), then

RP (t, s) := P (t+ s)R(t, s)P (t) and RQ(t, s) := Q(t+ s)R(t, s)Q(t)

are the restrictions of R(t, s) on ranP (t) and ranQ(t), respectively. The RP (t, s) is the
operator from ranP (t) to ranP (t+ s), while RQ(t, s) maps ranQ(t) to ranQ(t+ s).

Definition 2.5 (Definition 4 [3]) The C0-quasi group R(t, s) is said to have a uni-
formly exponential dichotomy on X if there exist constants N ≥ 1, γ > 0 and a projection-
valued function P : R → L(X) such that for each x ∈ X, the function x 7→ P (t)x is
continuous and bounded, and, for all t, s ∈ R, the following conditions hold:

(a) P (t+ s)R(t, s) = R(t, s)P (t),

(b) RQ(t, s) is invertible as an operator from ranQ(t) to ranQ(t+ s),

(c) ∥RP (t, s)∥ ≤ Ne−γ|s|,

(d) ∥[RQ(t, s)]
−1∥ ≤ Ne−γ|s|.

The pair of γ and N in Definition 2.5 is called the dichotomy constants of R(t, s).
Definition 2.5 states that if the quasi group R(t, s) has a uniformly exponential dichotomy
on X, then R(t, s) and R−1(t, s) are uniformly exponentially stable on ranP (t) and on
ranQ(t), respectively. The dichotomy bound of R(t, s) is defined as

γ(R) := sup{γ > 0 : R(t, s) has exponential dichotomy

with constants γ and N = N(γ)}. (7)

The sufficient and necessary conditions for the uniformly exponential dichotomy of
the C0-quasi groups are given by the following theorems.

Theorem 2.1 (Dichotomy Theorem, Theorem 4 [3]) Assume that R(t, s) is a
C0-quasi group on a Banach space X. Let Es be the corresponding evolution semigroup
given by (5) on Lp(R, X) and let Γ denote its infinitesimal generator given by (6). The
following statements are equivalent:
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(a) The quasi group R(t, s) has a uniformly exponential dichotomy on X.

(b) For each s > 0, σ(Es) ∩ T = ∅, where T := {z ∈ C : |z| = 1}.

(c) 0 ∈ ρ(Γ).

Let Cb(R, X) be the space of all bounded continuous functions f : R → X with the
supremum norm. Let P (·) ∈ Cb(R,Ls(X)) be the projection that satisfies (a) and (b) of
Definition 2.5. Green’s function for R(t, s) is a map GP : R2 \ {(0, 0)} → Ls(X) defined
by

GP (t, s) = RP (t, s)P (t), t > s,

GP (t, s) = −[RQ(t, s)]
−1Q(t), t < s.

Green’s operator G associated with GP on Lp(R, X) is defined by

(Gf)(t) =

∫ ∞

−∞
GP (s, t− s)f(s)ds, f ∈ Lp(R, X). (8)

Theorem 2.2 (Theorem 9 [3]) Let Γ be the infinitesimal generator of the evolu-
tion semigroup Es corresponding to a C0-quasi group R(t, s) defined by (5) on Lp(R, X).
The quasi group R(t, s) has a uniformly exponential dichotomy on X if and only if there
exists a unique Green’s function GP for R(t, s). Moreover, if the associated Green’s
operator is given by (8), then G = −Γ−1 on Lp(R, X).

We summarize that the sufficient and necessary conditions for a C0-quasi group to
have a uniformly exponential dichotomy are that the corresponding evolution semigroup
is hyperbolic. Moreover, the dichotomy is equivalent to the uniqueness of Green’s function
for the C0-quasi group.

3 Equivalent Conditions for Uniformly Exponential Dichotomy

In the section, we shall characterize the others equivalent conditions for the uniformly
exponential dichotomy of the C0-quasi groups. The characterizations refer to the method
used in [1, 13] for the family of the evolution operators.

We start with defining Green’s operator G for the C0-quasi group R(t, s) as in (8) on
Cb(R, X) by

(Gf)(t) =

∫ ∞

−∞
GP (s, t− s)f(s)ds, f ∈ Cb(R, X). (9)

We see that G is a bounded operator on Cb(R, X).

Condition (M). For each g ∈ Cb(R, X), there exists a unique function u ∈ Cb(R, X)
such that

u(t) = R(r, t− r)u(r) +

∫ t

r

R(s, t− s)g(s)ds, t ≥ r. (10)

Remark 3.1 Condition (M) states that for each g ∈ Cb(R, X), there exists a unique
mild solution u ∈ Cb(R, X) of the integral equation (10). Thus, if we define an operator
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Gg = u on Cb(R, X), then G is closed. In fact, if gn → g and un := Ggn → u in
Cb(R, X), then for each t ∈ R,

u(t) = lim
n→∞

un(t) = lim
n→∞

(
R(r, t− r)un(r) +

∫ t

r

R(s, t− s)gn(s)ds

)
= R(r, t− r)u(r) +

∫ t

r

R(s, t− s)g(s)ds.

This gives u = Gg.

In particular, if R(t, s) is uniformly exponentially dichotomic, then G is equal to
Green’s operator G in (9).

Lemma 3.1 If Green’s operator G defined in (9) is bounded on Cb(R, X), then for
each g ∈ Cb(R, X), there exists a solution u ∈ Cb(R, X) of (10).

Proof. For g ∈ Cb(R, X), we set u := Gg. For t ≥ r, we show that u satisfies (10).
In this proof, we use the fact that R−1(k, l − k) = R(l, k − l). For t ≥ r,

u(t)−R(r, t− r)u(r) = (Gg)(t)−R(r, t− r)(Gg)(r)

=

∫ t

r

P (t)R(s, t− s)P (s)g(s)ds−
∫ ∞

t

R−1
Q (s, t− s)Q(s)g(s)ds

+

∫ t

r

R(s, t− s)R(r, s− r)R−1
Q (s, r − s)Q(s)g(s)ds

+

∫ ∞

t

R(r, t− r)[RQ(t, r − t)RQ(s, t− s)]−1Q(s)g(s)ds

=

∫ t

r

P (t)R(s, t− s)P (s)g(s)ds+

∫ t

r

R(s, t− s)Q(s)g(s)ds

=

∫ t

r

R(s, t− s)g(s)ds.

As a generalization of Theorem 10 from [18], we have the following lemma which
implies that the infinitesimal generator Γ is invertible on Lp(R, X).

Lemma 3.2 Let Es be the evolution semigroup defined in (5) on Lp(R, X) with its
infinitesimal generator Γ in (6). If u, g ∈ Lp(R, X), then the following statements are
equivalent.

(a) u ∈ D(Γ) dan Γu = −g.

(b) u is a solution of the integral equation (10) that corresponds to g.

Proof. (a) ⇒ (b). Assume that (a) holds. By an elementary property of C0-
semigroup, we have

Esu− u =

∫ s

0

ErΓudr = −
∫ s

0

Erg dr, s ≥ 0. (11)

Substituting (Esu)(t) = R(t− s, s)u(t− s) (definition of Es) into (11) gives

R(t− s, s)u(t− s)− u(t) = −
∫ s

0

R(t− v, v)g(t− v) dv.
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The transformation of variable r = t− s gives statement (b).
(b)⇒ (a). Assume that (b) holds. If s ≥ 0, t− s ≥ r, and u is a solution of (10), then

(Esu)(t) = R(t− s, s)

[
R(r, t− s− r)u(r) +

∫ t−s

r

R(v, t− s− v)g(v) dv

]
= R(r, t− r)u(r) +

∫ t−s

r

R(v, t− v)g(v) dv.

Consequently, for s > 0, we obtain

s−1 [(Esu)(t)− u(t)] = s−1
[
R(r, t− r)u(r) +

∫ t−s

r

R(v, t− v)g(v) dv

−
(
R(r, t− r)u(r) +

∫ t

r

R(v, t− v)g(v) dv

)]
= −s−1

∫ t

t−s

R(v, t− v)g(v) dv = −s−1

∫ s

0

R(t− v, v)g(t− v) dv.

Therefore,

s−1(Esu− u) = −s−1

∫ s

0

Evg dv.

Passing to the limit as s → 0+ proves that u ∈ D(Γ) and Γu = −g.

Remark 3.2 Lemma 3.2 remains valid if Lp(R, X) is replaced by C0(R, X), the space
of all continuous functions f : R → X such that limt→±∞ f(t) = 0 with the supremum
norm. Moreover, Condition (M) holds for some g, u ∈ Lp(R, X).

Theorem 3.1 An exponentially bounded C0-quasi group R(t, s) on a Banach space
X has a uniformly exponential dichotomy if and only if Condition (M) is satisfied.

Proof. (⇒). Let R(t, s) be uniformly exponentially dichotomic. By Theorem 9
of [3], there exists Green’s operator G as defined in (9) corresponding to Green’s function
GP and dichotomy projection P . Lemma 3.1 guarantees the existence of a solution
u ∈ Cb(R, X) of (10) for each g ∈ Cb(R, X).

To prove the uniqueness of the solution of (10), let g = 0 and suppose there exists
u ∈ Cb(R, X) such that u(t) = R(r, t− r)u(r), t ≥ r. It suffices to prove that u = 0. The
uniformly exponential dichotomy of R(t, s) implies

P (t)u(t) = RP (r, t− r)P (r)u(r) and Q(t)u(t) = RQ(r, t− r)Q(r)u(r), t ≥ r.

The boundedness of ∥u(·)∥ and condition (c) of Definition 2.5 give

∥P (t)u(t)∥ ≤ Ne−γ(t−r)∥u(r)∥.

Passing to the limit as r → −∞ provides that P (t)u(t) = 0 for all t ∈ R. On the other
hand, condition (d) of Definition 2.5 forces

∥Q(r)u(r)∥ = ∥[RQ(r, t− r)]−1Q(t)u(t)∥ ≤ Ne−γ(t−r)∥u(t)∥.

Passing to the limit as t → ∞ implies that Q(r)u(r) = 0 for all r ∈ R. Therefore, u = 0.
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(⇐). Let Condition (M) be satisfied. We define an operator G on Cb(R, X) by
Gg = u. By Theorem 2.1, it suffices to show that Γ is invertible on Cb(R, X). Since
u = Gg and g ∈ Lp(R, X), Lemma 3.2 implies that u ∈ D(Γ) and Γ(−G)g = Γ(−u) =
g. Thus, Γ is right invertible. On the other hand, the linearity of G implies that
(−G)Γu = (−G)(−g) = u. This proves the left invertibility of Γ. Thus, Γ is invertible
with Γ−1 = −G.

We shall characterize the other conditions for the uniformly exponential dichotomy
of the quasi groups. We start with defining the scale of function space Fα, α > 0, by

Fα := {f ∈ C(R, X) : e−α|·|f(·) ∈ Cb(R, X)}.

Thus, Fα is the space of continuous, exponentially bounded functions with exponent α.
These spaces provide three conditions formulated as follows.

Condition (MC0). For each g ∈ C0(R, X), the integral equation (10) has a unique
solution u ∈ C0(R, X).

Condition (MLp
). For each g ∈ Lp(R, X), 1 ≤ p ≤ ∞, the integral equation (10)

has a unique solution u ∈ Lp(R, X).

Condition (MFα). For each g ∈ Fα, the integral equation (10) has a unique solution
u ∈ Fα.

Theorem 3.2 Let R(t, s) be an exponentially bounded C0-quasi group on X.

(a) The following statements are equivalent:

(i) R(t, s) has uniformly exponential dichotomy.

(ii) Condition (M) holds.

(iii) Condition (MC0
) holds.

(iv) Condition (MLp) holds.

(b) The operator G defined by Conditions (M), (MC0
), or (MLp

) as in Remark 3.1, is
equal to Green’s operator G as in (9). Further, if Es is the evolution semigroup on
the space C0(R, X) or Lp(R, X) with the infinitesimal generator Γ, then G = −Γ−1.

Proof. Theorem 3.1 guarantees that Condition (M) is equivalent to (i).
Let G be an operator defined using Condition (MC0) (resp. (MLp)) as in Remark 3.1.

Lemma 3.2 together with Dichotomy Theorem 2.1 implies the uniformly exponential
dichotomy for R(t, s). These show that (iii)(resp. (iv)) is equivalent to (i).

If R(t, s) has a uniformly exponential dichotomy, then by Theorem 2.2, Green’s op-
erator G is defined on Lp(R, X) or C0(R, X) satisfies G = −Γ−1. Moreover, using the
same argument as in the proof of the necessity of Theorem 3.1, we conclude that (MC0

)
and (MLp) hold, and G = G.

Lemma 3.3 Condition (MFα) holds for R(t, s) if and only if Condition (M) holds
for Rα(t, s), where Rα(t, s) = e−α(|t+s|−|t|)R(t, s) and α ∈ [0, β) for some β > 0.

Proof. If Condition (M) holds for Rα(t, s), there exists a bounded operator Gα

on Cb(R, X) defined by Gαg = u. We define an operator Jα : Fα → Cb(R, X) by
(Jαf)(t) = e−α|t|f(t), t ∈ R. Similarly, if Condition (MFα

) holds for R(t, s), then there
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exists a bounded operator G ∈ L(Fα) defined by Gg = u. We see that Gα = JαGJ−1
α .

Thus, Condition (M) holds for Rα(t, s) if and only if Gα ∈ L(R, X). However, G ∈ L(Fα)
if and only if Condition (MFα) holds for R(t, s).

Theorem 3.3 Let R(t, s) be an exponentially bounded C0-quasi group on X. The
quasi group R(t, s) has a uniformly exponential dichotomy if and only if there exists
β > 0 such that if α ∈ [0, β), then Condition (MFα

) holds for R(t, s). Moreover, for each
α > 0 and g ∈ Fα, the solution of the integral equation (10) is given by u = Gg, where
G ∈ L(Fα) is equal to Green’s operator G on Fα as defined in (9).

Proof. (⇐). If α = 0, then Condition (MFα
) and Condition (M) are identical.

(⇒). Assume that R(t, s) has a uniformly exponential dichotomy with the dichotomy
bound γ > 0. If β ∈ (0, γ), then R(t, s) has a uniformly exponential dichotomy with
constants β and N = N(β), see (7). Consequently, if α ∈ [0, β), then the quasi group
Rα(t, s) defined in Lemma 3.3 has a uniformly exponential dichotomy with constants
N(β) and β − α. Theorem 3.1 provides that Condition (M) holds for Rα(t, s). Let
G ∈ L(Fα) be the operator defined by Gg = u. Since Gα = Gα, where Gα is Green’s
operator for the dichotomic quasi group Rα(t, s) and Gα is as in the proof of Lemma 3.3,
the assertions follow.

Remark 3.3 We note that conditions (M), (MC0
), (MLp

), and (MFα
) for the uni-

formly exponential dichotomy of the C0-quasi groups are parallel with the similar condi-
tions for exponential dichotomy of the evolution family, see [1, 13].

Example 3.1 Let X = R2 and φ : R → R be a continuous increasing function such
that limt→±∞ φ(t) < ∞. Define a C0-quasi group on X by

R(t, s)x =
(
e−(v(t+s)−v(t))x1, e

−sφ(0)+v(t+s)−v(t)x2

)
, t, s ∈ R,

where v(t) =
∫ t

0
φ(s)ds and x = (x1, x2). The quasi group R(t, s) has a uniformly

exponential dichotomy on X.

Similar to Example 3 of [3], we have the evolution semigroup Es in (5) on the space
Lp(R, X) given by

(Esf)(t) =
(
e−(v(t)−v(t−s))f1(t− s), e−sφ(0)+v(t)−v(t−s)f2(t− s)

)
,

where f(t) = (f1(t), f2(t)), s ≥ 0, and t ∈ R with the infinitesimal generator

(Γf)(t) = (−f ′
1(t)− φ(t)f1(t),−f ′

2(t) + [−φ(0) + φ(t)]f2(t)) .

Moreover,
(Γ−1f)(t) = − (h1(t), h2(t)) ,

where

h1(t) = e−ϕ(t)

∫
f1(t)e

ϕ(t)dt, h2(t) = e−φ(0)t+ϕ(t)

∫
f2(t)e

φ(0)t−ϕ(t)dt,

ϕ(t) =

∫
φ(t) dt.

By Condition (M), for each g ∈ Cb(R, X), there exists a unique solution u ∈ Cb(R, X)
satisfying the integral equation (10). In fact, we have u = −Γ−1g. Therefore, R(t, s) has
a uniformly exponential dichotomy on X.



350 S. SUTRIMA AND R. SETIYOWATI

Remark 3.4 We can easily verify that Example 3.1 fulfills Conditions (MC0
), (MLp

)
and (MFα

). It is possible that Condition (MFα
) holds for some α ∈ (0, γ), but the quasi

group R(t, s) has no uniformly exponential dichotomy, as shown by the following example.

Example 3.2 Let X be a Banach space of R2 with the norm ∥x∥ = |x1|+ |x2|, where
x = (x1, x2). The quasi group R(t, s) defined on X by

R(t, s)x =
(
e(t+s) cos(t+s)−t cos t−sx1, e

sx2

)
, t, s ∈ R,

has no uniformly exponential dichotomy, but it satisfies Condition (MFα) for all g ∈ MFα

and 0 < α < 2.

From Lemma 3.3, it suffices to show that Rα(t, s) satisfies Condition (M) for all
g ∈ Cb(R, X). In fact, for g = (g1, g2) ∈ Cb(R, X) and P (t)x = (x1, 0), we can set u = Gg,
where G is Green’s operator defined in (9) with respect to Rα(t, s). For 0 < α < 2, we
verify that

u(t) = (Gg)(t) = (u1(t), u2(t)) ∈ Cb(R, X),

where

u1(t) = e−α|t|−t+t cos t

∫ t

−∞
eα|s|+s−s cos sg1(s)ds,

u2(t) = −e−α|t|
∫ ∞

t

e−α|s|−sg2(s)ds.

Suppose that R(t, s) has uniformly exponential dichotomy with respect to the family
of projections P (t) above. If N , γ > 0 are the constants satisfying Definition 2.5, i.e.,
∥RP (t, s)∥ ≤ Ne−γ|s|, then

e(t+s) cos(t+s)−t cos t−s ≤ Ne−γ|s|

for all t, s ∈ R. But for t = (2n − 1)π and s = π, we have e2(2n−1)π ≤ Ne−γπ, which is
absurd for large enough n.

4 Persistence under Perturbation

Theorem 2.1 implies that the existence of a dichotomy for a strongly continuous quasi
group R(t, s) is a spectral property. It persists under small perturbations. We shall first
consider the bounded perturbation.

Theorem 4.1 Let R(t, s) and R1(t, s) be the C0-quasi groups on a Banach space X.
If R(t, s) has a uniformly exponential dichotomy on X, then for each r > 0, there exists
an ϵ > 0 such that R1(t, s) has a uniformly exponential dichotomy and

sup
t∈R

∥R1(t, r)−R(t, r)∥L(X) ≤ ϵ.

Proof. From (5), for f ∈ Lp(R, X), we have

(Erf)(t) = R(t− r, r)f(t− r) and (Er
1f)(t) = R1(t− r, r)f(t− r).
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We obtain the estimate

∥Er
1f − Erf∥pLp

=

∫
R
∥R1(t− r, r)f(t− r)−R1(t− r, r)f(t− r)∥pdt

=

∫
R
∥[R1(t, r)−R(t, r)]f(t)∥pdt ≤ ϵp∥f∥pLp

.

This implies that ∥Er
1 − Er∥L(Lp(R,X)) ≤ ϵ.

The equivalence of (a) and (b) in the Dichotomy Theorem 2.1 gives σ(Er) ∩ T = ∅.
The semicontinuity of the spectrum implies that σ(Er

1)∩T = ∅ for a sufficiently small ϵ.
Therefore, R1(t, s) has a uniformly exponential dichotomy.

Theorem 4.1 describes that a dichotomy persists under small perturbation of the C0-
quasi groups. The similar result of the additive perturbation is given by the following
theorem. The theorem refers to the perturbed generator of the C0-quasi groups given
below.

Theorem 4.2 Let A(t) be the infinitesimal generator of a C0-quasi group R(t, s) on a
Banach space X. If B ∈ Cb(R,L(X)), then there exists a unique C0-quasi group RB(t, s)
with the infinitesimal generator A(t) +B(t) such that

RB(t, r)x = R(t, r)x+

∫ r

0

R(t+ s, r − s)B(t+ s)RB(t, s)xds (12)

for all t ∈ R, r > 0, and x ∈ X. Moreover, if ∥R(t, r)∥ ≤ M(r), then

∥RB(t, r)∥ ≤ M(r)e∥B∥M(r)r.

Proof. The proof is similar to the proof of Theorem 3 of [18].

Theorem 4.3 Let R(t, s) be the C0-quasi group with the infinitesimal generator A(t)
which has a uniformly exponential dichotomy on a Banach space X. Then, there exists
ϵ > 0 such that for each B ∈ Cb(R,L(X)) with ∥B∥∞ := sup

t∈R
∥B(t)∥L(X) ≤ ϵ, there

exists a C0-quasi group RB(t, s) with the infinitesimal generator A(t) + B(t) which has
a uniformly exponential dichotomy on X.

Proof. From Theorem 4.2, there exists a C0-quasi group RB(t, s) with the infinites-
imal generator A(t) +B(t). Further, by (12), for t > r and x ∈ X, we have

RB(r, t− r)x = R(r, t− r)x+

∫ t−r

0

R(r + s, t− r − s)B(r + s)RB(r, s)xds. (13)

Let Γ and ΓB be the infinitesimal generators of the evolution semigroups corresponding
to the C0-quasi groups R(t, s) and RB(t, s), respectively.

We consider the operator Γ + B, where (Bf)(t) = B(t)f(t), t ∈ R. Since B is a
bounded operator, the operator Γ + B generates a unique C0-semigroup T (s) satisfying
the equation

T (s)f = Esf +

∫ s

0

Es−wBT (w)f dw, Es = esΓ, s ≥ 0. (14)

The implication (a) ⇒ (c) of Theorem 2.1 gives 0 ∈ ρ(Γ). Consequently, if ∥B∥ =
∥B∥∞ ≤ ϵ, then 0 ∈ ρ(Γ + B) = ρ(ΓB). The implication (c) ⇒ (a) of Theorem 2.1
concludes that RB(t, s) has an exponential dichotomy.
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From (13), with s = t− r and x = f(t− r), we have

(esΓBf)(t) = (Esf)(t) +

∫ s

0

(Es−wBewΓBf)(t) dw, t ∈ R.

In this case, we have proved that esΓB = T (s) satisfies (14) and ΓB = Γ + B.
Next, we shall prove the persistence of a uniformly exponential dichotomy for a C0-

quasi group R(t, s) with the infinitesimal generator A(t) relative to the class of per-
turbations that satisfy the Miyadera condition. Theorem 2.1 implies that if Γ is the
infinitesimal generator of the evolution semigroup Es associated with a uniformly expo-
nentially dichotomic C0-quasi group R(t, s), then Γ is invertible on Lp(R, X). Dichotomy
Theorem 2.1 implies the following result.

Theorem 4.4 Let R(t, s) be a uniformly exponentially dichotomic C0-quasi group
with the infinitesimal generator A(t) and R1(t, s) be a C0-quasi group with the infinites-
imal generator A(t) +B(t). Assume that B is an operator on the domain D(Γ) ∩ D(B),
which has an extension B̂ on D(Γ) such that the operator Γ1 := Γ+ B on D(Γ1) = D(Γ)
generates the evolution semigroup associated with R1(t, s). If there exist constants a and
b such that

∥B̂f∥ ≤ a∥f∥+ b∥Γf∥ for f ∈ D(Γ) and a∥Γ−1∥+ b < 1,

then the perturbed quasi group R1(t, s) has a uniformly exponential dichotomy.

Proof. Theorem IV.1.16 [20] implies that Γ1 is invertible on Lp(R, X). Since Γ1

is the infinitesimal generator of the evolution semigroup associated with R1(t, s), the
assertion follows from the implication (c) ⇒ (a) of Dichotomy Theorem 2.1.

Example 4.1 Consider the quasi groupR(t, s) in Example 3.1, which has a uniformly
exponential dichotomy on X = R2 with the norm ∥x∥ = |x1|+|x2| and φ(0) < −1. Under
a perturbation

B(t) =


0, t < 0,

−t, 0 ≤ t ≤ 1,

−1, t > 1,

R(t, s) persists the uniformly exponential dichotomy on X.

We notice that R(t, s) has the infinitesimal generator

A(t)x = (−φ(t)x1, [−φ(0) + φ(t)]x2) , x ∈ X.

Given ϵ = 1, we verify that B ∈ Cb(R,L(X)) with ∥B∥∞ = ϵ. By Theorem 4.3, there
exists a uniformly exponentially dichotomic quasi group RB(t, s) on X generated by
A(t) +B(t). Indeed, we have RB(t, s) = B(t, s)R(t, s), where

B(t, s) =


1, t, s < 0,

e−
1
2 (s

2+2st), 0 ≤ t, s ≤ 1,

e−s, t, s > 1.

Moreover, by the mean value theorem for the integral with respect to φ, we obtain the

dichotomy constants N = max
{
1, e

3
2+φ(0)

}
and γ = inft∈R φ(t) in Definition 2.5 for

RB(t, s), where β = supt∈R φ(t).
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5 Conclusions

In this paper, we provide four equivalent conditions for uniformly exponential dichotomy
of C0-quasi groups on Banach spaces. They base on the existence and uniqueness of mild
solutions of the inhomogeneous equations on Cb(R, X), C0(R, X), Lp(R, X), 1 ≤ p < ∞,
and Fα, respectively. The equivalent conditions are parallel with the exponential di-
chotomy for the evolution family. A small time-dependent perturbation of the infinitesi-
mal generator of the C0-quasi groups persists the uniformly exponential dichotomy.
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