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Abstract: Blood is a vital component in body health because it distributes oxygen,
food, and hormones in the whole body. However, there are some cases such as the
lack of blood, accidents, or other diseases when humans need blood transfusions,
which depend on the demand and supply of blood in hospitals. In this research,
panel data regression is used to analyse the demand and supply of blood in hospitals
in Surabaya city. There are three models in panel data regression, namely, common
effect (CE), fixed effect (FE), and random effect (RE). In this panel data regression,
the number of demands of blood type O, A, B, and AB is the independent variable.
In contrast, the blood supply is the dependent variable. First, we will determine the
best model, common effect (CE), fixed effect (FE), or random effect (RE), through
the Chow test, Hausman test, and Lagrange Multiplier test. From the result, the
best model of the quantity of blood supply is fixed effect (FE). Then, the fixed effect
(FE) model parameters are tested by using the F-test and T-test for testing the
impact of independent variables on the dependent variable and R-squared for finding
the proportion of effectiveness of independent variables. According to our simulation
results, the R-squared is 0.998, which is very satisfactory.
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1 Introduction

Blood is a vital component in body health because it distributes oxygen, food, and
hormones in the whole body. However, there are some cases such as the lack of blood,
accidents, or other diseases when a human needs blood transfusion which depends on the
demand and supply of blood in hospital [1, 2].

In this research, panel data regression is used to analyse the demand and supply of
blood in hospitals in Surabaya city. Panel data is the data combining time-series data
and cross-section data. Time-series data cover an object for an extended period. Cross-
section data consist of many things such as a company, factory, restaurant, a place with
some attributes. Thus, panel data regression is the regression using panel data. There
are three models in panel data regression, namely, common effect (CE), fixed effect (FE),
and random effect (RE).

From the previous research, the effects of independent variables and dependent vari-
ables have been applied by the correlation method in a Neural Network (NN) [3, 4] and
Adaptive Neuro-Fuzzy Inference System (ANFIS) [5, 6]. There is a work on stability
analysis of stochastic neural networks [7]. Let us also mention the results on control
design using Sliding PID [8] and Linear Quadratic Regulator [9].

In this panel data regression, the number of demands of blood type O, A, B, AB is
the independent variable, while blood supply is the dependent variable.

First, we determine the best model, common effect (CE), fixed effect (FE), or random
effect (RE), through the Chow test for determining a better model between the common
effect (CE) model and the fixed effect (FE) model in the panel data model, the Hausman
test for determining a better model between the random effect (RE) model and the
fixed effect (FE) model in the panel data model, and the Lagrange Multiplier test for
determining a better model between the common effect (CE) model and the random
effect (RE) model in the panel data model. Then, the simulation results are applied by
EViews software.

From the result, the best model of the quantity of blood supply is fixed effect (FE).
The F-test and T-test test the parameters of the fixed effect (FE) model for testing the
impact of independent variables on the dependent variable, and R-squared is used for
finding the proportion of effectiveness of independent variables.

2 Panel Data Modeling

Panel data is the data combining time-series data and cross-section data. Time-series
data cover an object for a long time. Cross-section data consist of many entities (for
example, a company, factory, restaurant, place) with some attributes (for example, cost,
benefit, the volume of production, the number of workers) in one period. Thus, panel
data regression is the regression using panel data.

The regression model of time-series data is as follows:

Yt = α+

P∑
j=1

βjxj
t + εt, t = 1, 2, ..., T,

where T is the number of time-series data and P is the number of independent variables.
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The regression model of cross-section data is as follows:

Yi = α+

P∑
j=1

βjxj
i + εi, i = 1, 2, ..., N,

where N is the number of cross-section data and P is the number of independent variables.
So the regression model of panel data is as follows:

Yit = α+

P∑
j=1

βjxj
it + εit, t = 1, 2, ..., T, i = 1, 2, ..., N,

where N is the number of cross-section data, T is the number of time-series data, and P
is the number of independent variables.

3 Estimation of Panel Data Regression

For estimating the parameters of the panel data model, there are three techniques.

3.1 Common Effect (CE) model (Pooled model)

In this model, time-series data and cross-section data are merged. By joining both of
them, one can use the Ordinal Least Square (OLS) method or the least square technique
to estimate the data panel model. It is assumed that the properties of data of the objects
are similar in the interval of time [10].

However, this assumption deviates from the actual conditions because the charac-
teristics of the objects are very different. Therefore, this model can be constructed as
follows:

Yit = α+

P∑
j=1

βjxj
it + εit, t = 1, 2, ..., T, i = 1, 2, ..., N,

where N is the number of cross-section data, T is the number of time-series data, P is
the number of independent variables, Yit is the dependent variable of the i-th object in
the t-th time, xj

it is the j-th independent variables of the i-th object in the t-th time, βj

is the coefficient (parameter) of the j-th independent variables, α is the intercept, εit is
the error component of the i-th object in the t-th time.

3.2 Fixed Effect (FE) model

This model estimates panel data by adding dummy variables. There are different effects
among objects through the difference of their intercepts. In the fixed effect (FE) model,
an object is an unknown parameter, and it will be estimated by dummy variables. This
model can be constructed as follows [10]:

Yit = α+

P∑
j=1

βjxj
it +

n∑
k=2

αkDk + εit, t = 1, 2, ..., T, i = 1, 2, ..., N,

where Dk is the dummy variable.
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3.3 Random Effect (RE) model

In this method, the differences in object and time characteristics are formed by the
error from the model. Because two components contribute to the error results, such as
object and time, this method needs to be expanded to become the error from the object
component, the error from the time component, and the combined error. The random
effect (RE) model is as follows [11]:

Yit = α+

P∑
j=1

βjxj
it + εit, t = 1, 2, ..., T, i = 1, 2, ..., N,

where εit = ui + vt + wit, ui is the error from the object component, vt is the error from
the time component, wit is the combined error.

4 The Selection of Best Model

For selecting the best model, the common effect (CE) model, fixed effect (FE) model or
random effect (RE) model, there are some tests such as the Chow test, Hausman test,
and Lagrange Multiplier test.

4.1 Chow test

The Chow test is used for determining a better model between the common effect (CE)
model and the fixed effect (FE) model in the panel data model [12].

The hypothesis used in the Chow test is as follows. The null hypothesis (H0) repre-
sents the common effect (CE) model, whereas the alternative hypothesis (H1) represents
the fixed effect (FE) model. The Chow statistics is given by

(ESS1− ESS2)/(N − 1)

(ESS2)/(NT −N − P )
,

where

ESS1 : Residual Sum Square of the fixed effect (FE) model,
ESS2 : Residual Sum Square of the common effect (CE) model,
N : the number of cross-section data,
T : the number of time-series data,
P : the number of independent variables.

The Chow statistics follows the F-statistics distribution with the degree of freedom
(N − 1, NT − N − P ). If the Chow statistics is larger than the critical value of the
F-statistics distribution or the p-value is less than the significance level α, then H1 is
accepted and H0 is rejected so that the selected model is the fixed effect (FE) model.

4.2 Hausman test

The Hausman test is used for determining a better model between the random effect
(RE) model and the fixed effect (FE) model in the panel data model [12].
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The hypothesis used in the Hausman test is as follows. The null hypothesis (H0) rep-
resents the random effect (RE) model, whereas the alternative hypothesis (H1) represents
the fixed effect (FE) model. The m statistics is given by

m = (β − b)(M0−M1)−1(β − b),

where:

β : Statistics vector of fixed effect (FE) variables,
b : Statistics vector of random effect (RE) variables,
M0 : covariance matrix for the fixed effect (FE) model,
M1 : covariance matrix for the random effect (RE) model.

The m statistics follows the chi-square distribution with the degree of freedom equal
to P . If m statistics is larger than the critical value of the chi-square distribution or the
p-value is less than the significance level α, then H1 is accepted and H0 is rejected so
that the selected model is the fixed effect (FE) model.

4.3 Lagrange Multiplier test

The Lagrange Multiplier test is used to determine a better model between the common
effect (CE) model and the random effect (RE) model in the panel data model [13].

The hypothesis used in the Lagrange Multiplier test is as follows. The null hypothesis
(H0) represents the common effect (CE) model, whereas the alternative hypothesis (H1)
represents the random effect (RE) model. The LM statistics is given by

LM =
NT

2(T − 1)


∑N

i=1

(∑T
t=1 ēit

)2

∑N
i=1

∑T
t=1 e

2
it

− 1

 ,

where

N : the number of cross-section data,
T : the number of time-series data,
eit : residual of the common effect (CE) model.

The LM statistics follows the chi-square distribution with the degree of freedom equal
to P .

If the LM statistics is larger than the critical value of the chi-square distribution or
the p-value is less than the significance level α, then H1 is accepted and H0 is rejected
so that the selected model is the random effect (RE) model.

The Lagrange Multiplier test is not applied when the Chow test and the Hausman
test show a better model is the fixed effect (FE) model [10].

5 Significance Test

After the best model is obtained, it is required to apply the significance test as follows.
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5.1 F-test

The F-test is applied for testing the estimation results on whether the independent vari-
ables have effects on the dependent variable globally [14].

The hypothesis used in the F-test is as follows. The null hypothesis (H0) represents
“independent variables do not affect the dependent variable”, whereas the alternative
hypothesis (H1) represents “independent variables affect the dependent variable”.

The F-statistics is given by

Ftest =
MS(y)

MS(e)
,

where

MS(e) : mean square of regression,
MS(y) : mean square of residual.

The Ftest statistics follows the F-statistics distribution with the degree of freedom
equal to (N +P − 1, NT −N −P ). If the Ftest statistics is larger than the critical value
of the F-statistics distribution or the p-value is less than the significance level α, then
H1 is accepted and H0 is rejected so that the conclusion is that there is the effect of the
independent variables on the dependent variable.

5.2 T-test

The T-test is applied for testing the estimation results on whether the independent
variables have effects on the dependent variable partially [14].

The hypothesis used in the T-test is as follows. The null hypothesis (H0) represents
“independent variables do not affect the dependent variable”, whereas the alternative
hypothesis (H1) represents “independent variables affect the dependent variable”.

The T-statistics is given by

Ttest =
“βk

SE(“βk)
,

where

“βk : the k-th parameter,
SE(“βk) : standard deviation of the k-th parameter.

The Ttest statistics follows the T-statistics distribution with the degree of freedom
equal to (NT − N − P ). If the Ttest statistics is larger than the critical value of the
T-statistics distribution or the p-value is less than the significance level α/2, then H1

is accepted and H0 is rejected so that the conclusion is that there is the effect of the
independent variables on the dependent variable.

5.3 R-squared

The determination coefficient (R2) is used for measuring the fitness rate of panel data
regression. It is a proportion of the contribution of independent variables and dummy
variables to that of the dependent variable [15].
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The coefficient (R2) is determined using

R2 =
ESS

TSS
,

where

ESS : sum of square of regression,
TSS : total of sum of square.

The value of R2 is between 0 and 1. If R2 approaches 1, then in this model, the effect
of independent variables is stronger.

6 Results

This research shows the effects of the demand for blood types O, A, B, AB on the quantity
of blood supply in five hospitals in Surabaya city from January 2015 until December 2017.
In creating panel data regression, the data used are as follows. Cross-section or object
data:

1. Angkatan Laut hospital,

2. Unair hospital,

3. Haji hospital,

4. Adi Husada hospital,

5. Darmo hospital.

The data used are monthly data from January 2015 until December 2017.
In this research, the analysis of demand and supply of blood in some hospitals in

Surabaya city is done by panel data regression using EViews software. There are three
models in panel data regression, such as common effect (CE), fixed effect (FE), and
random effect (RE). In this panel data regression, the number of demands of blood type
O, A, B, AB is an independent variable, while blood supply is the dependent variable.

6.1 The selection of best model

First, we use the Chow test to determine a better model between the common effect
(CE) model and the fixed effect (FE) model in the panel data model.

The Chow test results can be seen in Figure 1. Figure 1 shows the p-value of cross-
section F is 0.0039 < 0.05. Therefore, H1 is accepted and H0 is rejected so that the
selected model is the fixed effect (FE) model.

Second, we use the Hausman test to determine a better model between the random
effect (RE) model and the fixed effect (FE) model in the panel data model.

The Hausman test results can be seen in Figure 2. Figure 2 shows the p-value of
cross-section random is 0.003 < 0.05. Therefore, H1 is accepted and H0 is rejected so
that the selected model is the fixed effect (FE) model.

Because both the Chow and the Hausman test show that the fixed effect (FE) model
is the best model, the Lagrange Multiplier test is not required.
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Figure 1: Chow test result.

Figure 2: Hausman test result.

The fixed effect (FE) panel data regression model for the quantity of blood supply
used is shown in Figure 3. The coefficient of the quantity of blood type O is 0.982566,
the coefficient of the quantity of blood type A is 1.003406, the coefficient of the quantity
of blood type B is 0.976337, the coefficient of the quantity of blood type AB is 0.990383,
the intercept is 1.376641.

Figure 3: Fixed effect (FE) model panel data regression.

6.2 Significance test

In fixed effect (FE) model panel data regression, we will test the impact of independent
variables on the dependent variables using the F-test and T-test. Furthermore, we also
measure the proportion of the independent and dummy variables’ contribution and that
of dependent variables using R-squared.

The F-test is applied for testing the estimation results on whether the independent
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variables have effects on the dependent variables globally. The F-test results can be seen
in Figure 4. Figure 4 shows the p-value of the F-test is 0.000 < 0.05. Therefore, H1 is
accepted and H0 is rejected, i.e., there is an effect of the independent variables on the
dependent variables.

Figure 4: F-test results.

The T-test is applied for testing the estimation results on whether the independent
variables have effects on the dependent variables partially. The T-test results can be
seen in Figure 5. Figure 5 shows the p-value of the T-test on the number of demands of
blood type O is 0.000 < 0.05, the number of requests of blood type A is 0.000 < 0.05,
the number of requests of blood type B is 0.000 < 0.05, the number of demands of blood
type AB is 0.000 < 0.05. Therefore, H1 is accepted and H0 is rejected, i.e., there is an
effect of the independent variables on the dependent variables.

Figure 5: T-test results.

R-squared is used to measure the proportion of the contribution of independent and
dummy variables and that of the dependent variables. The R-squared test can be seen in
Figure 6. Figure 6 shows R-squared is 0.998. It means that the effects of the independent
variables on the dependent variables are 99.8%.

7 Conclusions

There are three models in panel data regression, namely, common effect (CE), fixed effect
(FE), and random effect (RE). In this panel data regression, the number of demands of
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Figure 6: T-test results.

blood type O, A, B, AB is an independent variable, while blood supply is the dependent
variable. First, we determine the best model, common effect (CE), fixed effect (FE),
or random effect (RE), through the Chow test, Hausman test, and Lagrange Multiplier
test. From the result, the best model of the quantity of blood supply is fixed effect (FE).
Then, the parameters of the fixed effect (FE) model are tested by the F-test and T-test for
testing the impact of the independent variables on the dependent variable and R-squared
is used for finding the proportion of effectiveness of the independent variables. In our
simulation, the R-squared is 0.998, which is a very good result. As a future work, we are
planning to employ some machine learning techniques to analyze the demand and supply
of blood. Furthermore, by combining mathematical science and business management,
we strive to provide a feedback for stakeholders before making any decision.
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