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#### Abstract

In this paper, the synchronization of a new fractional-order chaotic system via the adaptive control method is introduced. Firstly, the novel fractional-order system is presented and its dynamics is investigated throughout the Lyapunov exponents spectrum. Secondly, based on the stability theory of fractional-order systems, synchronization of the fractional-order system with fully uncertain parameters is realized by designing appropriate adaptive controllers and estimation laws. Finally, numerical simulations are implemented to demonstrate the effectiveness and flexibility of the synchronization controllers and the estimation laws for the unknown parameters.
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## 1 Introduction

Fractional chaotic dynamical systems are non-linear systems that allow sensitivity to initial conditions, those chaotic systems are widely used in several fields such as physics, chemistry, biology, economics, especially in secure communication and cryptography[1-2].

In 1990, Pecora and Carol [3] introduced for the first time a method of synchronization of two integer-order chaotic systems. After that, many research papers have addressed synchronization between integer-integer order chaotic systems [4-6]. Recently,

[^0]the synchronization of chaos within fractional chaotic systems has attracted a considerable attention and different techniques have been used to achieve different types of synchronization for these systems, among them, active control [7-8], backstepping control [10], and the modified projective synchronization [11], the hyprid projective synchronization [12], the full state hybrid projective synchronization [13], the inverse full state hybrid projective synchronization [14]. An adaptive control method [15-17] is one of the robust control methods used for chaos synchronization when parameters are unknown or initially uncertain. In an adaptive method, the control law and the parameter update law are designed so that the chaotic response system behaves like chaotic drive systems. Thus, the adaptive scheme maintains a system's consistent performance in the presence of uncertainty and variation in plant parameters. This control method differs from other control methods because it does not require advance information about the limits on these uncertain or time-varying parameters because it relates to a control law that changes itself. Several research papers study adaptive control in the case of integerorder systems, see F. Hannachi [15] and V. Sundarapandian [16-17]. However, the works presented and related to the synchronization between fractional-order chaotic systems remain limited, and finding new results using this method of control is required because of its important applications, especially in the fields of secure communication and encryption [18-20]. In this work, a novel fractional order system is presented and its chaoticity is confirmed using the Lyapunouv exponents tool. Moreover, the synchronization of the fractional-order system with unknown parameters is realized by designing appropriate adaptive controllers and estimation laws using the stability theory of fractional-order systems. Finally, the effectiveness of the proposed scheme for this type of synchronization is demonstrated by an illustrative example with numerical simulation in Matlab.

This paper is organized as follows. In Sections 2 and 3, basic tools of fractional calculus and a description of the novel fractional-order chaotic system are given. In Section 4, using the new chaotic system, chaos synchronization between fractional-fractional chaotic systems for commensurate orders via the adaptive control method and stability theory of fractional-order systems is investigated. In Section 5, numerical simulations are given to demonstrate the effectiveness and flexibility of the synchronization controllers and the estimation laws for the unknown parameters. The conclusion is given in Section 6 .

## 2 Basics of Fractional Calculus

Definition 2.1 ([21])\{Caputo fractional derivative\}
The Caputo fractional derivative of order $q \in \mathbb{R}^{+}$on the half axis $\mathbb{R}^{+}$is defined as follows:

$$
\begin{equation*}
{ }_{a}^{C} D_{t}^{q} f(t)=\frac{1}{\Gamma(n-q)} \int_{a}^{t} \frac{f^{(n)}(\tau)}{(t-\tau)^{q-n+1}} d \tau, t>a \tag{1}
\end{equation*}
$$

with $n=\min \{k \in \mathbb{N} / k>q\}, q>0$.
To simplify the notation, we replace ${ }_{a}^{C} D_{t}^{q} f(t)$ by ${ }^{C} D_{t}^{q} f(t)$.
Lemma 2.1 The trivial solution of the following fractional-order system:

$$
D_{t}^{q} X(t)=F(X(t)),
$$

where $D_{t}^{q}$ is the Caputo fractional derivative of order $q, 0<q \leq 1, F: R^{n} \longrightarrow R^{n}$, is asymptotically stable if there exists a positive definite function $V(X(t))$ such that $D_{t}^{q} V(X(t))<0$ for all $t>0$.

Lemma 2.2 Let $x(t) \in \mathbb{R}$ be a continuous and derivable function. Then, for any time instant $t \geqslant t_{0}$,

$$
\frac{1}{2}{ }^{C} D_{t}^{\alpha} x^{2}(t) \leqslant x(t)_{t_{0}}^{C} D_{t}^{\alpha} x(t), \quad \forall \alpha \in(0,1)
$$

## 3 Presentation of the New Fractional-Order System

Several works [24-26] have reported on a 3-D dynamic model of finance (the Ma system) and offered its simplified system equations. In this paper, we consider the fractional version of this simplified finance system [26] given by

$$
\left\{\begin{array}{l}
{ }^{C} D_{t}^{q_{1}} x_{1}(t)=-a\left(x_{1}+x_{2}\right)  \tag{2}\\
{ }^{C} D_{t}^{q_{2}} x_{2}=-x_{2}-c x_{1} x_{3} \\
{ }^{C} D_{t}^{q_{3}} x_{3}=b+a x_{1} x_{2}
\end{array}\right.
$$

where $D^{q}$ is the Caputo derivative operator, $a, b, c$ are positive reals parameters. The model describes the time variations of three state variables $x_{i}, i=\overline{1,3}$ : the interest rate $x_{1}$, the investment demand $x_{2}$, and the price index $x_{3}$. With the chosen parameters $a=$ $4, b=20, c=4$ and with the orders $\left(q_{1} ; q_{2} ; q_{3}\right)=(0.9 ; 0.95 ; 0.98) ;\left(x_{1}(0) ; x_{2}(0) ; x_{3}(0)\right)=$ $(0.4 ; 0.5 ; 0.2)$, the Lyapunov exponents are computed using the Benettin-Wolf algorithm [23] in Matlab and given as follows:

$$
\begin{equation*}
L_{1}=1.2790 ; L_{2}=-0.0001 \simeq 0 ; L_{3}=-6.7482 \tag{3}
\end{equation*}
$$

So, we have $L_{1}>0$, then the novel fractional system (2) is chaotic. The chaotic attractor and the Lyapynov spectrum are depicted in Fig.1. Indeed, the Kaplan-Yorke dimension for this chaotic system is calculated as

$$
\begin{equation*}
D_{K Y}=2+\frac{L_{1}+L_{2}}{\left|L_{3}\right|}=2.1895 \tag{4}
\end{equation*}
$$

## 4 Adaptive Synchronization of the Novel Fractional System with Commensurate Order

This section aims to design an adaptive control law for globally synchronizing the identical novel fractional chaotic system with unknown system parameters. The master system is given by

$$
\left\{\begin{array}{l}
{ }^{C} D_{t}^{q} x_{1}(t)=-a\left(x_{1}+x_{2}\right)  \tag{5}\\
{ }^{C} D_{t}^{q} x_{2}(t)=-x_{2}-d x_{1} x_{3} \\
{ }^{C} D_{t}^{q} x_{3}(t)=b+a x_{1} x_{2}
\end{array}\right.
$$



Figure 1: Lyapunov exponents spectrum.

The slave system is obtained as follows:

$$
\left\{\begin{array}{l}
{ }^{C} D_{t}^{q} y_{1}(t)=-a\left(y_{1}+y_{2}\right)+u_{1}  \tag{6}\\
{ }^{C} D_{t}^{q} y_{2}(t)=-y_{2}-c y_{1} y_{3}+u_{2} \\
{ }^{C} D_{t}^{q} y_{3}(t)=b+a y_{1} y_{2}+u_{3}
\end{array}\right.
$$

In both systems (5) and (6), we have parameters $a, b, c$, which are unknown, and their estimates $a_{1}(t), b_{1}(t), c_{1}(t)$, respectively. We will later search for an adaptive feedback controls $u_{1}, u_{2}, u_{3}$. Define now the synchronization error between the systems (5) and (6) as

$$
\begin{equation*}
e_{i}=y_{i}-x_{i}, i=\overline{1,3} \tag{7}
\end{equation*}
$$

Equation (7) implies

$$
\begin{equation*}
{ }^{C} D_{t}^{q} e_{i}(t)={ }^{C} D_{t}^{q} y_{i}(t)-{ }^{C} D_{t}^{q} x_{i}(t), i=\overline{1,3} . \tag{8}
\end{equation*}
$$

Thus, the synchronization error dynamics between (5) and (6) is obtained as

$$
\left\{\begin{align*}
&{ }^{C} D_{t}^{q} e_{1}(t)=a\left(e_{1}+e_{2}\right)+u_{1}  \tag{9}\\
&{ }^{C} D_{t}^{q} e_{2}(t)=-e_{2}+c x_{1} x_{3}-c y_{1} y_{3}+u_{2} \\
& \\
&{ }^{C} D_{t}^{q} e_{3}(t)=a\left(y_{1} y_{2}-x_{1} x_{2}\right)+u_{3}
\end{align*}\right.
$$

We take the adaptive control law as follows:

$$
\left\{\begin{array}{l}
u_{1}=-a_{1}\left(e_{2}+e_{2}\right)-k_{1} e_{1}  \tag{10}\\
u_{2}=e_{2}-c_{1} x_{1} x_{3}+c_{1} y_{1} y_{3}-k_{2} e_{2} \\
u_{3}=-a_{1}\left(y_{1} y_{2}-x_{1} x_{2}\right)-k_{3} e_{3}
\end{array}\right.
$$

where $k_{i}>0, \mathrm{i}=1, \ldots, 3$, are the gains constants.

By substituting (10) into (9), we obtain the closed-loop error as

$$
\left\{\begin{align*}
& C_{D}{ }_{t}^{q} e_{1}(t)=\left(a-a_{1}\right)\left(e_{2}+e_{1}\right)-k_{1} e_{1}  \tag{11}\\
& C_{t} \\
& D_{t}^{q} e_{2}(t)=\left(c-c_{1}\right)\left(x_{1} x_{3}-y_{1} y_{3}\right)-k_{2} e_{2} \\
&{ }^{C} D_{t}^{q} e_{3}(t)=\left(a-a_{1}\right)\left(y_{1} y_{2}-x_{1} x_{2}\right)-k_{3} e_{3}
\end{align*}\right.
$$

We can define the estimation errors for the parameters as

$$
\left\{\begin{array}{l}
e_{a}(t)=a-a_{1}(t),  \tag{12}\\
e_{b}(t)=b-b_{1}(t), \\
e_{c}(t)=c-c_{1}(t)
\end{array}\right.
$$

Applying the Caputo derivative of order $q$ in (12), we obtain

$$
\left\{\begin{array}{c}
C_{D_{t}^{q}}^{q} e_{a}(t)=-{ }^{C_{D}} D_{t}^{q} a_{1}(t)  \tag{13}\\
{ }^{C} D_{t}^{q} e_{b}(t)=-C_{t}^{C_{t}^{q} b_{1}(t)} \\
{ }^{C_{D}^{q}} e_{c}(t)=-{ }^{C} D_{t}^{q} c_{1}(t)
\end{array}\right.
$$

By using (12), we rewrite the closed-loop system (11) as

$$
\left\{\begin{array}{l}
C_{D}^{q} e_{1}(t)=e_{a}\left(e_{2}+e_{1}\right)-k_{1} e_{1}  \tag{14}\\
{ }^{C} D_{t}^{q} e_{2}(t)=e_{c}\left(x_{1} x_{3}-y_{1} y_{3}\right)-k_{2} e_{2} \\
{ }^{C} D_{t}^{q} e_{3}(t)=e_{a}\left(y_{1} y_{2}-x_{1} x_{2}\right)-k_{3} e_{3}
\end{array}\right.
$$

Our goal now is to lead the system (14) to zero. Let us choose the Lyapunov candidate function as follows:

$$
\begin{equation*}
V\left(e_{1}, e_{2}, e_{3}, e_{a}, e_{c}\right)=\frac{1}{2}\left(k_{1} e_{1}^{2}+k_{2} e_{2}^{2}+k_{3} e_{3}^{2}+e_{a}^{2}+e_{c}^{2}\right) \tag{15}
\end{equation*}
$$

which is a positive definite function on $\mathbb{R}^{5}$. Applying the Caputo operator of differentiation in $V$ along the trajectories of the systems (13) and (14) and using Lemma 2.2, we obtain

$$
\left\{\begin{array}{c}
{ }^{C} D_{t}^{q} V\left(e_{1}, e_{2}, e_{3}, e_{a}, e_{c}\right)=\frac{1}{2} D^{q} k_{1} e_{1}^{2}+\frac{1}{2} k_{2} D^{q} e_{2}^{2}+\frac{1}{2} k_{3} D^{q} e_{3}^{2}+\frac{1}{2} D^{q} e_{a}^{2}+\frac{1}{2} D^{q} e_{c}^{2}  \tag{16}\\
\leq k_{1} e_{1} D^{q} e_{1}+k_{2} e_{2} D^{q} e_{2}+k_{3} e_{3} D^{q} e_{3}+e_{a} D^{q} e_{a}+e_{c} D^{q} e_{c} \\
\leq-k_{1}^{2} e_{1}^{2}-k_{2}^{2} e_{2}^{2}-k_{3}^{2} e_{3}^{2}+e_{a}\left(k_{1} e_{1}^{2}+k_{1} e_{1} e_{2}+k_{3} e_{3} y_{1} y_{2}-k_{3} e_{3} x_{1} x_{2}-D^{q} a_{1}(t)\right) \\
+e_{c}\left(k_{2} e_{2} x_{1} x_{3}-k_{2} e_{2} y_{1} y_{3}-D^{q} c_{1}(t)\right)
\end{array}\right.
$$

In view of (16), we take the parameter update law as follows:

$$
\left\{\begin{array}{l}
C_{D_{t}^{q}}^{q} a_{1}(t)=k_{1} e_{1}^{2}+k_{1} e_{1} e_{2}+k_{3} e_{3} y_{1} y_{2}-k_{3} e_{3} x_{1} x_{2}  \tag{17}\\
{ }^{C} D_{t}^{q} c_{1}(t)=k_{2} e_{2} x_{1} x_{3}-k_{2} e_{2} y_{1} y_{3}
\end{array}\right.
$$

Substituting (17) into (16), we obtain

$$
{ }^{C} D_{t}^{q} V\left(e_{1}, e_{2}, e_{3}, e_{a}, e_{c}\right) \leq-k_{1}^{2} e_{1}^{2}-k_{2}^{2} e_{2}^{2}-k_{3}^{2} e_{3}^{2}<0
$$

Hence, the zero solution of the error system (16) is assymptoticlly stable and the following theorem is proved.

Theorem 4.1 The novel fractional chaotic systems (5) and (6) with unknown parameters are globally synchronized for all initial conditions by the adaptive control law (10) and the parameter update law (17) with $k_{i}>0$ gains constants.

## 5 Numerical Simulation

In order to verify our results, we use the Adams-Bashforth-Moulton algorithm [22] for the fractional-order system to solve the systems of differential equations (5), (6), (14) and (17). The initial conditions are chosen as $\left(x_{1}(0), x_{2}(0), x_{3}(0)\right)=(0.4,0.5,0.2)$, $\left(y_{1}(0), y_{2}(0), y_{3}(0)\right)=(5.4,-4.5,2.2)$, respectively. $\left(e_{1}(0), e_{2}(0), e_{3}(0)\right)=(5,-5,2)$, $\left(a_{1}(0), c_{1}(0)(0)\right)=(5,4.5)$. In Fig.2, the synchronization between the states $x_{i}$ and $y_{i}, i=\overline{1,3}$, is depicted. In Fig.3, the time-history of the synchronization errors $e_{1}(t), e_{2}(t), e_{3}(t)$ is depicted.


Figure 2: $\quad$ Synchronization between $x_{i}, y_{i}, i=1,2,3$.

## 6 Conclusion

This paper reports on a new fractional-order chaotic system and its synchronization via the adaptive control method. The novel fractional-order system is presented and its chaoticity is confirmed using the Lyapunov exponents tool. Moreover, the synchronization of the fractional-order system with unknown parameters is realized by designing appropriate adaptive controllers and estimation laws using the stability theory of fractional-order systems. Numerical simulations are implemented to demonstrate the effectiveness and flexibility of the synchronization controllers and the estimation laws for the unknown parameters.


Figure 3: (a) The time-history of the synchronization errors $e_{1}(t), e_{2}(t), e_{3}(t)$ and (b) Parameters estimation.

## 7 Concluding remarks

The main important points in this work are:

- A novel fractional-order financial system is presented and its chaoticity is confirmed using the Lyapunov exponents.
- The synchronization between identical 3-D fractional-order financial systems with commensurate order and unknown parameters is achieved by designing appropriate adaptive controllers and estimation laws using the stability theory of fractionalorder systems.

The results achieved through the study of the novel fractional-order financial system have wide-ranging applications. These include areas such as secure communication and signal encryption, making further research of the system particularly relevant. As such, they will be given due consideration in future work.
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#### Abstract

This paper examines two uncoupled quasistatic problems for thermoviscoplastic materials, wherein the equation model considers the dependence of mechanical properties on a parameter $\theta$, which represents the absolute temperature. Specifically, both the tensor of viscosity and the plastic deformation depend on this parameter. The boundary conditions for these problems are displacement traction and Signorini conditions. Our analysis establishes the existence of a unique solution to the problems, as well as the continuous dependence of the solution on the parameter $\theta$. To provide a practical demonstration of our findings, we also present two one-dimensional examples that describe the processes involved in these problems.
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## 1 Introduction

Our study focuses on the analysis of two models designed for thermo-viscoplastic materials, which exhibit a unique coupling between their mechanical and thermal properties. Over the years, mathematicians, physicists, and engineers have extensively studied thermo-viscoplasticity laws to effectively model the influence of temperature on the behavior of various materials such as metals, magmas, and polymers. To gain further insight, we refer the interested readers to the sources such as $1,2,4,5,8,11,15$. Moreover, practical applications and mechanical interpretations of thermo-viscoplasticity can

[^1]be found in 13,14 . To accurately describe the behavior of these materials in real-world scenarios, we employ a rate-type constitutive equation of the following form:
\[

$$
\begin{equation*}
\dot{\sigma}=\xi \varepsilon(\dot{u})+\mathcal{G}(\sigma, \varepsilon, \theta) \tag{1}
\end{equation*}
$$

\]

Here $u, \sigma$ represent, respectively, the displacement field, $\theta$ is the absolute temperature, $\xi$ is the fourth order elastic tensor and $\mathcal{G}$ is a nonlinear constitutive function, which describes the thermo-plastic behavior of the material and the stress field, $\varepsilon(u)=\left(\varepsilon_{i j}(u)\right)$ is the linearised strain tensor,

$$
\varepsilon_{i j}(u)=\frac{1}{2}\left(\nabla u+\nabla^{T} u\right) .
$$

For the heat flux $q$, a constitutive classical Fourier law is given by

$$
\begin{equation*}
q=K \nabla \theta . \tag{2}
\end{equation*}
$$

In [15], existence and uniqueness results were obtained for problems (1)- (2) under classical displacement traction boundary conditions. However, the research in recent papers has been based on generalized thermo-viscoplastic theories with temperatureindependent mechanical properties. In this paper, we aim to investigate the impact of temperature dependence of $\xi$ on the behavior of the solution in generalized thermoviscoplasticity. To accomplish this, we consider a rate-type constitutive equation of the form

$$
\begin{equation*}
\dot{\sigma}=\xi(\theta) \varepsilon(\dot{u})+\mathcal{G}(\sigma, \varepsilon, \theta) \tag{3}
\end{equation*}
$$

The paper is organized as follows. In Section 2, we describe the mathematical model for the problem. And we introduce some notations, list the assumptions on the problem's data, and derive the variational formulation of the model. In Section 3, we state our main existence and uniqueness result which is based on a Cauchy-Lipschitz technique and present the continuous dependence of the solution upon the parameter $\theta$. We give two numerical examples in the last Section 4.

## 2 Problem Statement

Let $\Omega$ be a bounded domain in $\mathbb{R}^{d}(d=1,2,3)$ with a smooth boundary $\Gamma$ which is partitioned into three disjoint measurable parts $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$ such that eas $\Gamma_{1}>0$. Let $T>0$ and let $[0, T]$ denote the time interval of interest.

We consider the following mixed problem.

## Problem P

Find a displacement field $u: \Omega \times(0, T) \rightarrow \mathbb{R}^{d}$, a stress field $\sigma: \Omega \times(0, T) \rightarrow \mathbb{S}_{d}$, a
temperature $\theta: \Omega \rightarrow \mathbb{R}$, and the heat flux function $q: \Omega \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{gather*}
\dot{\sigma}=\xi(\theta) \varepsilon(\dot{u})+\mathcal{G}(\sigma, \varepsilon, \theta), \quad \text { in } \Omega \times(0, T),  \tag{4}\\
\operatorname{Div} \sigma+f_{0}=0, \quad \text { in } \Omega \times(0, T),  \tag{5}\\
d i v q+r=\dot{\theta}, \quad \text { in } \Omega \times(0, T),  \tag{6}\\
q=K \nabla \theta, \quad \text { in } \Omega \times(0, T),  \tag{7}\\
u=0 \quad \text { on } \Gamma_{1} \times(0, T),  \tag{8}\\
\sigma \cdot \nu=f_{2}, \quad \text { on } \Gamma_{2} \times(0, T),  \tag{9}\\
q \cdot \nu=\chi, \quad \text { on } \Gamma_{2} \times(0, T),  \tag{10}\\
\theta=0 \quad \text { on }\left(\Gamma_{1} \cup \Gamma_{2}\right) \times(0, T),  \tag{11}\\
u(0)=u_{0}, \sigma(0)=\sigma_{0}, \quad \text { in } \Omega,  \tag{12}\\
\theta(0)=\theta_{0}, \quad \text { in } \Omega \tag{13}
\end{gather*}
$$

Here $\mathbb{S}_{d}$ is the set of second order symmetric tensors on $\mathbb{R}^{d}, \nu=\left(\nu_{i}\right)$ is the unit outward normal to $\Omega$ and $u_{0}, \sigma_{0}, \theta_{0}$ are the initial data.

We consider the following boundary conditions:

$$
\begin{equation*}
u_{\nu} \leq 0, \sigma_{\nu} \leq 0, \sigma_{\tau}=0, \sigma_{\nu} \cdot u_{\nu}=0, \quad \text { on } \Gamma_{3} \times(0, T) \tag{14}
\end{equation*}
$$

In this way, we obtain two initial and boundary value problems $\left(\mathbf{P}_{i}\right)$ defined as follows.
Problem $\mathbf{P}_{1}$ Find the unknowns $(u, \sigma, \theta, q)$ such that (4)-(13) hold. This problem represents a displacement traction problem, in this case, $\Gamma_{3}=\phi$.

Problem $\mathbf{P}_{2}$ Find the unknowns $(u, \sigma, \theta, q)$ such that (4)- 14 hold. This problem models the frictionless contact between the thermo-viscoplastic body and the rigid foundation, (14) represent the Signorini boundary conditions.

### 2.1 Variational formulation

For a weak formulation, we list the assumptions on the data and derive variational formulations for the contact problems $\left(\mathbf{P}_{i}\right)$. To this end, we need to introduce some notations and preliminary material. For more details, we refer the reader to 3,12 . We denote by $\mathbb{S}_{d}$ the space of second order symmetric tensors on $\mathbb{R}^{d}(d=2,3)$, while $\|\cdot\|$ denotes the Euclidean norm.

Let $\Omega \subset \mathbb{R}^{d}$ be a bounded domain with Lipschitz boundary $\Gamma$ and let $\nu$ denote the unit outer normal on $\partial \Omega=\Gamma$. We shall use the notations

$$
\begin{aligned}
H=\tilde{H} & =\left[L^{2}(\Omega)\right]^{d} \\
\mathcal{H} & =\tilde{\mathcal{H}}=\left[L^{2}(\Omega)\right]_{s}^{d \times d} \\
Y & =\left[L^{2}(\Omega)\right]^{M}, M \in \mathbb{N}
\end{aligned}
$$

and

$$
\begin{aligned}
& H_{1}=\left\{u=\left(u_{i}\right) \in H: \varepsilon(u) \in \mathcal{H}\right\} \\
& \tilde{H}_{1}=\{\theta \in \tilde{H}: \nabla \theta \in \tilde{\mathcal{H}}\} \\
& \mathcal{H}_{1}=\{\sigma \in \mathcal{H}: \operatorname{Div\sigma } \sigma H\}, \\
& \mathcal{V}=\left\{\sigma \in \mathcal{H}_{1}: \operatorname{Div\sigma }=0 \text { in } \Omega, \sigma \nu=0 \quad \text { on } \Gamma_{1}\right\}, \\
& \tilde{\mathcal{H}}_{1}=\{q \in \tilde{\mathcal{H}}: \operatorname{divq} \in \tilde{H}\}, \\
& \tilde{\mathcal{V}}=\left\{q \in \tilde{\mathcal{H}}_{1}: \operatorname{divq}=0 \text { in } \Omega, q \nu=0 \quad \text { on } \Gamma_{1}\right\}
\end{aligned}
$$

where $\varepsilon: H \rightarrow \mathcal{H}, \nabla: \tilde{H} \rightarrow \tilde{\mathcal{H}}$, Div $: \mathcal{H} \rightarrow H$, and div $: \tilde{\mathcal{H}} \rightarrow \tilde{H}$ are the partial derivative operators of the first order, respectively, defined by

$$
\begin{aligned}
& \varepsilon(u)=\left(\varepsilon_{i j}(u)\right), \varepsilon_{i j}(u)=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right), \\
& \nabla \theta=\left(\nabla_{i} \theta\right), \quad \nabla_{i} \theta=\frac{\partial \theta}{\partial x_{i}}, \\
& \operatorname{Div\sigma }=\left(\frac{\partial \sigma_{i j}}{\partial x_{j}}\right), \operatorname{divq}=\left(\frac{\partial q_{i}}{\partial x_{i}}\right) .
\end{aligned}
$$

Here and below, the indices $i$ and $j$ run from 1 to $d$, the spaces $H, H_{1}, \mathcal{H}, \mathcal{H}_{1}, \tilde{H}, \tilde{H}_{1}$, $\tilde{\mathcal{H}}$ and $\tilde{\mathcal{H}}_{1}$ are real Hilbert spaces endowed with the canonical inner products given by

$$
\begin{aligned}
(u, v)_{H} & =\int_{\Omega} u_{i} v_{i} d x \\
(u, v)_{H_{1}} & =(u, v)_{H}+(\varepsilon(u), \varepsilon(v))_{\mathcal{H}} \\
(\sigma, \tau)_{\mathcal{H}} & =\int_{\Omega} \sigma_{i j} \cdot \tau_{i j} d x \\
(\sigma, \tau)_{\mathcal{H}_{1}} & =(\sigma, \tau)_{\mathcal{H}}+(\operatorname{Div\sigma }, \operatorname{Div\tau })_{H} \\
(\theta, \varphi)_{\tilde{H}} & =\int_{\Omega} \theta_{i} \varphi_{i} d x \\
(\theta, \varphi)_{\tilde{H}_{1}} & =(\theta, \varphi)_{\tilde{H}}+(\nabla \theta, \nabla \varphi)_{\tilde{\mathcal{H}}}, \\
(q, p)_{\tilde{\mathcal{H}}} & =\int_{\Omega} q_{i j} \cdot p_{i j} d x \\
(q, p)_{\tilde{\mathcal{H}}_{1}} & =(q, p)_{\tilde{\mathcal{H}}}+(\operatorname{div}, \operatorname{divp})_{\tilde{H}} .
\end{aligned}
$$

The associated norms are denoted by $\|\cdot\|_{H},\|\cdot\|_{H^{1}},\|\cdot\|_{\mathcal{H}},\|\cdot\|_{\mathcal{H}_{1}},\|\cdot\|_{\tilde{H}},\|\cdot\|_{\tilde{H}_{1}}$, $\|\cdot\|_{\tilde{\mathcal{H}}}$, and $\|\cdot\|_{\tilde{\mathcal{H}}_{1}}$, respectively. Also, for any real normed space $X$, we denote by $X^{\prime}$ the strong dual, by $\|\cdot\|_{X},\|\cdot\|_{X^{\prime}}$ the norms on $X$ and $X^{\prime}$, respectively, and by $\langle,\rangle_{X^{\prime}, X}$ the canonical duality pairing between $X$ and $X^{\prime}$, if in addition, $X$ is a real Hilbert space and $A: X \rightarrow X$ is a continuous symmetric and positively definite linear operator, we denote by $\langle,\rangle_{A, X}$ and $\|\cdot\|_{A, X}$ the energetical product and the energetical norm induced by $A$ on $X$.

Let

$$
\begin{aligned}
H_{\Gamma} & =\left(H^{1 / 2}(\Gamma)\right)^{d}, \tilde{H}_{\Gamma}=\left(\tilde{H}^{1 / 2}(\Gamma)\right)^{d} \\
\text { and } \gamma & : H_{1}(\Gamma)^{d} \rightarrow H_{\Gamma}, \tilde{\gamma}: \tilde{H}^{1}(\Gamma)^{d} \rightarrow \tilde{H}_{\Gamma}
\end{aligned}
$$

be the trace map. We introduce the following closed sub-spaces of $H_{1}$ and $\tilde{H}_{1}$ :

$$
\begin{aligned}
V & =\left\{u \in H_{1}: \gamma u=0 \quad \text { on } \quad \Gamma_{1}\right\} \\
\tilde{V} & =\left\{\theta \in \tilde{H}_{1}: \tilde{\gamma} \theta=0 \quad \text { on } \tilde{\Gamma}_{1}\right\} \\
Q & =\left\{\eta \in H^{1}: \eta=0 \quad \text { on } \quad \Gamma_{1} \cup \Gamma_{2}\right\}
\end{aligned}
$$

We introduce the following notations for the problems $\left(P_{i}\right)$ :

$$
L(t, v)=\left\langle f_{0}(t), v\right\rangle+\left\langle f_{2}(t), \gamma v\right\rangle_{L^{2}\left(\Gamma_{2}\right)}
$$

$U_{a d}$, and $\sum_{a d}(t, v)$. For the problem $P_{1}$, we have

$$
\begin{aligned}
& U_{a d}=V \\
& \sum_{a d}(t, v)=\{\tau \in \mathcal{H} ; \quad\langle\tau, \varepsilon(w)\rangle=L(t, w) ; \quad \forall w \in V\} \\
& \left(\sum_{a d} \text { does not depend on } V\right)
\end{aligned}
$$

For the problem $P_{2}$, we have

$$
\begin{gathered}
U_{a d}=\left\{v \in V ; v_{\nu} \leq 0 \text { on } \Gamma_{3}\right\} \\
\sum_{a d}(t, v)=\{\tau \in \mathcal{H} ; \quad\langle\tau, \varepsilon(w)-\varepsilon(v)\rangle \geq L(t, w-v) ; \quad \forall w \in V\} .
\end{gathered}
$$

In the study of the Problem $\left(\mathbf{P}_{i}\right)$, we consider the following assumptions. The operator $\xi: \mathbb{R}^{d} \times \mathbb{S}_{d} \rightarrow \mathbb{S}_{d}$ satisfies

$$
\left\{\begin{array}{l}
\text { (a) There exists } L_{\xi}>0 \text { such that } \\
\left\|\xi\left(\theta_{1}\right)-\xi\left(\theta_{2}\right)\right\| \leqslant L_{\xi}\left\|\theta_{1}-\theta_{2}\right\| \text { for all } \theta_{1}, \theta_{2} \in \mathbb{R}^{d} \\
\text { (b) } \xi(\theta) \cdot \sigma \cdot \tau=\sigma \cdot \xi(\theta) \cdot \tau, \quad \forall \theta \in \mathbb{R}^{d}, \quad \forall \sigma, \tau \in \mathbb{S}_{d} \\
\text { (c) There exists } \alpha>0 \text { such that } \xi(\theta) \cdot \sigma \cdot \sigma \geqslant \alpha\|\sigma\|^{2}, \\
\forall \theta \in \mathbb{R}^{d}, \forall \sigma \in \mathbb{S}_{d}, \\
\text { (d) } \xi(\theta) \text { is Lebesgue measurable on } \Omega \text {, } \\
\text { (e) There exists } \beta>0 \text { such that }\|\xi(\theta)\| \leq \beta \text {. }
\end{array}\right.
$$

The operator $\mathcal{G}: \mathbb{S}_{d} \times \mathbb{S}_{d} \times \mathbb{R}^{d} \rightarrow \mathbb{S}_{d}$ satisfies

$$
\left\{\begin{array}{l}
\text { (a) There exists } L_{\mathcal{G}}>0 \text { such that }  \tag{16}\\
\left\|\mathcal{G}\left(\sigma_{1}, \varepsilon_{1}, \theta_{1}\right)-\mathcal{G}\left(\sigma_{2}, \varepsilon_{2}, \theta_{2}\right)\right\| \leqslant L_{\mathcal{G}}\left(\left\|\sigma_{1}-\sigma_{2}\right\|+\left\|\varepsilon_{1}-\varepsilon_{2}\right\|+\left\|\theta_{1}-\theta_{2}\right\|\right) \\
\text { for all } \sigma_{1}, \sigma_{2} \in \mathbb{S}_{d}, \quad \varepsilon_{1}, \varepsilon_{2} \in \mathbb{S}_{d}, \quad \theta_{1}, \theta_{2} \in \mathbb{R}^{d}, \\
\text { (b) The mapping } \mathcal{G}(\sigma, \varepsilon, \theta) \text { is Lebesgue measurable on } \Omega,
\end{array}\right.
$$

$K$ is a symmetric and positively definite bounded tensor, i.e., the tensor $K: \Omega \times \mathbb{S}_{d} \rightarrow \mathbb{S}_{d}$ satisfies
$\left\{\begin{array}{l}\text { (a) } K(x) \cdot q \cdot p=q \cdot K(x) \cdot p, \quad \forall q, p \in \mathbb{S}_{d}, \quad \text { a.e in } \Omega, \\ \text { (b) There exists } \lambda>0 \text { such that } K(x) \cdot q \cdot q \geqslant \lambda\|q\|^{2} \\ \text { for all } q \in \mathbb{S}_{d}, \quad \text { a.e in } \Omega, \\ \text { (c) } K_{i j} \in L^{\infty}(\Omega) \text { for all } i, j \in 1,2,3 .\end{array}\right.$
$K^{-1} A$ is a symmetric and positively definite bounded tensor, i.e.,

$$
\left\{\begin{array}{l}
\text { (a) } K^{-1} A(x) \cdot q \cdot p=q \cdot K^{-1} A(x) \cdot p, \quad \forall q, p \in \mathbb{S}_{d}, \quad \text { a.e in } \Omega, \\
\text { (b) There exists } \delta>0 \text { such that } K^{-1} A(x) \cdot q \cdot q \geqslant \delta\|q\|^{2} \\
\text { for all } q \in \mathbb{S}_{d} \text { a.e in } \Omega \text {, }  \tag{18}\\
\text { (c) }\left(K^{-1} A\right)_{i j} \in L^{\infty}(\Omega) \text { for all } i, j \in 1,2,3 .
\end{array}\right.
$$

We also suppose that

$$
\begin{gather*}
f_{0} \in C^{1}(0, T ; H),  \tag{19}\\
r \in L^{2}\left(0, T ; L^{2}(\Omega)\right),  \tag{20}\\
f_{2} \in C^{1}\left(0, T ; H_{\Gamma}^{1}\right),  \tag{21}\\
\chi \in L^{2}\left(\Gamma_{2}\right),  \tag{22}\\
D i v \sigma_{0}+f_{0}(0)=0 \text { in } \Omega,  \tag{23}\\
\sigma_{0} \cdot \nu=f_{0}(0) \text { on } \Gamma_{2},  \tag{24}\\
u_{0} \in H_{1},  \tag{25}\\
\sigma_{0} \in \mathcal{H}_{1},  \tag{26}\\
\theta_{0} \in L^{2}(\Omega) . \tag{27}
\end{gather*}
$$

By using standard arguments, we obtain the following variational formulation of the problem ( 44 -(14)).

### 2.2 Problem $\mathcal{P}_{V}$

Find the displacement field $u:[0, T] \rightarrow \mathbb{R}^{d}$, the stress field $\sigma:[0, T] \rightarrow \mathbb{S}_{d}$, the temperature function $\theta:[0, T] \rightarrow \mathbb{R}$, and the heat flux $q:[0, T] \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{gather*}
u(t)=U_{a d}, \sigma(t) \in \sum_{a d}(t, w(t)), \quad \forall t \in[0, T],  \tag{28}\\
\dot{\sigma}(t)=\xi(\theta(t)) \cdot \varepsilon(\dot{u}(t))+\mathcal{G}(\sigma(t), \varepsilon(u(t)), \theta(t)),  \tag{29}\\
u(0)=u_{0}, \quad \sigma(0)=\sigma_{0},  \tag{30}\\
(K \nabla \theta, \nabla \eta)_{H}+(\dot{\theta}, \eta)_{H}=(r, \eta)+(\chi, \gamma \eta),  \tag{31}\\
\theta(0)=\theta_{0} . \tag{32}
\end{gather*}
$$

We notice that the variational formulation $P V$ is formulated in terms of a displacement field, a stress field, a temperature and heat. The existence of the unique solution of the problem $P V$ is stated and proved in the next section.

## 3 Existence and Uniqueness of a Solution

Now, we propose our existence and uniqueness result.
Theorem 3.1 Assume that ( $(15)-(27)$ ) hold. Then there exists a unique weak solution of the problem ( 28$)-(32)$ ) such that

$$
\begin{align*}
\theta & \in L^{2}(0, T ; Q) \cap C\left(0, T ; L^{2}(\Omega)\right)  \tag{33}\\
u & \in C^{1}\left(0, T ; H_{1}\right)  \tag{34}\\
\sigma & \in C^{1}\left(0, T ; \mathcal{H}_{1}\right) \tag{35}
\end{align*}
$$

The proof of Theorem 3.1 will be carried out in several steps. It is based on parabolic equations and a Cauchy-Lipschitz technique.

In the first step, we consider the following variational problem.

## Problem PV $_{\theta}$

Find a temperature function $\theta:[0, T] \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
(K \nabla \theta, \nabla \eta)_{H}+(\dot{\theta}, \eta)_{H} & =(r, \eta)+(\chi, \gamma \eta)  \tag{36}\\
\theta(0) & =\theta_{0} \tag{37}
\end{align*}
$$

The existence and uniqueness of the functions $\theta$ satisfying (33) can be obtained by using classical results concerning parabolic equations. For the problem $\mathbf{P V}_{\theta}$, we have the following lemma.

Lemma 3.1 $\mathbf{P V}_{\theta}$ has a unique solution satisfying

$$
\begin{equation*}
\theta \in L^{2}(0, T ; Q) \cap C\left(0, T ; L^{2}(\Omega)\right) \tag{38}
\end{equation*}
$$

Proof Applying classical results concerning parabolic equations, we get the existence and uniqueness of the solution of $(\boxed{36})-(\sqrt[37]{ })$ ) with the regularity

$$
\theta \in L^{2}(0, T ; Q) \cap C\left(0, T ; L^{2}(\Omega)\right)
$$

Now, the existence and uniqueness of the solution $(u, \sigma)$ of the mechanical problem with the regularity (34), (35) can be proved by considering $\theta$ as a known function and the existence and uniqueness of the solution of the mechanical problem is proved by reducing the problem under consideration to an ordinary differential one in a Hilbert space.

In the second step, we consider the following variational problem.

## Problem PV $_{\mathbf{u}}$

Find a displacement field $u: \Omega \times[0, T] \rightarrow \mathbb{R}^{d}$, and the stress $\sigma: \Omega \times[0, T] \rightarrow \mathbb{S}_{d}$ such that

$$
\begin{gather*}
u(t)=U_{a d}, \sigma(t) \in \sum_{a d}(t, w(t)), \quad \forall t \in[0, T]  \tag{39}\\
\dot{\sigma}(t)=\xi(\theta(t)) \cdot \varepsilon(\dot{u}(t))+\mathcal{G}(\sigma(t), \varepsilon(u(t)), \theta(t)),  \tag{40}\\
u(0)=u_{0}, \quad \sigma(0)=\sigma_{0} \tag{41}
\end{gather*}
$$

The existence and uniqueness of the functions $(u, \sigma)$ satisfying $(\sqrt[35]{35},(\sqrt[36]{ })$ is given by the following lemma.

Lemma 3.2 $\mathbf{P V}_{\mathbf{u}}$ has a unique solution satisfying

$$
\begin{align*}
u & \in C^{1}\left(0, T ; H_{1}\right)  \tag{42}\\
\sigma & \in C^{1}\left(0, T ; \mathcal{H}_{1}\right) \tag{43}
\end{align*}
$$

Proof. In order to prove Lemma 3.2, we need some preliminaries given by the following lemma, whose proof can be easily obtained.

Lemma 3.3 Let (15), $\theta \in C\left(0, T ; L^{2}(\Omega)\right)$ hold, then for all $t \in[0, T]$, we have

$$
\begin{aligned}
\|\xi(\theta(t)) \cdot \sigma\|_{\mathcal{H}} & \leq \beta\|\sigma\|_{\mathcal{H}}, \\
\langle\xi(\theta(t)) \sigma, \sigma\rangle_{\mathcal{H}} & \geqslant \alpha\|\sigma\|_{\mathcal{H}}, \\
\left\|\xi^{-1}(\theta(t)) \cdot \sigma\right\|_{\mathcal{H}} & \leq \frac{1}{\alpha}\|\sigma\|_{\mathcal{H}}, \\
\left\langle\xi^{-1}(\theta(t)) \sigma, \sigma\right\rangle_{\mathcal{H}} & \geqslant \frac{\alpha}{\beta^{2}}\|\sigma\|_{\mathcal{H}}^{2} .
\end{aligned}
$$

Let now $X=V \times \mathcal{V}$. Using the properties of the trace maps, from (19) and 21), we obtain the existence of the function $\tilde{\sigma} \in W^{1, \infty}(0, T ; \tilde{H})$ such that

$$
\begin{array}{ll}
\tilde{\sigma} \nu(t)=f_{2}(t) & \text { on } \Gamma_{2} \times[0, T], \\
\operatorname{Div} \tilde{\sigma}(t)+f_{0}=0 & \text { in } \Omega \times[0, T]
\end{array}
$$

Let now

$$
\begin{aligned}
& a: \quad[0, T] \times X \times X \\
& F: \quad[0, T] \times X
\end{aligned}
$$

be given by

$$
\begin{align*}
a(t, x, y)= & \langle\xi(\theta(t)) \varepsilon(u), \varepsilon(v)\rangle_{\mathcal{H}}+\left\langle\xi^{-1}(\theta(t)) \sigma, \tau\right\rangle_{\mathcal{H}}  \tag{44}\\
\langle F(t, x), y\rangle_{X}= & \left\langle\xi^{-1}(\theta(t)) \mathcal{G}(\sigma+\tilde{\sigma}(t), \varepsilon(u), \theta(t)), \tau\right\rangle_{\mathcal{H}} \\
& -\langle\mathcal{G}(\sigma+\tilde{\sigma}(t), \varepsilon(u)), \theta(t), \varepsilon(v)\rangle_{\mathcal{H}} \\
& -\langle\dot{\sigma}(t), \varepsilon(v)\rangle_{\mathcal{H}}-\left\langle\xi^{-1}(\theta(t)) \dot{\tilde{\sigma}}(t), \tau\right\rangle_{\mathcal{H}}  \tag{45}\\
\text { for all } x= & (u, \sigma), y=(v, \tau) \in X \text { and } t \in[0, T] .
\end{align*}
$$

Let us now denote

$$
\begin{gather*}
\sigma=\bar{\sigma}+\tilde{\sigma}, x=(u, \bar{\sigma}),  \tag{46}\\
\sigma_{0}=\bar{\sigma}_{0}+\tilde{\sigma}(0), x_{0}=\left(u_{0}, \bar{\sigma}_{0}\right) . \tag{47}
\end{gather*}
$$

We have the following result
Lemma 3.4 The pair $(u, \sigma) \in C^{1}\left(0, T ; H_{1} \times \mathcal{H}_{1}\right)$ is a solution of the problem $P_{u}$ if and only if $x \in C^{1}(0, T ; X)$ is a solution of the problem

$$
\begin{align*}
a(t, \dot{x}(t), y) & =\langle F(t, x), y\rangle_{X}  \tag{48}\\
x(0) & =x_{0}, \tag{49}
\end{align*}
$$

where $X=V \times \mathcal{V}, x=(u, \bar{\sigma})$.
Proof. Using (46), 47), it is easy to see that $(u, \sigma) \in C^{1}\left(0, T ; H_{1} \times \mathcal{H}_{1}\right)$ is a solution of the viscoplastic problem if, and only if $x \in C^{1}(0, T ; X)$ and

$$
\begin{align*}
\dot{\bar{\sigma}} & =\xi(\theta) \cdot \varepsilon(\dot{u})+\mathcal{G}(\bar{\sigma}+\tilde{\sigma}, \varepsilon(u), \theta)-\dot{\tilde{\sigma}},  \tag{50}\\
u(0) & =u_{0}, \quad \bar{\sigma}(0)=\bar{\sigma}_{0} . \tag{51}
\end{align*}
$$

Let us suppose (50)-51) are fulfilled. Using the fact that $\varepsilon(v)$ is the orthogonal complement of $\mathcal{V}$ in $\mathcal{H}$, we have 48).

Conversely, let 48) hold and let

$$
\begin{equation*}
z(t)=\dot{\bar{\sigma}}(t)-\xi(t) \varepsilon(\dot{u})-\mathcal{G}(\bar{\sigma}+\tilde{\sigma}, \varepsilon(u), \theta)-\dot{\tilde{\sigma}} \tag{52}
\end{equation*}
$$

Taking $y=(v, 0) \in X$ in 57) and using the orthogonality of $\varepsilon(v)$ and $v$, we get

$$
\begin{equation*}
\langle z(t), \boldsymbol{\varepsilon}(v)\rangle_{\mathcal{H}}=0 . \tag{53}
\end{equation*}
$$

Now, we take $y=(0, \tau) \in X$ in (48) and using the orthogonality of $\varepsilon(v)$ and $v$, we get

$$
\begin{equation*}
\left\langle\xi^{-1}(\theta(t)) z(t), \tau\right\rangle_{\mathcal{H}}=0 . \tag{54}
\end{equation*}
$$

Due to the orthogonality of $\varepsilon(v)$ in $\mathcal{H}$ to $v$, from (53), we get $z(t) \in V$, thus we may put $\tau=z(t)$ in (54), and thus from (39), we deduce $z(t)=0$. Hence, we proved that (50) is equivalent to (49).

The following lemma can be easily obtained.
Lemma 3.5 For every $x \in X$ and $t \in[0, T]$, there exists a unique element $z \in X$ such that

$$
\begin{equation*}
a(t, z, y)=\langle F(t, x), y\rangle_{X} \tag{55}
\end{equation*}
$$

where $X=V \times \mathcal{V}, x=(u, \bar{\sigma})$.
Proof. Let $x \in X$ and $t \in[0, T]$, using the properties of $\xi, \xi^{-1}$ and Korn's equality, we get that $a(t, .,$.$) is bilinear continuous and coercive, hence the existence and uniqueness$ of $z$ which satisfies (55) following from Lax-Miligram's Lemma.

The previous lemma allows us to consider the operator

$$
A:[0, T] \times X \quad \rightarrow \quad X
$$

defined as $A(t, x)=z$, moreover, we have the following result.
Lemma 3.6 The operator $A$ is continuous and there exists $C>0$ such that

$$
\begin{equation*}
\left|A\left(t, x_{1}\right)-A\left(t, x_{2}\right)\right|_{X} \leq C\left|x_{1}-x_{2}\right|_{X}, \forall x_{1}, x_{2} \in X \tag{56}
\end{equation*}
$$

Proof. Let us consider $t_{1}, t_{2} \in[0, T] ; \quad x_{i}=\left(u_{i}, \sigma_{i}\right) \in X$ and let $z_{i}=\left(w_{i}, \tau_{i}\right) \in X$ be defined by $z_{i}=A\left(t_{i}, x_{i}\right)$.

Using (55), we have

$$
\begin{equation*}
a\left(t_{1}, z_{1}, z_{1}-z_{2}\right)-a\left(t_{2}, z_{2}, z_{1}-z_{2}\right)=\left\langle F\left(t_{1}, z_{1}\right)-F\left(t_{2}, z_{2}\right), z_{1}-z_{2}\right\rangle_{X}, \tag{57}
\end{equation*}
$$

and from (39) and Korn's inequality, we get

$$
\begin{align*}
& a\left(t_{1}, z_{1}, z_{1-} z_{2}\right) \quad-a\left(t_{2}, z_{2}, z_{1-} z_{2}\right) \\
& \geqslant C\left\|z_{1-} z_{2}\right\|_{X}^{2}-\left\|\left[\xi\left(\theta\left(t_{1}\right)\right)-\xi\left(\theta\left(t_{2}\right)\right)\right] \varepsilon\left(w_{2}\right)\right\|_{H}\left\|z_{1-} z_{2}\right\|_{X} \\
&-\left\|\left[\xi^{-1}\left(\theta\left(t_{1}\right)\right)-\xi^{-1}\left(\theta\left(t_{2}\right)\right)\right] \tau_{2}\right\|_{H}\left\|z_{1-} z_{2}\right\|_{X} \tag{58}
\end{align*}
$$

In a similar way, from (36), (37), we get

$$
\begin{align*}
\left\langle F\left(t_{1}, x_{1}\right) \quad-\right. & F\left(t_{2},\right. \\
\leq & \left.\left.x_{2}\right), z_{1-} z_{2}\right\rangle_{X} \\
\leq & C\left(\left\|x_{1-} x_{2}\right\|_{X}+\left\|\tilde{\sigma}\left(t_{1}\right)-\tilde{\sigma}\left(t_{2}\right)\right\|_{H}\right. \\
& +\left\|\tilde{\sigma}\left(t_{1}\right)-\tilde{\sigma}\left(t_{2}\right)\right\|_{H}+\left\|\theta\left(t_{1}\right)-\theta\left(t_{2}\right)\right\|_{L^{2}(\Omega)} \\
& +\left\|\left[\xi^{-1}\left(\theta\left(t_{1}\right)\right)-\xi^{-1}\left(\theta\left(t_{2}\right)\right)\right]\right\|_{H} F\left(\sigma_{2}+\tilde{\sigma}(t), \varepsilon(u), \theta\left(t_{2}\right)\right)  \tag{59}\\
& \left.+\left\|\left[\xi^{-1}\left(\theta\left(t_{1}\right)\right)-\xi^{-1}\left(\theta\left(t_{2}\right)\right)\right] \sigma\left(t_{2}\right)\right\|_{H}\right) \cdot\left\|z_{1-} z_{2}\right\|_{X} .
\end{align*}
$$

So, from 57-58, it results

$$
\begin{align*}
\left\|z_{1}-z_{2}\right\|_{X} & \\
\leq & \mathcal{C}\left(\left\|\left[\xi\left(\theta\left(t_{1}\right)\right)-\xi\left(\theta\left(t_{2}\right)\right)\right] \varepsilon\left(w_{2}\right)\right\|_{H}\right. \\
& +\left\|\left[\xi^{-1}\left(\theta\left(t_{1}\right)\right)-\xi^{-1}\left(\theta\left(t_{2}\right)\right)\right] \tau_{2}\right\|_{H} \\
& +\left\|x_{1-} x_{2}\right\|_{X}+\left\|\tilde{\sigma}\left(t_{1}\right)-\tilde{\sigma}\left(t_{2}\right)\right\|_{H}+\left\|\theta\left(t_{1}\right)-\theta\left(t_{2}\right)\right\|_{L^{2}(\Omega)} \\
& +\left\|\left[\xi^{-1}\left(\theta\left(t_{1}\right)\right)-\xi^{-1}\left(\theta\left(t_{2}\right)\right)\right]\right\|_{H} F\left(\sigma_{2}+\tilde{\sigma}(t), \varepsilon(u), \theta\left(t_{2}\right)\right) \\
& \left.+\left\|\left[\xi^{-1}\left(\theta\left(t_{1}\right)\right)-\xi^{-1}\left(\theta\left(t_{2}\right)\right)\right] \sigma\left(t_{2}\right)\right\|_{H}\right) \cdot\left\|z_{1-} z_{2}\right\|_{X} . \tag{60}
\end{align*}
$$

Using the properties of $\xi, \xi^{-1}$ and the regularity of $\tilde{\sigma}$, $u$, from 60), we get $z_{1} \longrightarrow z_{2}$ in $X$ when $t_{1} \longrightarrow t_{2}$ in $[0, t]$, and $x_{1} \longrightarrow x_{2}$ in $X$. Hence $A$ is a continuous operator, moreover, taking $t_{1}=t_{2}$ in (60), we get (56).

Now, we have all the ingredients needed to prove Theorem 3.1.
Proof of Theorem 3.1 Using the hypothesis on $u_{0}, \sigma_{0}$, we get that $x_{0} \in X$, and by Lemma 3.5 and the classical Cauchy-Lipschitz theorem, we get that there exists a unique solution $x \in C^{1}(0, T ; X)$ of the Cauchy problem

$$
\begin{aligned}
\dot{x}(t) & =A(t, x(t)), \\
x(0) & =x_{0} .
\end{aligned}
$$

Theorem 3.1 follows now from the definition of the operator $A$, and Lemma 3.3 .

## 4 The Continuous Dependence with respect to Parameter $\theta$ and Numerical Examples

In this section, we prove the continuous dependence of the solution $(u, \sigma)$ upon the data $\theta$. Moreover, we give two one-dimensional examples to illustrate the results.

### 4.1 The continuous dependence of the solution with respect parameter $\theta$

We consider the case when $\xi$ in (4) does not depend on $\theta$ and we replace (4) by $\xi$ which is a symmetric and positively definite tensor.
We have the following result.
Theorem 4.1 Let $\xi$ be a symmetric and positively definite tensor, (15), 18), 20)(24) hold, and let $\left(u_{i}, \sigma_{i}\right)$ be the solutions of the problem (28)-32) for $\theta=\theta_{i}, i=1,2$. Then there exists $C>0$ such that

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{C^{1}\left(0, T ; H_{1}\right)}+\left\|\sigma_{1}-\sigma_{2}\right\|_{C^{1}\left(0, T ; \mathcal{H}_{1}\right)} \leq C\left\|\theta_{1}-\theta_{2}\right\|_{C^{0}(0, T ; Y)} \tag{61}
\end{equation*}
$$

Proof. Let $\tilde{\sigma}$ be a function which satisfies

$$
\begin{gather*}
\tilde{\sigma} \cdot \nu=f_{2} \\
D i v \tilde{\sigma}+f_{0}=0 \\
\bar{\sigma}_{i}=\sigma_{i}-\tilde{\sigma}, \quad x_{i}=\left(u_{i}, \sigma_{i}\right), \quad i=1,2 \tag{62}
\end{gather*}
$$

From Theorem 3.1, we have

$$
\begin{gather*}
\dot{x_{i}}(t)=A_{i}\left(t, x_{i}(t)\right),  \tag{63}\\
x_{i}(0)=x_{0}, \tag{64}
\end{gather*}
$$

where $x_{0}$ is given by $x_{0}=\left(u_{0}, \sigma_{0}\right)$ and the operators $A_{i}$ are defined by Lemma 3.6 with replacing $\theta$ by $\theta_{i}$ in (44). In a similar way as in (60), we obtain

$$
\begin{equation*}
\left\|A\left(t, x_{1}(t)\right)-A\left(t, x_{2}(t)\right)\right\|_{X} \leq C\left(\left\|x_{1}(t)-x_{2}(t)\right\|_{X}+\left\|\theta_{1}(t)-\theta_{2}(t)\right\|_{Y}\right) \tag{65}
\end{equation*}
$$

for all $t \in[0, T]$, hence from (63) and (64), using a standard technique, we get

$$
\begin{gather*}
\left(\left\|x_{1}(t)-x_{2}(t)\right\|_{X}\right) \leq C \int_{0}^{t}\left\|\theta_{1}(s)-\theta_{2}(s)\right\|_{X} d s  \tag{66}\\
\left(\left\|\dot{x_{1}}(t)-\dot{x_{2}}(t)\right\|_{X}\right) \leq C\left(\left\|x_{1}(t)-x_{2}(t)\right\|_{X}+\left\|\theta_{1}(t)-\theta_{2}(t)\right\|_{Y}\right) \tag{67}
\end{gather*}
$$

for all $t \in[0, T]$. Theorem 4.1 follows now from (62), (66) and (67).

### 4.2 One-dimensional Examples

In this section, we give two one-dimensional examples to illustrate the main results.

## One-dimensional model

We consider a thermoviscoplastic body $\Omega=] 0,1[$ whose boundary is divided in three parts $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$. We suppose that the body is fixed at $x=0$ and is subject to the action of a body force of density $f_{0}(x, t)=10$. On the part $\Gamma_{2}$, known tractions act on the body. We suppose then the volume heat $r=0$ and the thermal boundary conditions are

$$
\theta(0, t)=\theta_{0}, \quad \theta(1, t)=a
$$

where $\theta_{0}$ and $a$ are given.
We also use a thermoviscoplastic law, i.e.,

$$
\begin{equation*}
\dot{\sigma}=E(\theta) \dot{\varepsilon}-\sigma+E(\theta) \varepsilon \tag{68}
\end{equation*}
$$

Here $\varepsilon=\frac{\partial u}{\partial x}, \quad \dot{\varepsilon}=\frac{\partial \varepsilon}{\partial t}, \dot{\sigma}=\frac{\partial \sigma}{\partial t}$ and $E(\theta) \dot{\varepsilon}$ is the modulus of elasticity. For this consideration, we have the following.

Example 1. Let us consider a thermoviscoplastic problem of the form $\sqrt{44}-15)$ in the following context:
$\Omega=] 0,1\left[, \Gamma_{1}=\{0\}, \Gamma_{2}=\{1\}, \Gamma_{3}=\emptyset, f_{0}(x, t)=10, u(x, 0)=0, u(0, t)=0\right.$ and $\sigma(1, t)=0, \sigma(x, 0)=10-10 x, r=0$.

In this case, the problem is the classical displacement-traction formulated as follows. Find a displacement field $u: \Omega \times(0, T) \rightarrow \mathbb{R}^{d}$, a stress field $\sigma: \Omega \times(0, T) \rightarrow \mathbb{S}_{d}$, a
temperature $\theta: \Omega \rightarrow \mathbb{R}$, and the heat flux function $q: \Omega \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{gather*}
\frac{\partial q}{\partial x}(x, t)=0,  \tag{69}\\
q=\frac{\partial \theta}{\partial x},  \tag{70}\\
\theta(0, T)=\theta_{0},  \tag{71}\\
\theta(1, T)=a,  \tag{72}\\
\frac{\partial \sigma}{\partial x}(x, t)+10=0,  \tag{73}\\
\dot{\sigma}=E(\theta) \dot{\varepsilon}(u(x, t))-\sigma(x, t)+E(\theta) \varepsilon(u(x, t)),  \tag{74}\\
u(0, t)=0  \tag{75}\\
u(x, 0)=0,  \tag{76}\\
\sigma(1, t)=0,  \tag{77}\\
\sigma(x, 0)=10-10 x \tag{78}
\end{gather*}
$$

where $u, \sigma, \theta$, and $q$ are unknowns.
Example 2. In this case, we suppose that the body is in frictionless contact with a rigid foundation. Then problem (4)-(15) is the following Signorini contact problem:

$$
\begin{gather*}
\frac{\partial q}{\partial x}(x, t)=0  \tag{79}\\
q=\frac{\partial \theta}{\partial x},  \tag{80}\\
\theta(0, T)=\theta_{0}  \tag{81}\\
\theta(1, T)=a  \tag{82}\\
\frac{\partial \sigma}{\partial x}(x, t)+10=0  \tag{83}\\
\dot{\sigma}=E(\theta) \dot{\varepsilon}(u(x, t))-\sigma(x, t)+E(\theta) \varepsilon(u(x, t)),  \tag{84}\\
u(0, t)=0  \tag{85}\\
u(x, 0)=0  \tag{86}\\
\sigma(x, 0)=10-10 x,  \tag{87}\\
u(1, t) \leq \frac{1}{4}, \sigma(1, t) \leq 0, \sigma(1, t)\left(u(1, t)-\frac{1}{4}\right)=0 \tag{88}
\end{gather*}
$$

where $u, \sigma, \theta$, and $q$ are unknowns.
In Section 2, we considered the Signorini contact problem with a zero gap. The results there can be extended straightforward to the situation with a nonzero initial gap $g$, here $g=\frac{1}{4}$.

Now, we present the exact solution for the example below. For the thermal problem, we can easily find the solution $(\theta, q)$. For the isotherm mechanical problem, we have the following.

For Example 1: From the equilibrium equation, we have

$$
\begin{equation*}
\sigma(x, t)=-10 x+k(t) \tag{89}
\end{equation*}
$$

Substituting for the equation law and boundary conditions, we have

$$
\begin{equation*}
\varepsilon(x, t)=C(t) e^{-t}+\frac{\sigma(x, t)}{E(\theta)} \tag{90}
\end{equation*}
$$

Using the initial conditions, we obtain

$$
\begin{gather*}
\varepsilon(u(x, t))=\left(\frac{10}{E(\theta)} x-\frac{10}{E(\theta)}\right) e^{-t}+\frac{-10 x+k(t)}{E(\theta)}  \tag{91}\\
u(x, t)=\left(\frac{5}{E(\theta)} x-\frac{10}{E(\theta)}\right) e^{-t}+\frac{-5 x^{2}+k(t) x}{E(\theta)} \tag{92}
\end{gather*}
$$

Using the boundary conditions of $\sigma$, we have $k(t)=10$, the exact solution of the displacement traction problem is

$$
\begin{gather*}
\sigma(x, t)=-10 x+10  \tag{93}\\
u(x, t)=\frac{10}{E(\theta)}\left(\frac{x^{2}}{2}-x\right)\left(e^{-t}-1\right) \tag{94}
\end{gather*}
$$

For Example 2: Using the same technique as Example 1, we have

$$
\begin{gather*}
\sigma(x, t)=-10 x+k(t)  \tag{95}\\
u(x, t)=\left(\frac{5 x^{2}}{E(\theta)}-\frac{10}{E(\theta)}\right) e^{-t}+\frac{-5 x^{2}+k(t) x}{E(\theta)} . \tag{96}
\end{gather*}
$$

At $x=1$, the body is in contact with the foundation, then $u(1, t) \leq \frac{1}{4}$.

- When $u(1, t)=\frac{1}{4}$, there is a contact, then we obtain

$$
k(t)=\frac{5}{2}\left[\frac{E(\theta)}{10}+2+2 e^{-t}\right]
$$

and $\sigma(1, t)<0$ gives $k(t)<10$ and $t>\log \left[\frac{20}{20-E(\theta)}\right]$.
The exact solution of the Signorini problem is as follows.

- In the case when $t \in\left[0 ; \log \left(\frac{20}{20-E(\theta)}\right)\right]$,
there is no contact, we have $\sigma(1, t)=0$, then $k(t)=10$.
The solution is

$$
\left\{\begin{array}{l}
\sigma(x, t)=-10 x+10  \tag{97}\\
u(x, t)=\frac{10}{E(\theta)}\left(\frac{x^{2}}{2}-x\right)\left(e^{-t}-1\right)
\end{array}\right.
$$

- In the case when $t>\log \left(\frac{20}{20-E(\theta)}\right)$,
there is a contact and we have $u(1, t)=\frac{1}{4}, \sigma(1, t)<0$.
The solution is

$$
\left\{\begin{array}{l}
\sigma(x, t)=-10 x-\frac{5}{2}\left(\frac{E(\theta)}{10}+2+2 e^{-t}\right)  \tag{98}\\
u(x, t)=\frac{10}{E(\theta)}\left[\frac{x^{2}}{2}\left(e^{-t}-1\right)+\frac{1}{4}\left(-2 e^{-t}+E(\theta)+2\right)\right]
\end{array}\right.
$$

Remark. From these two one-dimensional examples, we deduce that the solution $(u, \sigma)$ is dependent on $E(\theta)$.

## 5 Conclusion

This study addresses two uncoupled quasistatic problems in thermo-viscoplastic materials. A model is proposed where the mechanical properties of the problem are dependent on a parameter $\theta$, which can be interpreted as the absolute temperature. The boundary conditions include displacement traction and the Signorini conditions. The existence of a unique solution to the problems is proven, and two examples in one-dimensional study are presented to describe the problem processes.
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#### Abstract

Full or partial shading conditions have a significant impact on power generation capacity and can lead to losses. It is necessary to get the maximum power that they can generate by reducing energy losses as much as possible; the power-voltage characteristic curve of PVG under the PSC (Partial Shading Condition) leads to multips power peak, the GMPP (Global Maximum Power Point) represents the peak with the higest value, the others are called LMPPs (Local Maximum Power Points). To extract the maximum power from a set of PV panels, an electronic controller (DCDC converter) is incorporated between the PVG and the load, its main role is the continuous monitoring at all times of the point of MPP. This paper proposes a bio-inspired metaheuristic algorithm named the Remora Optimization Algorithm (ROA), used to get the GMPP of the PV panel under the PSC. In this paper, to show the feasibility of the ROA, we propose two configurations, first, we have five PV panels connected in series as a source and resistance as a load, this configuration will be tested under three scenarios (without shading, under weak or strong shading), second, we will replace DC load by AC load (pumping system), this configuration will be tested under strong partial shading.
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## 1 Introduction

The continuously increasing power demand is met by both the conventional and renewable electric power generation sources [1]. Solar energy is the most abundant source of energy among renewable energies. Photovoltaic electricity comes from the direct transformation of part of the solar radiation into electrical energy. This energy conversion takes place through the so-called photovoltaic (PV) cell based on a physical phenomenon called the photovoltaic effect which consists of producing an electromotive force when the surface of this cell is exposed to light. The power delivered by a PVG strongly depends on the level of sunshine, the temperature of the cells, the shade and also the nature of the load supplied. The power characteristic curve of the PVG has a maximum power point (MPP) corresponding to a certain operating point of coordinates, VMPP for the voltage and IMPP for the current. Since the position of the MPP depends on the level of sunshine and the temperature of the cells, it is never constant over time. An MPPT (Maximum Power Point Tracker) converter must therefore be used to track these changes. Under the partial shading condition, several maximums appear in this P-V curve, a global maximum (GMPP) and one or more local maximum values (LMPPs). An MPPT converter (Boost converter) is a power conversion system equipped with an appropriate control algorithm to extract the maximum power that the PVG can provide.

The main disadvantage of the classical techniques, for example, the hill climbing algorithm, is that it remains trapped in the first local optimum encountered. Methods of this type do not present any form of diversification. An improvement of this algorithm consists in restarting several times, when a local optimum is found, from a new randomly generated solution. The classical technique P\&O (Perturb and Observe) as the second example can not differentiate between these points and fail in tracking the global maximum point (GMPPT). Several researchers are currently working on bio-inspired techniques that belong to a group of soft computing techniques known as meta-heuristic algorithms for the best operation of the MPPT technique [2], [3], namely PSO (Particle Swarm Optimization), ACO (Ant Colony Optimization), ABC (Artificial Bee Colony), etc. The main objective of this paper is to propose one of very promising meta-heuristics named Remora, this technique is used to get this point (GMPPT) to show the effectiveness of the proposed method, and as cited bellow, the power delivered by a photovoltaic generator (PVG) strongly depends on the shade and also the nature of the load supplied. For this reason, this paper proposes five PV panels connected to DC load under three scenarios of Partial Shading Conditions (without shading, weak or strong shading). Then we will replace resistance (DC load) by a pumping system (AC load) by using the ROA with just one strong shading scenario.

## 2 MPPT Based on Remora Algorithm

### 2.1 Remora optimization principle

The ROA was recently proposed by Heming Jia et al. [4] in 2021. This algorithm is inspired by the intelligent behavior of the remora and random host replacement of the remora, see Figure 1.

The remora is a fish that lives in warm waters. It is also known as a suckerfish (whalesucker, sharp-sucker and disc fish) because it gets into the habit of sticking itself using a natural suction cup to the skin of sharks in particular (as shown in Figure 1 a)). The remora feeds on the parasites and bacteria found there (as shown in Figure 1 b)). The
sharks are thus preserved from various skin infections (their body is kept clean and safe from parasites - a service for which they are even ready to defend their remoras against predators). According to its behavior, the remora will follow algorithms for two hosts, the humpback whale and swordfish:

- The whale optimization algorithm (WOA),
- The swordfish optimization algorithm (SFA).


Figure 1: a) The individual remora, b) Remora parasitizes on different hosts, c) The different states of the remora [4].

### 2.1.1 Initialization

In the proposed ROA, it is assumed that the candidate solution is the remora. Initialize the population location and memory location $\mathrm{X}_{\text {pre }}$, initialize the optimal solution $\mathrm{X}_{\text {best }}$ and corresponding optimal fitness $f\left(\mathrm{X}_{\text {best }}\right)$.

### 2.1.2 Free travel (Exploration)

## - SFO Strategy.

The remora is stuck to the sworfish, the formula of its location update was improved and got the following equation:

$$
\begin{equation*}
X(t+1)=X_{\text {best }}(t)+\operatorname{rand} \cdot\left(\frac{X_{\text {best }}+X_{\text {rand }}}{2}\right)-X_{\text {rand }} . \tag{1}
\end{equation*}
$$

- Experience attack.

To know whether it is necessary to change the host or not, the remora must continuously take small steps around the host, this behavior is modeled by the following equation:

$$
\begin{equation*}
X_{a t t}=X_{i}(t)+\operatorname{randn} \cdot\left(X_{i}(t)-X_{p r e}\right), \tag{2}
\end{equation*}
$$

$\mathrm{X}_{\text {pre }}$ represents the previous position, $\mathrm{X}_{a t t}$ represents the tentative position. If the cost function value obtained by the attempted solution is smaller than the current solution

$$
\begin{equation*}
f\left(X_{i}(t)\right)>f\left(X_{a t t}(t)\right), \tag{3}
\end{equation*}
$$

the remora then chooses a different feeding method for local optimization shown in the next section. However, if it is not the case, see Eq. (4), the remora returns back to the host selection,

$$
\begin{equation*}
f\left(X_{i}(t)\right)<f\left(X_{a t t}(t)\right) \tag{4}
\end{equation*}
$$

### 2.1.3 Eat thoughtfully (Exploitation)

- WOA Strategy.

To update the remora position in the reseach space for the WOA strategy, we use the following equations:

$$
\begin{gather*}
X_{i}(t+1)=D * \exp (\alpha) * \cos (2 \pi \alpha)+X_{i}(t) .  \tag{5}\\
D=\left|X_{\text {best }}(t)-X(i)\right|,  \tag{6}\\
b=-\left(\frac{1+\text { Current }_{\text {iteration }}}{\text { Max }_{T}}\right),  \tag{7}\\
\alpha=\operatorname{rand}^{*}(b-1)+1, \tag{8}
\end{gather*}
$$

D represents the distance between the best candidate and the remora, $\alpha$ is a random number in $[-1,1]$, and $b$ is a linear decrease from ( -1 to -2 ).

## - Host Feeding.

The solution space can be minimized to the position space of the host. The movement of the remora on or around the host can be considered as small steps, which can be presented mathematically as follows:

$$
\begin{gather*}
X_{i}(t)=X_{i}(t)+A,  \tag{9}\\
A=B *\left(X_{i}(t)-C * X_{b e s t},\right.  \tag{10}\\
B=2 * V * \text { rand }-V,  \tag{11}\\
V=2 *\left(1-\frac{1}{M a x_{i t}}\right) . \tag{12}
\end{gather*}
$$

### 2.2 Module

### 2.2.1 Proposed structure

The power chain of a PVG, where the load (a resistance or pumping system) is supplied by a generator through a static converter controlled by an MPPT, can be represented as shown in Figure 2. The MPPT command varies the duty cycle of the converter so that the power supplied by the PVG is the $\mathrm{P}_{\text {MAX }}$ available at its terminals. The MPPT algorithm can be more or less complicated to find the PPM, but in general, it is based on the variation of the duty cycle of the static converter until it is placed on the PPM. When we design a photovoltaic installation, we must ensure the electrical protection of this installation in order to increase its lifespan, in particular by avoiding destructive breakdowns linked to the association of the cells and their operation in the shading event. For this, two types of protection are conventionally used in current installations: protection in the case of the parallel connection of PV modules to avoid negative currents in the PVG (anti-return diode) and protection during the series connection of PV modules to avoid losing the entire chain (bypass diode) and avoid hot spots.

In this work, we propose, on one hand, DC load as a resistance and five panels as a source, this configuration is tested under three patterns, the first under zero shading $\left(1000 \mathrm{~W} / \mathrm{m}^{2}\right)$, the second under weak partial shading ( $1000-1000-500-1000-1000 \mathrm{~W} / \mathrm{m}^{2}$ ) and the third under strong shading ( $400-1000-200-800-1000 \mathrm{~W} / \mathrm{m}^{2}$ ).

On the other hand, we replace DC load by AC load. In this work, the pumping system (AC load) is containing the induction motor related to the centrifugal pump,


Figure 2: Proposed System with Boost Converter DC/DC.
the inverter (as shown in Figure 2) is controlled by direct torque control, this system is related to the battery. The excellent dynamic torque-control capabilities of traditional DTC are well-known in the literature for the permanent magnet synchronous motors, induction motor and for other motor types as well 5. The first application of DTC to the asynchronous machine appeared in 1985 and was proposed by Takahachi and Depenbrock [6], [7]. The stator flux vector can be estimated using the measured current and voltage vectors $8,9,10]$. We calculate the current and voltage in the axes $[\alpha, \beta]$ by using the Concordia transformation, for more details about this type of control, see [8, 9 . To get the needed value of DC voltage to feed the induction motor ( 514 V ), we use in this case twelve panels in series, these systems are tested under the PSC with strong shading (the first three panels under $900 \mathrm{~W} / \mathrm{m}^{2}$, the second three panels under $500 \mathrm{~W} / \mathrm{m}^{2}$, the third three panels under $200 \mathrm{~W} / \mathrm{m}^{2}$ and the fourth three panels are without shading).

### 2.2.2 Proposed ROA-MPPT

The maximum power point tracking by the ROA method is used to get the optimum power, the input of MPPT block is represented by the power ( $\mathrm{Vpv}^{*} \mathrm{Ipv}$ ) and the output by the duty cycle of DC-DC converter. Figure 3 represents the flowchart of the ROA used in this work with the initial position $0.1,0.3,0.5,0.7,0.9$, the population number 50 and the maximum number of iterations 300 .

## 3 Digital Simulation

The pumping system is built using MATLAB/SIMULINK. In this simulation, the induction machine parameters and PV panel parameters are listed in Tables of Reference [11.

## 4 Discussion of Results

In the first part, Figure 4 represents the Duty Cycle and PV Power responses (of the output of the DC-DC converter connected to the resistance load). It can be noticed


Figure 3: Flowchart of ROA.


Figure 4: Duty Cycle and PV power responses using PV connected to the resistance load and based on the MPPT-ROA method under three scenarios of PSC(First: Without Shading, Second: Weak Shading, Third: Strong Shading).


Figure 5: Current, Flow of water, Flux, Torque and Rotor Speed responses of a hybrid (PV-battery-IM-Pump) system based on the Remora method under the PSC.
that the proposed algorithm converges to the GMPP in three scenarios as shown in the same figure, the ROA (with 997.8 W ) converges to GMMP1 (1003W), the ROA (with 792.8 W ) converges to GMMP2 ( 797.7 W ) and the ROA (with 519 W ) converges to GMMP3 (522.8W).

In the second part, the pumping system is simulated with a constant load torque ( $10 \mathrm{~N} . \mathrm{m}$ ) applied between 0.3 sec and 0.7 sec under strong shading as cited above (at the end of the third paragraph of the proposed structure), and a simulation was run in a closed loop as shown in Figure 5, where it can be observed that the DC voltage, flux and rotor speed track their references $\left(\mathrm{Vdc}^{*}=514 \mathrm{~V}\right.$, Flux $\left.*=1.1 \mathrm{~Wb}, \mathrm{w}^{*}=125 \mathrm{rad} / \mathrm{sec}\right)$.

## 5 Conclusion

This paper has proposed the ROA to get MPPT under the partial shading condition, according to the results, the proposed method offers a better performance with both DC load and AC load and it can get nearly the GMPP of the proposed configuration cases, under the PSC or without shading regardless of the location of the global MPP.
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#### Abstract

The Islamic Hospital (RSI) Jemursari and RSI A. Yani always attempts to achieve an optimal community health status by health maintenance, health improvement (promotive), disease prevention (preventive), healing (curative) and recovery (rehabilitative) approaches in a comprehensive, integrated, and sustainable way. Specialists in prosthetics and orthotics, as the health professionals who are members of the medical rehabilitation team unit in Indonesia, are responsible for carrying out medical rehabilitation activities. The goal of the medical rehabilitation is to achieve its maximum functional competence and to prevent recurrent attacks. For this, a biomedical technology, that is, an assistive finger-arm robot, is required to help the recovery. The assistive finger-arm robot is one solution to assist the recovery process of paresis patients, specifically for finger movement. One of the research and development efforts on the assistive finger-arm robot is finger motion estimation. Several reliable motion estimation methods frequently used are the Unscented Kalman Filter (UKF) and Ensemble Kalman Filter (EnKF) methods, which are very reliable for either forward and inverse kinematic models or nonlinear models. Therefore, both methods were used in this study. Before the estimation was carried out, we started with modeling the inverse kinematics of the finger-arm robot as a platform for emulating the real movement of the fingers, to be specific, the third finger only. In this case, the third finger size was taken from the Surabaya citizens from Indonesia. The simulation results show that both methods had a fairly small error of about $2.5 \%$ $-4.23 \%$.
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## 1 Introduction

University of Nahdlatul Ulama Surabaya (UNUSA) is under the Surabaya Islamic Hospital (RSI) Foundation running the Jemursari Islamic Hospital and the Wonokromo Islamic Hospital. To support RSI Jemursari and RSI A. Yani in Wonokromo in an effort to achieve optimal community health status by applying health maintenance, health improvement (promotive), disease prevention (preventive), healing (curative) and recovery (rehabilitative) approaches in a comprehensive, integrated, and sustainable way, it attempts to develop any relevant and effective devices 1 .

Specialists in prosthetics and orthotics as professionals who are members of the medical rehabilitation team unit in Indonesia are responsible for carrying out medical rehabilitation activities [1]. The rehabilitation program is a form of integrated health services with medical, psychosocial, educational vocational approach aiming to achieve its maximum function and to prevent repeated attacks. This rehabilitation program provides services using a multidisciplinary approach involving neurologists, medical rehabilitation doctors, nurses, physiotherapists, occupational therapists, medical social workers, psychologists as well as clients and families. One of the medical rehabilitation activities is the recovery of paresis sufferers. Paresis is a condition characterized by weakness of body movement, or partial loss of body movement or movement disorders. Among them is weakness in the fingers of post-stroke patients. For that, we need a biomedical technology to help recovery after stroke 2 .

One of such technologies is robotic finger-arm assistance [3]. An assistive finger-arm robot is one solution to assist the recovery process of paresis patients, especially the movement of the fingers. One of such efforts to develop the assistive finger-arm robot is estimation of finger motion [2]. Several reliable estimation methods frequently used are the Ensemble Kalman Filter (UKF) and Ensemble Kalman Filter (EnKF) methods, which are very reliable for either forward and inverse kinematic models or nonlinear models. In its application, prior to estimation, we start with modeling the inverse kinematics of the finger-arm robot as a platform for mimicing the real movement of the fingers, to be more specific, the third finger. In this case, for this study, the third finger size is taken from the citizens of Surabaya, Indonesia. The UKF and EnKF methods are also frequently used to estimate the motion and position of submarines $4-6]$ and surface ships [7,8]. But the object of this study is finger motion estimation.

## 2 Finger Arm Motion Modelling

Specifically, the aim of the study in this paper was to estimate the motion of the fingers, especially the third finger of the left hand, using the EnKF and UKF methods by comparing the accuracy rates of these two motion estimation methods.

Here is the analysis of the finger-arm robot with 3 joints.
Figure 1 shows the 3 -joint arm robot using the x and y coordinates in its working area. Just like the 2 -joint arm robot, the 3 -joint arm robot uses forward kinematics as an equation analysis (9].

The angle $\Psi$ is the angle of the direction of the third part toward the $X$-axis, as in equation (1),

$$
\begin{equation*}
\Psi=\left(\theta_{1}+\theta_{2}+\theta_{3}\right) \tag{1}
\end{equation*}
$$

Figure 2 is used to find the equation for the projections of link 1 , link 2 and link 3 about the x -axis and y-axis, the projections can be analyzed and combined into an


Figure 1: Configuration of the Finger-Arm Robot with 3 Joints.
equation.
For inverse kinematics, if the coordinates of $P\left(X_{T}, Y_{T}\right.$ and $P(x, y)$ are known, then the angles $\theta_{1}, \theta_{2}$ and $\Psi$ are as follows:

$$
\begin{gather*}
\theta_{2}=\cos ^{-1}\left(\frac{x^{2}+y^{2}-l_{1}^{2}-l_{2}^{2}}{2 l_{1} l_{2}}\right) \\
\theta_{1}=\tan ^{-1}\left(\frac{y\left(l_{1}+l_{2} \cos \theta_{2}\right)-x l_{2} \sin \theta_{2}}{x\left(l_{1}+l_{2} \cos \theta_{2}\right)+y l_{2} \sin \theta_{2}}\right)  \tag{2}\\
=\theta_{1}+\theta_{2}+\theta_{3}  \tag{3}\\
=\sin ^{-1}\left(\frac{l_{1}\left(\cos \theta_{1}-\sin \theta_{1}\right)+l_{2}\left(\cos \left(\theta_{1}+\theta_{2}\right)-\sin \left(\theta_{1}+\theta_{2}\right)\right)}{2 l_{3}}\right)
\end{gather*}
$$

$$
\Psi=\theta_{1}+\theta_{2}+\theta_{3}
$$

Below is the picture of three joints of the finger of a Surabaya citizen.

## 3 Ensemble and Unscented Kalman Filter Algorithms

The Ensemble and Uscented Kalman Filter algorithms are summarized in Table 1.

## 4 Simulation Results

This study started with forward kinematics modeling to obtain the motion on the X and Y axes and, after that, to obtain an inverse kinematic model of a robotic finger prosthetic arm with 3 joint parts that match the structure of the human finger.


Figure 2: Image of the arm robot with a focus on its finger prosthetic arms.


Figure 3: Picture of three joints of the finger of a Surabaya citizen.

In the numerical computation, the focus was on the movement of the third finger, the average length of which for Surabaya people, part of the Javanese tribe in Indonesia, is around $7.8-8.3 \mathrm{~cm}$.

In this paper, the study used and compared the accuracy of the UKF and EnKF methods by comparing the four simulation results, that is, those by generating 500 and 600 ensembles and at 300 and 400 iterations. The third finger motion chosen in this simulation was the third finger motion in the form of a semicircular trajectory because

| EnKF | UKF |
| :---: | :---: |
| System Model and Measurement Model |  |
| $\begin{aligned} & x_{k+1}=f\left(u_{k}, x_{k}\right)+w_{k}, w_{k} \sim N\left(0, Q_{k}\right) \\ & z_{k}=H x_{k}+v_{k}, v_{k} \sim N\left(0, R_{k}\right) \end{aligned}$ | $\begin{aligned} & x_{k+1}=f\left(u_{k}, x_{k}\right)+w_{k}, w_{k} \sim N\left(0, Q_{k}\right) \\ & z_{k}=H x_{k}+v_{k}, v_{k} \sim N\left(0, R_{k}\right) \end{aligned}$ |
| Initialization |  |
| Generate $N$ ensemble in accordance with initial estimate $\bar{x}_{0}$ $x_{0, i}=\left[\begin{array}{lllll} x_{0,1} & x_{0,2} & x_{0,3} & \ldots & x_{0, N e} \end{array}\right]$ <br> Determine initial value : $\widehat{x}_{0}=\frac{1}{N_{e}} \sum_{i=1}^{N} X_{0, i}$ | $\begin{aligned} & \widehat{x}_{0}=E\left[x_{0}\right] \\ & P_{x_{0}}=E\left[\left(x_{0}-\widehat{x}_{0}\right)\left(x_{0}-\widehat{x}_{0}\right)^{T}\right] \\ & \widehat{x}_{0}^{a}=E\left[x^{a}\right]=E\left[\begin{array}{lll} \widehat{x}_{0}^{T} & 0 & 0 \end{array}\right]^{T} \end{aligned}$ |
| Prediction Stage |  |
| $\begin{aligned} & \widehat{x}_{k, i}^{-}=f\left(\widehat{x}_{k-1, i}, u_{k-1, i}\right)+w_{k, i} \text { with } w_{k, i} \sim \\ & N\left(0, Q_{k}\right) \end{aligned}$ | $X_{k \mid k-1}^{-}=f\left(X_{k \mid k-1}^{x}, X_{k \mid k-1}^{v}\right)$ |
| Estimate : $\widehat{x}_{k}^{-}=\frac{1}{N_{e}} \sum_{i=1}^{N} \widehat{x}_{k, i}^{-}$ | Estimate : $\widehat{x}_{k}^{-}=\sum_{i=0}^{2 L} W_{i}^{(m)} X_{i, k \mid k-1}^{x}$ |
| Covariance error : $P_{k}^{-}=\frac{1}{N_{e}-1} \sum_{i=1}^{N}\left(\widehat{x}_{k, i}^{-}-\widehat{x}_{k}^{-}\right)\left(\widehat{x}_{k, i}^{-}-\widehat{x}_{k}^{-}\right)^{T}$ | Covariance error : $\begin{aligned} & P_{x_{k}}^{-}=\sum_{i=0}^{2 L} W_{i}^{(c)}\left(X_{i, k \mid k-1}^{x}-\widehat{x}_{k}^{-}\right)\left(X_{i, k \mid k-1}^{x}-\right. \\ & \left.\widehat{x}_{k}^{-}\right)^{T} \end{aligned}$ |
| Correction Stage |  |
| $z_{k, i}=z_{k}+v_{k, i}$ with $v_{k, i} \sim N\left(0, R_{k}\right)$ | $\begin{aligned} & P_{\bar{z}_{k}, \bar{z}_{k}}= \\ & \sum_{i=0}^{2 L} W_{i}^{(c)}\left(Z_{i, k \mid k-1}-\widehat{z}_{k}^{-}\right)\left(Z_{i, k \mid k-1}-\widehat{z}_{k}^{-}\right)^{T} \end{aligned}$ |
| Kalman gain : | Kalman gain : |
| $K_{k}=P_{k}^{-} H^{T}\left(H P_{k}^{-} H^{T}+R_{k}\right)^{-1}$ | $P_{x_{k}, \bar{z}_{k}} P_{\bar{z}_{k}, \bar{z}_{k}}^{-1}$ |
| Estimate : | Estimate : |
| $\widehat{x}_{k, i}=\widehat{x}_{k, i}^{-}+K_{k}\left(z_{k, i}-H \widehat{x}_{k, i}^{-}\right)$ | $\widehat{x}_{k}=\widehat{x}_{k}^{-}+K_{k}\left(Z_{k}-\widehat{Z}_{k}^{-}\right)$ |
| $\widehat{x}_{k}=\frac{1}{N_{e}} \sum_{i=1}^{N} \widehat{x}_{k, i}$ |  |
| Covariance error | Covariance error : |
| $P_{k}=\left[I-K_{k} H\right] P_{k}^{-}$ | $P_{x_{k}}=P_{x_{k}}^{-}-K_{k} P_{\bar{z}_{k}} K_{k}^{T}$ |

Table 1: EnKF and UKF Algorithms 10.13 .
within that range, all finger joints could move optimally. With a semi-circular motion with a diameter of about 7.8 cm , the physical exercise on the third finger could be done to the maximum. The simulation results can be seen in Figures 4.7

Figures 4 and 5 represent the simulation results of the estimated motion of the third finger resembling a semi-circle by generating 500 and 600 ensembles with 300 iterations, while Figures 6 and 7 used 400 iterations in the simulations.

Figure 4 shows the results of the simulations by the UKF and EnKF methods, using 300 iterations and generating 500 Ensembles for the EnKF method, resulted in a motion resembling a semi-circle with a diameter of $\sqrt{7.3^{2}+1.8^{2}}=\sqrt{53.29+3.24}=$ $\sqrt{56.53}=7.158 \mathrm{~cm}$, so overall, for the diameter of about $7.8-8.3 \mathrm{~cm}$, and using 500 ensembles, it had an error of around $3.6 \%$, in other words, it gained an accu-


Figure 4: Estimation of Third Finger Motion in XY Plane using UKF and EnKF with 300 iterations and 500 Ensembles
racy of about $96.7 \%$, while the UKF method produced a motion with a diameter of $\sqrt{7.25^{2}+1.82^{2}}=\sqrt{52.5625+3.3124}=\sqrt{55.8749}=7.47$ resulting in an error of about $4.23 \%$, in other words, it gained an accuracy of about $95.77 \%$.


Figure 5: Estimation of Third Finger Motion in XY Plane using UKF and EnKF with 300 iterations and 600 Ensembles.

Figure 5 shows the results of the simulations by the UKF and EnKF methods, using 300 iterations and generating 500 ensembles, the EnKF method resulted in a motion resembling a semi-circle with a diameter of $\sqrt{8^{2}+2.9^{2}}=\sqrt{64+8,41}=\sqrt{72.41}=8.509$ cm , so overall, for the diameter of about $7.8-8.3 \mathrm{~cm}$, and using 600 ensembles, it had an error of about $2.51 \%$, in other words, it gained an accuracy of about $97.49 \%$. Meanwhile, the UKF method produced a motion with a diameter of $\sqrt{8.1^{2}+2.92^{2}}=$ $\sqrt{65.61+8.5264}=\sqrt{74.1364}=8.61$, resulting in an error of about $3,73 \%$, in other words, it gained an accuracy of about $96.27 \%$.

According to Table 2, it is clear that the Ensemble Kalman Filter was more accurate than the UKF for both 500 and 600 ensembles. However, the UKF method had a faster

|  | EnKF with <br> $\mathbf{5 0 0}$ Ensembles | UKF | EnKF with <br> $\mathbf{6 0 0}$ Ensembles | UKF |
| :---: | :---: | :---: | :---: | :---: |
| XY Motion | $96.7 \%$ | $95.77 \%$ | $97.49 \%$ | $96,27 \%$ |
| Simulation Time | 10.85 s | 10.66 s | 13.31 s | $13,1 \mathrm{~s}$ |

Table 2: Accuracy rate of motion estimation of third finger using UKF and EnKF methods with 300 iterations.
simulation time because it did not generate a number of ensembles. Overall, in terms of the level of accuracy above $95 \%$, both methods were effective and can be used to effectively estimate the motion of the assistive finger-arm robot.


Figure 6: Estimation of Third Finger Motion in XY Plane using UKF and EnKF with 400 iterations and 500 Ensembles.

Figure 6 shows the results of the simulations by the UKF and EnKF methods, using 400 iterations and generating 500 ensembles, the EnKF method produced a motion resembling a semi-circle with a diameter of $\sqrt{7.8^{2}+1.5^{2}}=\sqrt{60.84+2.25}=\sqrt{63.09}=7.94$ cm , so overall, for the diameter of about $7.8 \mathrm{~cm}-8.3 \mathrm{~cm}$, the range of 7.94 cm is included in the average length range of the third finger of Surabaya residents, in other words, there is no error or one has $100 \%$ accuracy. Meanwhile, the UKF method produced a motion with a diameter of $\sqrt{7.82^{2}+1.53^{2}}=\sqrt{61.1524+2.3409}=\sqrt{63.4993}=7.968$, which is included within the average length range of the third finger of Surabaya people.

Figure 7 shows the results of the simulations by the UKF and EnKF methods, using 400 iterations and generating 600 ensembles, the EnKF method produced a motion resembling a semi-circle with a diameter of $\sqrt{7.8^{2}+2.4^{2}}=\sqrt{60.84+5.76}=\sqrt{66.6}=8.16$ cm , so overall, for the diameter of about $7.8-8.3 \mathrm{~cm}$, the range of 8.16 cm is included within the range of the average length of the third finger of Surabaya people, in other words there is no error or one has $100 \%$ accuracy. Meanwhile, the UKF method produced a motion with a diameter of $\sqrt{7.77^{2}+2.36^{2}}=\sqrt{60.3729+5.5696}=\sqrt{65.9425}=8.12$ cm , so overall, for the diameter of about $7.8-8.3 \mathrm{~cm}$, the range of 8.12 cm is included within the range of the average length of the third finger of Surabaya people, in other words, there is no error or one has $100 \%$ accuracy.

According to Table 3, it is clear that using the Ensemble Kalman Filter and Unscented


Figure 7: Estimation of Third Finger Motion in XY Plane using UKF and EnKF with 400 iterations and 600 Ensembles.

|  | EnKF with <br> 500 Ensembles | UKF | EnKF with <br> $\mathbf{6 0 0}$ Ensembles | UKF |
| :---: | :---: | :---: | :---: | :---: |
| XY Motion | $100 \%$ | $100 \%$ | $100 \%$ | $100 \%$ |
| Simulation Time | 15.45 s | 15.18 s | 17.62 s | $17,33 \mathrm{~s}$ |

Table 3: Accuracy rate of third finger motion estimation using UKF and EnKF with 400 iterations.

Kalman Filter produced the same accuracy of $100 \%$. However, the UKF method had a faster simulation time because it did not generate a number of ensembles. Overall, in terms of the level of accuracy above $95 \%$, both methods were effective and applicable to estimate the motion of the assistive finger-arm robot.

## 5 Conclusion

Based on the simulation results and the analysis above, it was found out that the EnKF and UKF methods were able to effectively estimate the third finger motion, especially for the finger size of the Javanese people in Indonesia, with an accuracy of around $95 \%$ $100 \%$. The error generated by the EnKF method in the simulation using 300 iterations was about $2.51 \%-3.6 \%$, while the UKF method produced an error of $3.7 \%-4.2 \%$. However, the simulation results using 400 iterations by the two methods, EnKF and UKF, had the same $100 \%$ accuracy rate. Overall, in terms of the level of accuracy above $95 \%$, the two methods were effective and applicable to estimate the motion of the assistive finger-arm robot.
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#### Abstract

This paper examines the dynamics of a bio-economic predator-prey system that employs harvesting and the hybrid response function. The system includes an algebraic equation because of the economic revenue. We give a thorough mathematical study of the suggested model to highlight some of the significant results. The boundedness and positivity of model's solutions are examined. The coexistence equilibrium of the bio-economic system has been extensively studied, and the behavior of the model around it has been explained using the qualitative theory of dynamical systems (such as local stability and the Hopf bifurcation). The data gained offer a useful framework for understanding the role of economic revenue $v$. We establish that a positive equilibrium point is locally asymptotically stable when the profit $v$ falls below a particular critical value $v^{*}$. Our research shows it to be true. According to our research, economic revenue can stabilize the system, which is the most important of all spaces.
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## 1 Introduction

For humanity's long-term welfare, there is a great deal of interest in comprehending and developing bio-economic models for biodiversity. To preserve the long-term viability and prosperity of the ecosystem, researchers are attempting to generate some possibly beneficial effects.

Numerous studies have focused on understanding these processes. The dynamical behavior of a specific predator-prey ecosystem was explored using a number of differential equations and an algebraic equation 12,17 . They made important discoveries, including limit cycle, singularity-driven bifurcation, control, and interior equilibrium stability. However, in all of the models examined, only the prey population is harvested. The relationship between the predator and the prey was investigated using a variety of functional responses, including Holling-type I, Holling-type II [10, 11, Holling-type III [13], and Beddington-DeAngelis [19], under the presumption that the isolated predator species had natural mortality.

As far as we know, a dynamical investigation of a predator-prey model with a hybrid functional response has never been done. Since this model exhibits stability and the Hopf bifurcation, we explore it and describe it in this paper 13, 15. Additionally, we are interested in learning some theoretical guidelines for administering and regulating renewable resources.

We organized the existing information in the manner described below to achieve the predetermined goals: we started our investigation by going through the model-building idea and its biological importance. We sequentially prove the pomposity and boundedness of the model. Following a thorough discussion of the system's stability and the Hopf bifurcation analysis, the existence of a positive equilibrium is then investigated. We conclude by presenting numerical simulation tests that support the theoretical findings.

## 2 The Model

The study of population dynamics with harvesting has emerged as a fascinating subject in mathematical bio-economics due to the significance of the effective management of renewable resources. When Gordon 7 established a standard property resource economic theory in 1954, he made the following economic proposition. This theory examined the impact of harvest effort on the ecosystem from an ecological perspective.

$$
\begin{equation*}
\text { NetEconomicRevenue }(\text { NER })=\text { TotalRevenue }(T R)-\operatorname{TotalCost}(T C) . \tag{1}
\end{equation*}
$$

Studying the predator-prey paradigm with the hybrid functional response is both intriguing and crucial:

$$
\left\{\begin{array}{l}
\frac{d X}{d \tau}=\left(a_{1}-b_{1} X-\frac{m_{1} Y}{\alpha_{1} X+\beta_{1} Y+\gamma_{1}}\right) X,  \tag{2}\\
\frac{d Y}{d \tau}=\left(a_{2}-\frac{m_{2} Y}{X+K_{1}}\right) Y
\end{array}\right.
$$

with the initial values $X(0)>0$ and $Y(0)>0$. The constants $a_{1}, a_{2}, b_{1}, b_{2}, m_{1}, m_{2}, \alpha_{1}, \beta_{1}, \gamma_{1}$ and $K_{1}$ are the parameters of the model and are assumed to be nonnegative with $\beta_{1}$ non trivial (if $\beta_{1}=0$, then the model $\sqrt{2}$ ) is the same as that in [14]).

These parameters are defined as follows: $a_{1}$ (resp., $a_{2}$ ) describes the growth rate of the prey (resp., of the predator), $b_{1}$ measures the strength of competition among the
individuals of the prey's species, $m_{1}$ is the maximum value which per capita reduction rate of the prey can attain, $\gamma_{1}$ (resp., $K_{1}$ ) measures the extent to which environment provides protection to the prey (resp., to the predator), and $m_{2}$ has a similar meaning to $m_{1}$. The functional response in (2) was introduced by Beddington [2] and DeAngelis et al. [6].

When introducing the following scaling (see 14]): $t=a_{1} \tau, x(t)=\left(b_{1} / a_{1}\right) X(\tau)$, and $y(t)=\left(m_{2} b_{1} / a_{1} a_{2}\right) Y(\tau)$, the hybrid functional response model 2 ) should take the following nondimensional form:

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=x(1-x)-\frac{a x y}{\alpha x+\beta y+\gamma},  \tag{3}\\
\frac{d y}{d t}=b\left(1-\frac{y}{x+k}\right) y
\end{array}\right.
$$

where $a=\left(a_{1} / a_{2}\right)\left(m_{1} / m_{2}\right), b=a_{2} / a_{1}, \alpha=\alpha_{1}, \beta=\beta_{1}\left(a_{2} / m_{2}, \gamma=\gamma_{1}\left(b_{1} / a_{1}\right)\right.$, and $k=K_{1}\left(b_{1} / a_{1}\right)$. The model (3) that interests us is introduced in 14 .

It is known that the harvest effort is an important factor to construct a useful bioeconomic mathematical model, for this reason, taking (1) into account, we extend the system (3) by considering the following algebraic equation which describes the economic profit $v$ of the harvest effort on the predator:

$$
\begin{equation*}
E(t)(p y(t)-c)=v \tag{4}
\end{equation*}
$$

where $0 \leq E(t) \leq E_{\max }$ and $y(t) \geq 0$ represent the harvest effort and the density of the predator, respectively. $p$ represents the unit price of the harvested population and $c$ is the cost of harvest effort, the total revenue and total cost are

$$
T R=p E(t) y(t), \quad T C=c E(t) .
$$

Based on (3) and (4), a singular differential-algebraic model that consists of two differential equations and an algebraic equation can be established as follows:

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=x(1-x)-\frac{a x y}{\alpha x+\beta y+\gamma},  \tag{5}\\
\frac{d y}{d t}=b\left(1-\frac{y}{x+k}\right) y-E y, \\
0=E(p y-c)-v
\end{array}\right.
$$

which is a semi-explicit differential-algebraic equation of the form

$$
\left\{\begin{array}{r}
\dot{z}=\frac{d z}{d t}=f(v, X),  \tag{6}\\
0=g(v, X),
\end{array}\right.
$$

where we denote $X=(x, y, E)^{T}$, with $z=(x, y)^{T}$ being the differential variable, $E$ being the algebraic variable, $v$ is the bifurcation parameter, $f$ and $g$ are the smooth functions given by

$$
\begin{gathered}
f(v, X)=\binom{f_{1}(v, X)}{f_{2}(v, X)}=\binom{x\left((1-x)-\frac{a y}{\alpha x+\beta y+\gamma}\right)}{y\left(b\left(1-\frac{y}{x+k}\right)-E\right)}, \\
g(v, X)=E(p y-c)-v .
\end{gathered}
$$

## 3 Mathematical Analysis

We are just concerned with this model's dynamics, positive octant $\mathbb{R}_{+}^{3}$ for biological reasons. Thus, we consider the biologically meaningful initial condition

$$
\begin{equation*}
x(0)=x_{0} \geq 0, y(0)=y_{0} \geq 0, E(0)=E_{0}=\frac{v}{p y_{0}-c}, p y_{0}-c>0 \tag{7}
\end{equation*}
$$

### 3.1 Existence and uniqueness

Proposition 3.1 The system (5) with the initial conditions (7) has a unique maximal solution $(x(t), y(t), E(t))$ in an open subset $U$ of $\Omega=\left\{(x, y, E)^{T} \in \mathbb{R}_{+}^{3} / p y-c>0\right\}$ defined on some maximal interval $[0, T[$.

Proof. Let $(x, y, E)^{T} \in U$, then from the algebraic equation $g(x, y, E, v)=0$, we get $E=\frac{v}{p x-c}$, substituting in the first differential equation of (5). The differential-algebraic equation is transformed to the following ordinary differential equation that has the same solution with respect to the differential variables $z=(x, y)^{T}$ :

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=x(1-x)-\frac{a x y}{\alpha x+\beta+\gamma}  \tag{8}\\
\frac{d y}{d t}=b\left(1-\frac{y}{x+k}\right) y-\frac{v y}{p y-c}
\end{array}\right.
$$

its vectorial form is $\dot{z}=\frac{d z}{d t}=F(z)$, where

$$
F(z)=\binom{x\left((1-x)-\frac{a y}{\alpha x+\beta y+\gamma}\right)}{y\left(b\left(1-\frac{y}{x+k}\right)-\frac{v}{p y-c}\right)} .
$$

Clearly, $F \in C^{1}\left(U^{\prime}\right)$, where $U^{\prime}$ is an open subset of $\Omega^{\prime}=\left\{(x, y,)^{T} \in \mathbb{R}_{+}^{2} / p y-c>0\right\}$. Thus, by applying Cauchy-Lipschitz's theorem for ordinary differential equations 9 , we deduce the local existence and uniqueness of the maximal solution $(x, y)^{T}$ to (8) for any $\left(x_{0}, y_{0}\right) \in U^{\prime}$, then the local existence and uniqueness of solution for (5) is straightforward.

### 3.2 Positivity and boundedness

Regarding the positivity of solution for the system (5), we introduce the following proposition.

Proposition 3.2 Any smooth solution of (5), defined on the maximal interval $[0, T[$, with positive initial condition (7), remains positive for all $t \in[0, T[$.

Proof. From the system (8), it follows that $x=0$ implies $\frac{d x}{d t}=0$ and $y=0$ implies $\frac{d y}{d t}=0$, thus $x=0$ and $y=0$ are invariant sets showing that $x(t) \geq 0$ and $y(t) \geq 0$ whenever $x(0)>0$ and $y(0)>0$.

From the second equation of (8), we deduce that for all $t \in[0, T[$,

$$
\begin{equation*}
p y(t)-c \neq 0 \tag{9}
\end{equation*}
$$

Suppose that there exists $t^{*} \in\left[0, T\left[\right.\right.$ such that $E\left(t^{*}\right)<0$, it follows that $p x\left(t^{*}\right)-c<0$, then by applying the intermediate value theorem to the continuous function $p y(t)-c$ on the interval $\left[0, t^{*}\right]$, we deduce the existence of $\left.\tilde{t} \in\right] 0, t^{*}[$ such that $p y(\tilde{t})-c=0$, which contradicts (9), thus, $E(t) \geq 0$ for all $t \in[0, T[$.

Clearly, when the prey biomass $x$ approaches to the critical value $y_{c}=\frac{c}{p}$, the finishing effort $E$ will being unbounded is not realistic.

To answer the boundedness of the solution for system (5), we impose a realistic ecological contraint in the context that the economic policy requires a minimum level $y_{\text {min }}>0$ for the resource given by

$$
\begin{equation*}
y(t) \geq y_{\min }>\frac{c}{p}, \quad \forall t \geq 0 \tag{10}
\end{equation*}
$$

This constraint will affect the fishing effort $E$ that will be constrained by a fixed production capacity. We denote this limit capacity by $E_{\max }$, then

$$
\begin{equation*}
0<E(t) \leq E_{\max }=\frac{v}{p y_{\min }-c}, \quad \forall t \geq 0 \tag{11}
\end{equation*}
$$

Next, we will show that, under some assumptions, the solutions of system (5), which start in $\mathbb{R}_{+}^{3}$, are ultimately bounded. First, let us give the following comparison result.

Definition 3.1 A solution $\phi\left(t, t_{0}, x_{0}, y_{0}, E_{0}\right)$ of system (5) is said to be ultimately bounded with respect to $\mathbb{R}_{+}^{3}$ if there exists a compact region $A \subset \mathbb{R}_{+}^{3}$ and a finite time $T\left(T=T\left(t_{0}, x_{0}, y_{0}, E_{0}\right)\right.$ such that, for any $\left(t_{0}, x_{0}, y_{0}, E_{0}\right) \in \mathbb{R} \times \mathbb{R}_{+}^{3}$,

$$
\begin{equation*}
\phi\left(t, t_{0}, x_{0}, y_{0}, E_{0}\right) \in A, \quad \forall t \geq T \tag{12}
\end{equation*}
$$

Proposition 3.3 All solutions of the system (5) subject to the initial conditions (7) and constraint (11) are bounded in $\mathbb{R}_{+}^{3}$ with an ultimate bound.

Proof. (1) We have for all $t \geq 0,0 \leq x(t) \leq 1$ and $0 \leq x+y \leq L_{1}$, see 14

$$
L_{1}=\frac{1}{4 b}\left(5 b+(1+b)^{2}(1+k)\right.
$$

Then

$$
(x(t), y(t), E(t)) \in A=\left\{(x, y, E) \in \mathbb{R}_{+}^{3}: 0 \leq x \leq 1,0 \leq x+y \leq L_{1}, 0 \leq E \leq E_{\max }\right\}
$$

(2) We have to prove that, for $(x(0), y(0), E(0)) \in \mathbb{R}_{+}^{3},(x(t), y(t), E(t)) \in A$ when $t \rightarrow+\infty$. We will show that $\overline{\lim }_{t \rightarrow+\infty} x(t) \leq 1, \overline{\lim }_{t \rightarrow+\infty}(x(t)+y(t)) \leq L_{1}$, and $\overline{\lim }_{t \rightarrow+\infty} E(t) \leq E_{\text {max }}$, see 14 . Then we conclude that system (5) is dissipative in $\mathbb{R}_{+}^{3}$.

## 4 Existence and Positivity Equilibrium Points

In this section, we aim to inspect the existence of the positive equilibrium points and to study their stability.
An equilibrium point of the system (5) is a solution of the following equations:

$$
\left\{\begin{array}{l}
f_{1}(v, X)=0  \tag{13}\\
f_{2}(v, X)=0 \\
g(v, X)=0
\end{array}\right.
$$

By the analysis of the roots for (13), it follows that
(i) If $v=0$, then there exist at least three boundary equilibrium points

$$
X_{e 1}=(0,0,0), X_{e 2}=(1,0,0), X_{e 3}=(0,0, k),
$$

and if $k(\alpha-\beta) \leq \gamma$, the system (5) has a unique equilibrium $P^{*}\left(x^{*}, y^{*}, 0\right)$, where $x^{*}$ is the root of the equation

$$
\begin{equation*}
a(a(x+k)=(1-x)((\alpha+\beta) x+\beta k+\gamma) \tag{14}
\end{equation*}
$$

or, equivalently, the quadratic equation

$$
\begin{equation*}
(\alpha+\beta) x^{2}+(\beta k+\gamma+a-\alpha-\beta) x+(a-\beta) k-\gamma=0 \tag{15}
\end{equation*}
$$

satisfying $0<x^{*} \leq 1$, and

$$
\begin{equation*}
y^{*}=x^{*}+k . \tag{16}
\end{equation*}
$$

For the proof see [14].
(ii) If $v>0$, the interior equilibrium points $P^{*}\left(x^{*}, y^{*}, E^{*}\right)$ are defined by the system

$$
\left\{\begin{array}{l}
1-x-\frac{a y}{\alpha x+\beta y+\gamma}=0  \tag{17}\\
b\left(1-\frac{y}{x+k}\right)=\frac{v}{p y-c}
\end{array}\right.
$$

or, equivalently, the system

$$
\left\{\begin{array}{l}
1-x-\frac{a y}{\alpha x+\beta y+\gamma}=0,  \tag{18}\\
x=\frac{b y(p-c)}{b(p y-c)-v}-k
\end{array}\right.
$$

satisfying $0<x^{*} \leq 1$, and $y^{*}$ is a solution of the fourth degree equation

$$
\begin{equation*}
y^{4}+B y^{3}+C y^{2}+D y+E=0 \tag{19}
\end{equation*}
$$

where $A, B, C, D, E$ are given by

$$
\begin{gathered}
A=b^{2} p^{2}(\alpha+\beta), \\
B=b p[b p(a+\beta(k-1)+\gamma-\alpha)-2 \alpha b c-\beta(b c+v)] / A \\
C=b\left[2 \alpha b p c k+p v(\alpha k-\gamma-2 a)-2 b p c(a+\gamma)+(\alpha+\beta) b c^{2}+\right. \\
+\beta c v+p(1-k)(2 b c(\alpha+\beta)+p b(\alpha k-\gamma)] / A \\
D=(b v+v)\left[(k-1)(b p(2 \alpha k-\gamma)+b c(\alpha k-\gamma)+\beta v)+a(b c+v)^{2}\right] / A, \\
E=(c b+v)[(1-k)(b p(\gamma-2 \alpha k)-b c(\alpha+\beta-\beta v)+b(a c-\alpha k)+B \gamma+a v] / A .
\end{gathered}
$$

The equation $\sqrt{19}$ is equivalent by the change of variable $y=Y-\frac{B}{4}$ of the equation

$$
\begin{equation*}
Y^{4}+P Y^{2}+Q Y+R=0 \tag{20}
\end{equation*}
$$

where $P, Q, R$ are given by

$$
\begin{gathered}
P=-\frac{3 B^{2}}{8}+C \\
Q=\left(\frac{B}{2}\right)^{3}-\frac{B C}{2}+D \\
R=-3\left(\frac{B}{4}\right)^{4}-\frac{B^{2} C}{16}-\frac{B D}{4}+E .
\end{gathered}
$$

We use Ferrari's method to solve the equation 19). If $Q=0$ if and only if $B^{3}-4 B C+$ $8 D=0$, the equation reduces to a bisquare equation which is easy to solve.
We assume that the equation does not reduce to a bisquare equation $\left(8 Q=B^{3}-4 B C+\right.$ $8 D \neq 0$ ), the equation 20 is rewrite as

$$
\left(Y^{2}+\frac{B}{2}\right)^{2}=\left(\frac{B^{2}}{4}-C\right) Y^{2}-D Y-E
$$

or

$$
\left(Y^{2}+\frac{B}{2}+\lambda\right)^{2}=\left(\frac{B^{2}}{4}-C+2 \lambda\right) Y^{2}+(B \lambda-D) Y+\lambda^{2}-E
$$

The second member is a square if and only if

$$
(B \lambda-D)^{2}=4\left(\frac{B^{2}}{4}-C+2 \lambda\right)\left(\lambda^{2}-E\right)
$$

or

$$
8 \lambda^{3}-4 C \lambda^{2}+(2 B D-8 E) \lambda+B^{2} E+4 C E-D^{2}=0
$$

Let $\lambda_{0}$ be a solution of this cubic solvent and let $\mu_{0}$ be the square root of $2 \lambda_{0}-c+\frac{B^{2}}{4}$ which is necessarily nonzero according to the hypothesis $Q \neq 0$. The equation is then written as

$$
\left(Y^{2}+\frac{B}{2}+\lambda\right)^{2}=\left(\mu_{0} Y+\frac{B \lambda_{0}-D}{2 \mu_{0}}\right)^{2}
$$

Therefore, it is equivalent to

$$
\begin{equation*}
Y^{2}+\left(\mu_{0}+\frac{B}{2}\right) Y+\lambda_{0}+\frac{B \lambda_{0}-D}{2 \mu_{0}}=0 \tag{21}
\end{equation*}
$$

or

$$
\begin{equation*}
Y^{2}+\left(-\mu_{0}+\frac{B}{2}\right) Y+\lambda_{0}-\frac{B \lambda_{0}-D}{2 \mu_{0}}=0 . \tag{22}
\end{equation*}
$$

For 21, the discriminant is

$$
\begin{gathered}
\Delta_{+}=-2 \lambda_{0}-C+2 \frac{D-B \lambda_{0}}{\mu_{0}}+B \mu_{0}+\frac{B^{2}}{2} \\
y_{e, 0}=\frac{-\mu_{0}+\sqrt{\Delta_{+}}}{2}-\frac{B}{4} \text { and } y_{e, 1}=\frac{-\mu_{0}-\sqrt{\Delta_{+}}}{2}-\frac{B}{4} .
\end{gathered}
$$

(22) is solved in the same way as 21) by replacing everywhere $\mu_{0}$ by $-\mu_{0}$,

$$
\begin{gathered}
\Delta_{-}=-2 \lambda_{0}-C-2 \frac{D-B \lambda_{0}}{\mu_{0}}-B \mu_{0}+\frac{B^{2}}{2}, \\
y_{e, 2}=\frac{\mu_{0}+\sqrt{\Delta_{-}}}{2}-\frac{B}{4} \text { and } y_{e, 3}=\frac{\mu_{0}-\sqrt{\Delta_{-}}}{2}-\frac{B}{4} .
\end{gathered}
$$

## 5 Dynamic Analysis near the Coexistence Equilibria

In this section, we study the stability of the interior equilibrium $X_{e}$ and analyse the bifurcation through it using the bifurcation theory and normal form theory.

### 5.1 Local stability analysis

For the analysis of the local stability of $X_{e}$, we let $X=Q \bar{X}$, here

$$
\bar{X}=(x, y, \bar{E})^{T}, \quad Q=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -\frac{E_{e} p}{p x_{e}-c} & 1
\end{array}\right) .
$$

Then we get

$$
D_{X} g\left(X_{e}\right) Q=\left(0,0, p y_{e}-c\right),
$$

and

$$
\bar{E}=E+\frac{E_{e} p y}{p y_{e}-c}
$$

Then the system can be expressed as follows:

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=x\left(1-x-\frac{a y}{\alpha x+\beta y+\gamma}\right)  \tag{23}\\
\frac{d y}{d t}=y\left(b\left(1-\frac{y}{x+k}\right)-\bar{E}+\frac{E_{e} p y}{p y_{e}-c}\right) \\
0=\left(\bar{E}-\frac{E_{e} p y}{p y_{e}-c}\right)(p y-c)-v
\end{array}\right.
$$

We denote also

$$
\begin{gathered}
f(v, \bar{X})\binom{f_{1}(v, \bar{X})}{f_{2}(v, \bar{X})}=\binom{x\left(1-x-\frac{a y}{\alpha x+\beta y+\chi}\right)}{y\left(b\left(1-\frac{y}{x+k}\right)-\bar{E}+\frac{E_{e} p y}{p y_{e}-c}\right)}, \\
g(v, \bar{X})=\left(\bar{E}-\frac{E_{e} p y}{p y_{e}-c}\right)(p y-c)-v, \quad \bar{X}=(x, y, \bar{E})^{T}
\end{gathered}
$$

and

$$
D_{X} g\left(\bar{X}_{e}\right) Q=\left(0,0, p y_{e}-c\right)
$$

For system 23), we consider the following local parametrization:

$$
\bar{X}=\phi(v, Y)=\bar{X}_{e}+U_{0} Y+v_{0} h(v, Y), \quad g(v, \phi(v, Y))=0 .
$$

Here, $Y=\left(y_{1}, y_{2}\right), U_{0}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1 \\ 0 & 0\end{array}\right), V_{0}=\left(\begin{array}{l}0 \\ 0 \\ 1\end{array}\right)$, and $h: \mathbb{R}^{2} \longrightarrow \mathbb{R}$ is a smooth mapping. More information about the local parametrization can be found in 4.8. Then we can deduce that the parametric system of 23 takes the form

$$
\left\{\begin{array}{l}
\dot{y_{1}}=\frac{d y_{1}}{d t}=f_{1}(v, \phi(v, Y)),  \tag{24}\\
\dot{y_{2}}=\frac{d y_{2}}{d t}=f_{2}(v, \phi(v, Y)) .
\end{array}\right.
$$

Consequently, the Jacobian matrix $A(v)$ of the parametric system (24) at $Y=0$ takes the form

$$
\begin{gathered}
A(v)=\left(\begin{array}{cc}
D_{y_{1}} f_{1}(v, \phi(v, Y)) & D_{y_{2}} f_{1}(v, \phi(v, Y)) \\
D_{y_{1}} f_{2}(v, \phi(v, Y)) & D_{y_{2}} f_{2}(v, \phi(v, Y))
\end{array}\right), \\
=\binom{D_{\bar{X}} f_{1}\left(v, \bar{X}_{e}\right)}{D_{\bar{X}} f_{2}\left(v, \bar{X}_{e}\right)}\binom{D_{\bar{X}} g\left(v, \bar{X}_{e}\right)}{U_{0}^{T}}^{-1}\binom{0}{I_{2}}, \\
=\left(\begin{array}{cc}
D_{x} f_{1}\left(v, \bar{X}_{e}(v)\right) & D_{y} f_{1}\left(v, \bar{X}_{e}(v)\right) \\
D_{x} f_{2}\left(v, \bar{X}_{e}(v)\right) & D_{y} f_{2}\left(v, \bar{X}_{e}(v)\right)
\end{array}\right) \\
=\left(\begin{array}{cc}
x_{e}\left(-1+\frac{a \alpha y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}}\right) & -\frac{a x_{e}\left(\alpha x_{e}+\gamma\right)}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}} \\
\frac{b y_{e}}{\left(x_{e}+k\right)^{2}} & y_{e}\left(\frac{-b}{x_{e}+k}+\frac{p E_{e}}{p y_{e}-c}\right)
\end{array}\right) .
\end{gathered}
$$

Therefore, the characteristic equation of the matrix $A(v)$ can be expressed as

$$
\begin{equation*}
\lambda^{2}+T_{1} \lambda+T_{2}=0 \tag{25}
\end{equation*}
$$

where

$$
\begin{gathered}
T_{1}=x_{e}\left(1-\frac{a \alpha y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}}\right)+y_{e}\left(\frac{b}{x_{e}+k}-\frac{p E_{e}}{p y_{e}-c}\right), \\
T_{2}=x_{e} y_{e}\left(1-\frac{a \alpha y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}}\right)\left(\frac{-b}{x_{e}+k}+\frac{p E_{e}}{p y_{e}-c}\right)+\frac{a b y_{e}^{2} x_{e}\left(\alpha x_{e}+\gamma\right)}{\left(x_{e}+k\right)^{2}\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}} .
\end{gathered}
$$

Remark 5.1 The positive equilibrium point $\bar{X}_{e}$ of the system (5) corresponds to the equilibrium point $Y=0$ of system (24).

Corollary 5.1 For the positive equilibrium point $\bar{X}_{e}$ of the system (23), we have (i) If $T_{1}^{2}(v) \geq 4 T_{2}(v)$ and $T_{2}(v)>0$, then when $T_{1}(v)>0, \bar{X}_{e}$ is a locally asymptotically stable node. When $T_{1}(v)<0, \bar{X}_{e}$ is an unstable node.
(ii) If $T_{2}(v)<0$, then $\bar{X}_{e}$ is an unstable saddle point.
(iii) If $T_{1}^{2}(v)<4 T_{2}(v)$, then when $T_{1}(v)>0, \bar{X}_{e}$ is a locally asymptotically focus. When $T_{1}(v)<0, \bar{X}_{e}$ is an unstable focus.

### 5.2 Hopf bifurcation analysis

The Hopf bifurcation is a very interesting type of bifurcation of systems. It refers to the local birth or death of a periodic solution from an equilibrium point as a parameter crosses a critical value named a bifurcation value.

We discuss the Hopf bifurcation in the system (23) from the equilibrium point $\bar{X}_{e}$ by considering the economic profit $v$ as a bifurcation value.
If $T_{1}^{2}(v)<4 T_{2}(v)$, then the equation 25 has a pair of conjugate complex roots

$$
\lambda_{1,2}=-\frac{1}{2} T_{1}(v) \pm i \sqrt{T_{2}(v)-\frac{T_{1}^{2}(v)}{4}}=\eta(v) \pm i \theta(v)
$$

Let $2 \eta(v)=T_{1}(v)=0$, we get the bifurcation value $v^{*}$ that satisfies

$$
v^{*}=\frac{\left(p y_{e}-c\right)^{2}}{p}\left(\frac{x_{e}}{y_{e}}\left(1-\frac{a \alpha y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}}\right)+\frac{b}{x_{e}+k}\right)
$$

if

$$
\frac{a \alpha y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}}=1
$$

Moreover,

$$
\begin{gathered}
\eta\left(v^{*}\right)=0, \quad \theta^{*}=\theta\left(v^{*}\right)=\frac{y_{e}}{\left(x_{e}+k\right)\left(\alpha x_{e}+\beta y_{e}+\gamma\right)} \sqrt{a b x_{e}\left(\alpha x_{e}+\gamma\right)} \\
v^{*}=\frac{b\left(p x_{e}-c\right)^{2}}{p\left(x_{e}+k\right)}
\end{gathered}
$$

which implies that if

$$
\eta^{\prime}\left(v^{*}\right)=\frac{1}{2} \frac{d}{d v}\left(x_{e}\left(1-\frac{a \alpha y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}}\right)+y_{e}\left(\frac{b}{x_{e}+k}-\frac{p v_{e}}{\left(p y_{e}-c\right)^{2}}\right)_{v=v^{*}}=\right.
$$

$$
=-\frac{p y_{e}}{2\left(p y_{e}-c\right)^{2}} \neq 0
$$

then the Hopf bifurcation occurs at the value $v^{*}$. The signal of the number $\sigma$ is given by
$16 \sigma=\frac{1}{\theta^{*}}\left(a_{11}^{1}\left(a_{11}^{2}-a_{12}^{1}\right)+a_{22}^{2}\left(a_{12}^{2}-a_{22}^{1}\right)+\left(a_{11}^{2} a_{12}^{2}-a_{12}^{1} a_{22}^{1}\right)\right)+\left(a_{111}^{1}+a_{122}^{1}+a_{112}^{2} a_{222}^{2}\right)$,
where
$a_{11}^{1}=\tau_{1} f_{1 y_{1} y_{1}}, a_{12}^{1}=\tau_{2} f_{1 y_{1} y_{2}}, a_{22}^{1}=\frac{\tau_{2}^{2}}{\tau_{1}} f_{1 y_{2} y_{2}}, a_{111}^{1}=\tau_{1}^{2} f_{1 y_{1} y_{1} y_{1}}, a_{112}^{1}=\tau_{1} \tau_{2} f_{1 y_{1} y_{1} y_{2}}$,
$a_{122}^{1}=\tau_{2}^{2} f_{1 y_{1} y_{2} y_{2}}, a_{222}^{1}=\frac{\tau_{2}^{3}}{\tau_{1}} f_{1 y_{2} y_{2} y_{2}}$.
$a_{11}^{2}=\frac{\tau_{1}^{2}}{\tau_{2}} f_{2 y_{1} y_{1}}, a_{12}^{2}=\tau_{1} f_{2 y_{1} y_{2}}, a_{22}^{2}=\tau_{2} f_{2 y_{2} y_{2}}, a_{111}^{2}=\frac{\tau_{1}^{3}}{\tau_{2}} f_{2 y_{1} y_{1} y_{1}}, a_{112}^{2}=\tau_{1}^{2} f_{2 y_{1} y_{1} y_{2}}$,
$a_{122}^{2}=\tau_{1} \tau_{2} f_{2 y_{1} y_{2} y_{2}}, a_{222}^{2}=\tau_{2}^{2} f_{2 y_{2} y_{2} y_{2}}$,
which determines the direction of the Hopf bifurcation through the interior equilibrium $X_{e}(v)$ of the system (2.5), as stated in the following theorem.

Theorem 5.1 For the system (5), there exist a positive constant $0<\varepsilon \ll 1$ and two small neighborhoods of the positive equilibrium point $X_{e}(v): O_{1}$ and $O_{2}$, where $O_{1} \subset O_{2}$.

Case 1: If $\sigma>0$, then

1. When $v^{*}<v<v^{*}+\varepsilon, X_{e}(v)$ rejects all the points in $O_{2}$, so it is unstable.
2. When $v^{*}-\varepsilon<v<v^{*}$, sytem (5) has at least a periodic solution located in $\overline{O_{1}}$ (the cloture of $O_{1}$ ), one of them rejects all the points in $\overline{O_{1}} \backslash X_{e}(v)$, at the same time another periodic solution (may be the same one) rejects all points in $O_{2} \backslash \bar{O}_{1}$, and $X_{e}(v)$ is locally asympototic stable.

Case 2: If $\sigma<0$, then

1. When $v^{*}-\varepsilon<v<v^{*}, X_{e}(v)$ attracts all the points in $O_{2}$, and $X_{e}(v)$ is locally asymptotic stable.
2. When $v^{*}<v<v^{*}-\varepsilon$, system (5) has at least a periodic solution located in $\overline{O_{1}}$, one of them attracts all the points in $\overline{O_{1}} \backslash X_{e}(v)$, at the same time another periodic solution (may be the same one) attracts all points in $O_{2} \backslash \overline{O_{1}}$, and $X_{e}(v)$ is unstable.

For the proof see [19], where we use
$f_{1 y_{1}}\left(v^{*}, \bar{X}_{e}\right)=0, f_{2 y_{2}}\left(v^{*}, \bar{X}_{e}\right)=0, f_{1 y_{2}}\left(v^{*}, \bar{X}_{e}\right)=, \quad-\frac{a x_{e}\left(\alpha x_{e}+\gamma\right)}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{2}}$,
$f_{2 y_{1}}\left(v^{*}, \bar{X}_{e}\right)=\frac{b y_{e}^{2}}{\left(x_{e}+k\right)^{2}}, f_{1 y_{1} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=-2+2 \frac{a \alpha^{2} y_{e}\left(\beta y_{e}+\gamma\right)}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{3}}$,
$f_{1 y_{1} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=f_{1 y_{2} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=\frac{-a \gamma\left(\alpha x_{e}+\beta y_{e}+\gamma\right)-2 a \alpha \beta x_{e} y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{3}}$,
$f_{1 y_{2} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=\frac{2 a \beta x_{e}\left(\alpha x_{e}+\gamma\right)}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{3}}, f_{2 y_{1} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=\frac{-2 b y_{e}^{2}}{\left(x_{e}+k\right)^{3}}$,
$f_{2 y_{1} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=f_{2 y_{2} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=\frac{2 b y_{e}}{\left(x_{e}+k\right)^{2}}, f_{2 y_{2} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=-2 \frac{b y_{e}}{\left(x_{e}+k\right)\left(p y_{e}-c\right)}$,
$f_{1 y_{1} y_{1} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=\frac{-4 a \alpha^{2} y_{e}\left(\beta y_{e}+\gamma\right)+2 a \alpha^{3} x_{e} y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{4}}$,
$f_{1 y_{1} y_{1} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=f_{1 y_{1} y_{2} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=f_{1 y_{2} y_{1} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=\frac{2 \alpha \alpha\left(-\beta y_{e}+\gamma\right)\left(\alpha x_{e}+\beta y_{e}+\gamma\right)+6 a \alpha^{2} \beta x_{e} y_{e}}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{4}}$,
$f_{1 y_{1} y_{2} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=f_{1 y_{2} y_{2} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=$
$=f_{1 y_{2} y_{1} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=\frac{2 a \beta\left(2 \alpha x_{e}+\gamma\right)\left(\alpha x_{e}+\beta y_{e}+\gamma\right)-6 a \alpha \beta x_{e}\left(\alpha x_{e}+\gamma\right)}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{4}}$,
$f_{1 y_{2} y_{2} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=\frac{-6 \alpha \beta^{2} x_{e}\left(\alpha x_{e}+\gamma\right)}{\left(\alpha x_{e}+\beta y_{e}+\gamma\right)^{4}}, \quad f_{2 y_{1} y_{1} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=\frac{6 b y_{e}^{2}}{\left(x_{e}+k\right)^{4}}$,
$f_{2 y_{1} y_{1} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=f_{2 y_{1} y_{2} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=f_{2 y_{2} y_{1} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=\frac{-4 b y_{e}}{\left(x_{e}+k\right)^{3}}$,
$f_{2 y_{1} y_{2} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=f_{2 y_{2} y_{2} y_{1}}\left(v^{*}, \bar{X}_{e}\right)=f_{2 y_{2} y_{1} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=\frac{2 b}{\left(x_{e}+k\right)^{2}}$,
$f_{2 y_{2} y_{2} y_{2}}\left(v^{*}, \bar{X}_{e}\right)=\frac{6 p^{2} c E_{e}}{\left(p y_{e}-c\right)^{3}}$.
and
$\tau_{1}=\frac{\sqrt{a x_{e}\left(\alpha x_{e}+\gamma\right)}}{\alpha x_{e}+\beta y_{e}+\gamma}, \tau_{2}=-\frac{y_{e} \sqrt{b}}{x_{e}+k}$.

## 6 Conclusion

This paper examines the stability and the Hopf bifurcation of a differential-algebraic biological economic system with a hybrid functional response. A dynamical investigation of a predator-prey model with a hybrid functional response equiped with an algebraic equation has never been done. We consider the system's dynamic behavior when only the prey is vulnerable to harvesting. Only the positive equilibrium points are of interest from a biological standpoint. By examining their associated characteristic equation and applying the new normal form theorem, the local stability of the inner equilibrium is determined. When the economic revenue $v$ is changed, the inner equilibrium's stability property changes. Additionally, a one-parameter bifurcation analysis of the economic revenue is performed. When the system bifurcates, the properties of periodic solutions in the system are obtained by computing the parameter $\sigma$. The qualitative analysis, that is, the foundation of the revised model will be completed by future research. Additionally, it will include the numerical simulations used to support the outcomes.
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#### Abstract

This paper deals with the chaos and synchronization behavior of two identical nonlinear dynamical systems of the restricted charged three-body problem. An active control technique is introduced to achieve synchronization between the drive and response systems. Also, an error dynamical system of the drive and response systems has been investigated using active control inputs. Secondly, the Lyapunov theorem on stability and the Routh-Hurwitz criteria have been taken into account for the study of stability of the error dynamical system. Further, a six degree coefficient matrix of the error dynamical system has been investigated. We have concluded by the Lyapunov stability criteria, the error dynamical system is stable. Numerical simulation is taken into account to check the effectiveness of the proposed active control technique.
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## 1 Introduction

The basic theory of chaos and synchronization has a very powerful application in the real world. There are various dynamical systems which have real life applications. There is an opportunity of doing well research and obtaining some new information about real life from the study of the solar dynamical system. There are many forces acting between the celestial bodies of a solar dynamical system. There exist many perturbations such as radiation pressure, oblateness, the Coriolis and centrifugal forces and drag force between the solar system bodies. These perturbations can make new contributions in the study

[^5]of chaos and synchronization of solar system bodies. The basic idea of synchronization between two dynamical systems is one of the important phenomena occurring in nature.

The synchronization of chaotic systems have been studied by many authors and researchers. They have introduced the basic concept and analytical approach to study the chaotic behavior of dynamical systems. Also, they have incorporated some techniques of controlling chaos and studying synchronization in the chaotic systems. Synchronization has been studied by many authors for different physical systems, namely, chaotic systems, the fractional $\mathrm{L} \ddot{u}$ system, coupled chaotic systems, between two different chaotic systems via nonlinear feedback control, two Lorenz systems using active control and the Rossler and Chen chaotic dynamical systems [1-6].

In continuation of research on synchronization, chaos synchronization, antisynchronization, hybrid synchronization, synchronization of the finance chaotic system, synchronization of fractional-order systems, projective synchronization and function projective dual synchronization of chaotic systems, adaptive synchronization, sliding mode control synchronization and adaptive sliding mode control synchronization have been studied by many authors [7-13]. Moreover, the restricted charged three-body problem, low-thrust restricted three-body problem, chaos synchronization in the restricted threebody problem have been studied by many authors [14-18]. In addition, synchronization of fractional-order 3D chaotic system analysis has been incorporated in [19].

In this paper, we have studied the synchronization behavior of two identical systems of the restricted charged three-body problem using the active control technique. This paper is arranged as follows. Section 1 discussed the introductory part of the paper. In Section 2, we have derived the equations of motion of the restricted charged three-body problem. In Section 3, we have used the active control technique for synchronization. In Section 4, we have discussed the numerical simulation for synchronization. Finally, in Section 5, we have concluded the results obtained.

## 2 Equations of Motion

Let two charged bodies $M_{1}=\left(m_{1}, q_{1}\right)$ and $M_{2}=\left(m_{2}, q_{2}\right)$ with masses $m_{1}$ and $m_{2}\left(m_{1}>\right.$ $m_{2}$ ) and charges $q_{1}, q_{2}$ be moving with angular velocity $\omega$ in circular orbits about their center of mass $O$ taken as an origin, and let the third charged infinitesimal body $M$ of mass $m_{3}$ be moving in the plane of motion of $m_{1}$ and $m_{2}$ (see Fig.1). The motion of the third charged infinitesimal body is affected by the motion of $m_{1}$ and $m_{2}$ but does not affect them. We shall determine the equations of motion of the charged infinitesimal body of mass $m_{3}$ in synodic and dimensionless variables. The angular velocity of the primaries is given by the relation $\omega=\sqrt{\frac{G\left(m_{1}+m_{2}\right)}{l^{3}}}$, where $l$ is the distance between the primaries, and $G$ is the gravitational constant. We scale the units by taking the sum of the masses and the distance between the primaries both equal to unity. Therefore $m_{1}=1-\mu, m_{2}=\mu(0<\mu \leq 0.5)$ and $\mu=\frac{m_{2}}{m_{1}+m_{2}}$ with $m_{1}+m_{2}=1$. Also, the scale of the time is chosen so that the gravitational constant is unity. For the classical case, $q_{1}=q_{2}=0$, only the range $0 \leq \mu \leq 0.5$ is of interest since the range $0<\mu \leq 1$ is the reflection of the previous one with respect to the $y$-axis. Let us assume that $0<\mu \leq 0.5$, continuing, we may define $\frac{q_{1}}{q_{1}+q_{2}}=q_{1}=1-\mu, \frac{q_{2}}{q_{1}+q_{2}}=q_{2}=\mu$, where $q_{1}+q_{2}=1$. The equations of motion of the charged infinitesimal body in the dimensionless co-ordinate system according to [14] can be written as


Figure 1: Configuration of the restricted charged three-body problem.

$$
\begin{align*}
\ddot{x}-2 \dot{y} & =x-\frac{q-\mu}{r_{1}^{3}}(x+\mu) \\
& -\frac{\mu-q}{r_{2}^{3}}(x+\mu-1) \\
\ddot{y}+2 \dot{x} & =y-\frac{q-\mu}{r_{1}^{3}} y-\frac{\mu-q}{r_{2}^{3}} y  \tag{1}\\
\ddot{z} & =-\frac{q-\mu}{r_{1}^{3}} z-\frac{\mu-q}{r_{2}^{3}} z
\end{align*}
$$

where

$$
r_{1}=\sqrt{(x+\mu)^{2}+y^{2}+z^{2}}
$$

and

$$
r_{2}=\sqrt{(x+\mu-1)^{2}+y^{2}+z^{2}}
$$

## 3 Synchronization of the Restricted Charged Three-Body Problem

In this section, we have introduced an active control method to study the synchronization behavior of two identical systems of the restricted charged three-body problem. We have introduced a dynamical system of the restricted charged three-body problem of the solar system bodies. We have formulated the master and slave systems of the solar system bodies with the help of the restricted charged three-body problem. The master system


Figure 2: Time series graphs of the master and slave systems for $\mu=0.05, q=0.15$, (a) For the master system of $x_{1}(t)$, (b) For the slave system of $y_{1}(t)$, (c) Combined graphs of the master and slave systems of $x_{1}(t)$ and $y_{1}(t)$.


Figure 3: Phase portrait graphs of the master and slave systems for $\mu=0.05, q=0.15$, (a) For the master system of $\left(x_{1}(t), x_{2}(t)\right)$, (b) For the slave system of $\left(y_{1}(t), y_{2}(t)\right)$, and (c) Combined graphs of the master and slave systems of $\left(x_{1}(t), x_{2}(t)\right)$ and $\left(y_{1}(t), y_{2}(t)\right)$.


Figure 4: The convergence of the error dynamical system, (a) for $e_{1}(t)$, (b) for $e_{2}(t)$, (c) for $e_{3}(t)$, (d) for $e_{4}(t)$, (e) for $e_{5}(t)$, (f) for $e_{6}(t)$, and (g) the combined convergence of errors $e_{1}(t), e_{2}(t), e_{3}(t), e_{4}(t), e_{5}(t), e_{6}(t)$.
for the restricted charged three-body problem is defined by $\dot{x}=f(x, y, z)$ and the slave system $\dot{y}=g(x, y, z)$, where $x(t), y(t)$ and $z(t)$ are the phase space (state variables), and $\dot{x}=f(x, y, z), \dot{y}=g(x, y, z)$, and $\dot{z}=h(x, y, z)$ are the corresponding nonlinear functions. We want to study the synchronization behavior of the master and slave systems for the restricted charged three-body problem.

Synchronization is defined as a process in which two or more systems interact with each other. We can obtain a combined effect of the dynamical properties using the synchronization phenomenon. Mathematically, we can define the synchronization by the expression $|x(t)-y(t)| \rightarrow 0$ as $t \rightarrow 0$. When the above expression holds, then the systems of six equations are said to be completely synchronized. According to the control theory of synchronization, a dynamical system depends on the design of control laws for the slave system using the known information of the master system so as to ensure that the controlled receiver synchronizes with the master system. Therefore, the slave chaotic system completely investigates the dynamics of the master system with respect to time. The model of the restricted charged three-body problem defined by Eq. (1) can be written as a system of six first-order differential equations. We have introduced six variables such as $x_{1}=x, x_{2}=\dot{x}, x_{3}=y, x_{4}=\dot{y}, x_{5}=z$ and $x_{6}=\dot{z}$. Therefore, the master system of the Eq.(1) is defined as

$$
\begin{align*}
\dot{x_{1}} & =x_{2} \\
\dot{x_{2}} & =x_{1}+2 x_{4}-\left(\frac{q-\mu}{r_{1}^{3}}\left(x_{1}+\mu\right)+\frac{\mu-q}{r_{2}^{3}}\left(x_{1}+\mu-1\right)\right) \\
\dot{x_{3}} & =x_{4} \\
\dot{x_{4}} & =x_{3}-2 x_{2}-\left(\frac{q-\mu}{r_{1}^{3}}+\frac{\mu-q}{r_{2}^{3}}\right) x_{3}  \tag{2}\\
\dot{x_{5}} & =x_{6} \\
\dot{x_{6}} & =-\left(\frac{q-\mu}{r_{1}^{3}}+\frac{\mu-q}{r_{2}^{3}}\right) x_{5}
\end{align*}
$$

where $r_{1}^{2}=\left(x_{1}+\mu\right)^{2}+x_{3}^{2}+x_{5}^{2}$ and $r_{2}^{2}=\left(x_{1}+\mu-1\right)^{2}+x_{3}^{2}+x_{5}^{2}$. We can write the identical slave system of six first-order differential equations corresponding to Eq.(2) as

$$
\begin{align*}
& \dot{y_{1}}=y_{2}+u_{1}(t), \\
& \dot{y_{2}}=y_{1}+2 y_{4}-\frac{q-\mu}{d_{1}^{3}}\left(y_{1}+\mu\right)-\frac{\mu-q}{d_{2}^{3}}\left(y_{1}+\mu-1\right)+u_{2}(t), \\
& \dot{y_{3}}=y_{4}+u_{3}(t), \\
& \dot{y_{4}}=y_{3}-2 y_{2}-\left(\frac{q-\mu}{d_{1}^{3}}+\frac{\mu-q}{d_{2}^{3}}\right) y_{3}+u_{4}(t),  \tag{3}\\
& \dot{y_{5}}=y_{6}+u_{5}(t), \\
& \dot{y_{6}}=-\left(\frac{q-\mu}{d_{1}^{3}}+\frac{\mu-q}{d_{2}^{3}}\right) y_{5}+u_{6}(t)
\end{align*}
$$

with $d_{1}^{2}=\left(y_{1}+\mu\right)^{2}+y_{3}^{2}+y_{5}^{2}$ and $d_{2}^{2}=\left(y_{1}+\mu-1\right)^{2}+y_{3}^{2}+y_{5}^{2}$, where $u_{i}(t)=1,2,3,4,5,6$ are called the control functions. We can define the error functions in such a way that in the synchronization state

$$
\lim _{t \rightarrow \infty} e_{i}(t) \rightarrow 0, i=1,2,3,4,5,6
$$

$$
\begin{aligned}
& e_{1}=y_{1}-x_{1} \\
& e_{2}=y_{2}-x_{2} \\
& e_{3}=y_{3}-x_{3} \\
& e_{4}=y_{4}-x_{4} \\
& e_{5}=y_{5}-x_{5} \\
& e_{6}=y_{6}-x_{6}
\end{aligned}
$$

We can transform the above error dynamical system in the derivative form of the input variables. After taking the derivative of the above error dynamical system, a new form can be written as

$$
\left.\begin{array}{l}
\dot{e_{1}}=\dot{y_{1}}-\dot{x_{1}}, \\
\dot{e_{2}}=\dot{y_{2}}-\dot{x_{2}} \\
\dot{e_{3}}=\dot{y_{3}}-\dot{x_{3}}, \\
\dot{e_{4}}=\dot{y_{4}}-\dot{x_{4}},  \tag{4}\\
\dot{e_{5}}=\dot{y_{5}}-\dot{x_{5}} \\
\dot{e_{6}}=\dot{y_{6}}-\dot{x_{6}}
\end{array}\right\}
$$

In the error dynamical system of Eqs. (4), the dot over $e_{i}, x_{i}, y_{i}, i=1,2,3,4,5,6$ indicates the differentiation with respect to time. After using Eqs. (2), (3) and (4), the above error dynamical system can be transformed into a new form and can be written as

$$
\begin{align*}
& \dot{e_{1}}(t)=e_{2}(t)+u_{1}(t) \\
& \dot{e_{2}}(t)=e_{1}(t)+2 e_{4}(t)-e_{1}(t)\left(\frac{q-\mu}{r_{1}^{3}}+\frac{\mu-q}{r_{2}^{3}}\right)+u_{2}(t) \\
& \dot{e_{3}}(t)=e_{4}(t)+u_{3}(t) \\
& \dot{e_{4}}(t)=e_{3}(t)-2 e_{2}(t)-e_{3}(t)\left(\frac{q-\mu}{r_{1}^{3}}+\frac{\mu-q}{r_{2}^{3}}\right)+u_{4}(t)  \tag{5}\\
& \dot{e_{5}}(t)=e_{6}(t)+u_{5}(t) \\
& \dot{e_{6}}(t)=-e_{5}(t)\left(\frac{q-\mu}{r_{1}^{3}}+\frac{\mu-q}{r_{2}^{3}}\right)+u_{6}(t)
\end{align*}
$$

In Eq.(5), we have introduced the input variables to study the behavior of a dynamical system. The error dynamical system defined by Eq. (5) to be controlled must be a linear system with control inputs. Hence, we have incorporated the control functions after eliminating the non-linear terms in $e_{1}(t), e_{2}(t), e_{3}(t), e_{4}(t), e_{5}(t)$ and $e_{6}(t)$ of equation (5) as given below

$$
\begin{align*}
& u_{1}(t)=v_{1}(t) \\
& u_{2}(t)=e_{1}(t)\left(\frac{q-\mu}{r_{1}^{3}}+\frac{\mu-q}{r_{2}^{3}}\right)+v_{2}(t) \\
& u_{3}(t)=v_{3}(t) \\
& u_{4}(t)=e_{3}(t)\left(\frac{q-\mu}{r_{1}^{3}}+\frac{\mu-q}{r_{2}^{3}}\right)+v_{4}(t)  \tag{6}\\
& u_{5}(t)=v_{5}(t) \\
& u_{6}(t)=e_{5}(t)\left(\frac{q-\mu}{r_{1}^{3}}+\frac{\mu-q}{r_{2}^{3}}\right)+v_{6}(t)
\end{align*}
$$

The control inputs have been introduced to study the behavior of a dynamical system. We can take one or more input variables to control a dynamical system, which depend on our choice. We want to control an output of a dynamical system. We can obtain the desired output of a dynamical system using these control inputs. There are two control inputs which are used in Eqs. (5) and (6). Using Eqs. (5) and (6), we can write the linear error dynamical system as given below

$$
\left.\begin{array}{l}
\dot{e_{1}}(t)=e_{2}(t)+v_{1}(t),  \tag{7}\\
\dot{e_{2}}(t)=e_{1}(t)+2 e_{4}(t)+v_{2}(t), \\
\dot{e_{3}}(t)=e_{4}(t)+v_{3}(t), \\
\dot{e_{4}}(t)=e_{3}(t)-2 e_{2}(t)+v_{4}(t), \\
\dot{e_{5}}(t)=e_{6}(t)+v_{5}(t), \\
\dot{e_{6}}(t)=v_{6}(t) .
\end{array}\right\}
$$

Equation (7) represents the error dynamical system with new control inputs. The formulated Eq. (7) is the error dynamics, which can be interpreted as a control problem where the system to be controlled is a linear system with control inputs $v_{1}(t), v_{2}(t), v_{3}(t), v_{4}(t)$, $v_{5}(t)$ and $v_{6}(t)$. We have introduced some new active control variables $v_{1}(t), v_{2}(t), v_{3}(t)$, $v_{4}(t), v_{5}(t)$ and $v_{6}(t)$ which are given by the relation

$$
\left.\left(\begin{array}{l}
v_{1}(t)  \tag{8}\\
v_{2}(t) \\
v_{3}(t) \\
v_{4}(t) \\
v_{5}(t) \\
v_{6}(t)
\end{array}\right)=M\left(\begin{array}{l}
e_{1}(t) \\
e_{2}(t) \\
e_{3}(t) \\
e_{4}(t) \\
e_{5}(t) \\
e_{6}(t)
\end{array}\right)\right\} .
$$

In Eq. (8), $M$ is a $6 \times 6$ constant matrix to be determined. The error dynamical system (7) can be re-written as given below

$$
\left.\left(\begin{array}{l}
\dot{e_{1}}(t)  \tag{9}\\
\dot{e_{2}}(t) \\
\dot{e_{3}}(t) \\
\dot{e_{4}}(t) \\
\dot{e_{4}}(t) \\
\dot{e_{6}}(t)
\end{array}\right)=N\left(\begin{array}{c}
e_{1}(t) \\
e_{2}(t) \\
e_{3}(t) \\
e_{4}(t) \\
e_{5}(t) \\
e_{6}(t)
\end{array}\right)\right\} .
$$

In equation (9), $N$ is a $6 \times 6$ coefficient matrix. According to the Lyapunov stability theory and Routh-Hurwitz criteria, the eigenvalues of the coefficient matrix of the error system must be real or complex with negative real parts. We can choose the elements of the matrix arbitrarily, there are several ways to choose in order to satisfy the Lyapunov and Routh-Hurwitz criteria. Therefore, the matrix corresponding to Eq. (7) can be defined as

$$
M=\left(\begin{array}{cccccc}
-1 & -1 & 0 & 0 & 0 & 0 \\
-1 & -1 & 0 & -2 & 0 & 0 \\
0 & 0 & -1 & -1 & 0 & 0 \\
0 & 2 & -1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}\right)
$$

and the matrix corresponding to Eq. (9) given by

$$
N=\left(\begin{array}{cccccc}
-1 & 0 & 0 & 0 & 0 & 0  \tag{10}\\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}\right)
$$

becomes a matrix with the eigenvalues having negative real parts. After using Eqs. (9) and (10), we have obtained an expression which is given below

$$
\left.\begin{array}{r}
\dot{e_{1}}(t)=-e_{1}(t) \\
\dot{e_{2}}(t)=-e_{2}(t) \\
\dot{e_{3}}(t)=-e_{3}(t) \\
\dot{e_{4}}(t)=-e_{4}(t)  \tag{11}\\
\dot{e_{5}}(t)=-e_{5}(t) \\
\dot{e_{6}}(t)=-e_{6}(t) .
\end{array}\right\}
$$

The system of Eqs.(11) indicates an equation of the error dynamical system of the restricted charged three-body problem. We shall study the stability of the above error dynamical system given by Eq.(11). In order to study the stability of the error dynamical system, we shall determine the solution of Eq.(11) using the Lyapunov stability criteria. It is concluded by the Lyapunov stability theory, the above error dynamical system is stable.

## 4 Analysis of Numerical Simulation

We have introduced two parameters, namely, the mass ratio $\mu$ and the charge $q$ of the second primary. We shall discuss the effects of these two parameters $\mu$ and $q$. We have taken the numerical values of the given parameters and the initial conditions for studying simulation. For the parameters included in the system under investigation $\mu=0.05, q=0.15$ and with the initial conditions for the master and slave systems $\left[x_{1}(0), x_{2}(0), x_{3}(0), x_{4}(0), x_{5}(0), x_{6}(0)\right]=[3.5,-4.75,-2.5,3.35,0.85,0.75]$ and $\left[y_{1}(0), y_{2}(0), y_{3}(0), y_{4}(0), y_{5}(0), y_{6}(0)\right]=[4.5,-2.75,-3.5,6.35,0.65,0.95]$, respectively. We have simulated the system under consideration using mathematica. The phase portraits and time series analysis of the master and slave systems show the irregular behavior of the dynamical system (see Figures 2 and 3). And for $\left[e_{1}(0), e_{2}(0), e_{3}(0), e_{4}(0), e_{5}(0), e_{6}(0)\right]=[1,2,-1,3,-0.2,0.2]$, the convergence diagrams of errors are the proof of achieving synchronization between the master and slave systems (see Figure 4).

## 5 Conclusion

In this paper, we have studied the synchronization behavior of two identical nonlinear systems of the restricted charged three-body problem using different initial conditions through active control technique depending on the Lyapunov stability theory and the

Routh-Hurwitz criteria. We have observed that the master and slave systems of the restricted charged three-body problem are completely synchronized. Also, we have observed that the error propagation between the master and slave systems of the restricted charged three-body problem is tending to zero. The obtained results were certified by numerical simulations using the latest version 12.0 of Wolfram Mathematica $\circledR$. In this paper, the present work is applicable for the study of some perturbations on the artificial satellite in space. This paper is applicable in various astrophysical systems. There are three examples such as Sun-Earth-Satellite system, Sun-Jupiter-Satellite system and Earth-Moon-Satellite system.
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#### Abstract

Crypto-devices and encryption applications make good use of nonlinear dynamical systems with hyperchaotic attractors due to their inherent complexity. Using four quadratic nonlinearities, a new 12 -term hyperchaos system with hidden attractor is proposed in this research paper. It is established that the new hyperchaos system has no balance point and a hidden attractor exists for the system. Coexisting attractors and multistability are also proven to exist for the new system. The KaplanYorke fractal dimension is determined for the new hyperchaos system with hidden attractor. MultiSim circuit design and simulation are carried out for the validation and real-world applications of the new hyperchaos system with hidden attractor. Finally, the chaos control results based on feedback control are also derived for the new 4D hyperchaotic system with no equilibrium point.
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## 1 Introduction

Chaos applications of dynamical models arise in various engineering domains such as nonlinear oscillatory systems [1, 2], biological models [3, 4], circuit devices [5, 6], ANN models 7,8 , chemical models 9,10 , finance models [11,12, robotics (13, 14, mechanical systems 15, 16] etc.

Dynamical systems with positive Lyapunov index numbers are addressed as hyperchaotic systems [17 which possess diverse engineering applications such as secure devices [18, 19], crypto-devices [20, 21], memristor devices 22 24], neural networks 25, 26], etc. The hyperchaotic attractor extends in two or more directions concurrently as compared to a chaotic attractor with a singularly positive Lyapunov exponent. It implies that the hyperchaotic attractor performs significantly better in many real-world applications such as secure communication and encryption because it has a topological structure that is highly complex.

Hyperchaotic models are broadly divided as hyperchaos systems exhibiting selfexcited or hidden attractors. The hyperchaos models with no balance point belong to the class of systems exhibiting hidden attractors [27, 28]. Li et al. [29] proposed an optical image encryption scheme based on the fractional Fourier transform and five-dimensional host-induced nonlinearity fractional-order laser hyperchaotic system. Erkan et al. 30 studied a novel two-dimensional (2D) chaotic system depending on the Schaffer function and the recursive 2D discrete model of the Schaffer function has superior chaotic behavior. Yu et al. [31] introduced two-dimensional logistic-adjusted-sine map (2D-LASM) and four-dimensional quadratic autonomous hyperchaotic system (4D-QAHS). Also, the experimental results demonstrate that the encryption approach is secure, with an average information entropy of 7.9972. Hosny et al. 32 proposed a novel utilization of fractionalorder chaotic systems in color image encryption using the 4D hyperchaotic Chen system of fractional-order combined with the Fibonacci Q-matrix. Pavithran et al. 33] proposed a novel encryption process based on Deoxyribonucleic Acid (DNA) cryptography, a hyperchaotic system and a Moore machine. Alkhayyat et al. 34 studied a novel four-dimensional continuous-time dynamical system with the features of hyperchaotic phenomenon, dissipativity, rich dynamics, unstable equilibrium point, multistability and cryptographic S-box application.

In this work, we report a new 4-D nonlinear dynamical system with a hyperchaotic attractor. We show that the proposed nonlinear dynamical system has no balance point and it displays a hidden hyperchaotic attractor. We illustrate the qualitative properties of the proposed nonlinear dynamical system with a hyperchaotic attractor via MATLAB signal plots, balance points, multi-stability, coexisting hyperchaotic attractors, etc. The proposed nonlinear dynamical system with a hyperchaotic attractor has good applications in cryptosystems 35,36 and secure communications 37.

For practical implementation of the hyperchaos systems, designs carried out via electronic circuits 38,40 ] or FPGA [41, 42 are immensely useful. In this research work, we exhibit MultiSim circuit design of the proposed new hyperchaos system in the fourdimensional space with no balance point.

This paper is organised as follows. Section 2 describes the dynamics and basic properties of the new 4D hyperchaotic system. Electronic circuit using MultiSim (Version 14.0) of the new 4D hyperchaotic system is given in Section 3. Section 4 presents control results using feedback control for the new 4D hyperchaotic system. Section 5 contains the conclusions of this work.

## 2 A Four-Dimensional Hyperchaos Systems with No Balance Point

A novel four-dimensional dynamical system is described in this work as follows:

$$
\left\{\begin{array}{l}
\dot{\xi}=\alpha(\eta-\xi)-\eta \zeta+\omega  \tag{1}\\
\dot{\eta}=-\gamma \xi \zeta+\beta \eta-\varepsilon \zeta^{2}+\omega \\
\dot{\zeta}=\xi \eta-\vartheta \\
\dot{\omega}=-\xi-\eta
\end{array}\right.
$$

The four-dimensional vector $K=(\xi, \eta, \zeta, \omega)$ designates the state of the system (1). It is remarked that there are four quadratic nonlinearities (in the first, second and third differential equations). It will be established using the Lyapunov Index (LI) values spectrum analysis in MATLAB that there is hyperchaos in the system (1) when the parameters assume the values

$$
\begin{equation*}
\alpha=18, \beta=6, \gamma=14, \vartheta=10, \varepsilon=0.2 \tag{2}
\end{equation*}
$$

For the time-series analysis of the state $K$ of the system (1), we assume the initial state as

$$
\begin{equation*}
\xi(0)=0.2, \eta(0), \zeta(0)=0.4, \omega(0)=0.2 \tag{3}
\end{equation*}
$$

Using Wolf's procedure [43], the Lyapunov Index (LI) values of the 4-D model (1) are numerically found in seconds (see Figure 1) as follows:

$$
\begin{equation*}
\mu_{1}=2.8033, \mu_{2}=0.0535, \mu_{3}=0, \mu_{4}=-14.8266 \tag{4}
\end{equation*}
$$

The existence of two positive LI values (viz. $\mu_{1}, \mu_{2}$ ) summarily signifies that the model (1) has hyperchaos nature. As the total of all LI values in the LI spectrum is seen to be negative, the model (1) has also dissipative motion of all its trajectories converging to the hyperchaotic attractor. The Kaplan-Yorke dimension of the hyperchaotic system (1) is computed as follows:

$$
\begin{equation*}
D_{K Y}=3+\frac{\mu_{1}+\mu_{2}+\mu_{3}}{\mu_{4}}=3.1927 \tag{5}
\end{equation*}
$$

Figures 1 and 2 show the LI values and signal plots of the model (1) simulated in MATLAB for the parameter set $(\alpha, \beta, \gamma, \vartheta, \varepsilon)=(18,6,14,10,0.2)$. The MATLAB plots show the high complexity of the hyperchaos system (1).

Multistability means two or more attractors coexist together with different initial conditions and has been found in many nonlinear systems. Let the parameters be fixed as $\alpha=18, \beta=6, \gamma=14, \vartheta=10, \varepsilon=0.2$ and we suppose that the initial states of the system (1) are picked as $K_{0}=(0.2,0.4,0.4,0.2)$ and $\Lambda_{0}=(-0.8,0.8,-0.8,0.8)$. Figure 3 shows the multistability of the hyperchaotic system (1) with two coexisting hyperchaotic attractors emanating from $K_{0}$ (blue color) and $\Lambda_{0}$ (red color), respectively.

## 3 Multisim Simulation of the Novel Hyperchaos System with Hidden Attractor

This study will consider the analog circuit implementation of the new double-scroll hyperchaos system described in (1). Figure 4 shows a four channels electronic circuit scheme


Figure 1: Lyapunov index values spectrum for the new hyperchaos system (1).
with variables $\xi, \eta, \zeta, \omega$ from the system (1). For circuit implementation, we rescale the state variables of the new chaotic system (1) as follows: $\xi=\frac{1}{2} \xi, \eta=\frac{1}{2} \eta, \zeta=\frac{1}{2} \zeta$ and $\omega=\frac{1}{2} \omega$. In the new coordinates $(\xi, \eta, \zeta, \omega)$, the chaotic system (1) becomes

$$
\left\{\begin{array}{l}
\dot{\xi}=\alpha(\eta-\xi)-2 \eta \zeta+\omega  \tag{6}\\
\dot{\eta}=-2 \gamma \xi \zeta+\beta \eta-2 \varepsilon \zeta^{2}+\omega \\
\dot{\zeta}=2 \xi \eta-\frac{1}{2} \vartheta \\
\dot{\omega}=-\xi-\eta
\end{array}\right.
$$

By applying Kirchhoff's laws to the designed electronic circuit, its nonlinear equations can be derived in the following form:

$$
\left\{\begin{array}{l}
\dot{\xi}=\frac{1}{C_{1} R_{1}} \eta-\frac{1}{C_{1} R_{2}} \xi-\frac{1}{10 C_{1} R_{3}} \eta \zeta+\frac{1}{C_{1} R_{4}} \omega \\
\dot{\eta}=-\frac{1}{10 C_{2} R_{5}} \xi \zeta+\frac{1}{C_{2} R_{6}} \eta-\frac{1}{10 C_{2} R_{7}} \zeta^{2}+\frac{1}{C_{2} R_{8}} \omega \\
\dot{\zeta}=\frac{1}{10 C_{3} R_{9}} \xi \eta-\frac{1}{C_{3} R_{10}} V_{1} \\
\dot{\omega}=-\frac{1}{C_{4} R_{11}} \xi-\frac{1}{C_{4} R_{12}} \eta
\end{array}\right.
$$

Here, $\xi, \eta, \zeta, \omega$ are the voltages across the capacitors $C_{1}, C_{2}, C_{3}$ and $C_{4}$, respectively.


Figure 2: Signal plots of the new hyperchaos system (1) simulated in MATLAB.


Figure 3: Phase portraits of the coexisting hyperchaotic attractors (1) for the initial states $K_{0}=(0.2,0.4,0.4,0.2)$ and $\Lambda_{0}=(-0.8,0.8,-0.8,0.8$,$) .$


Figure 4: Circuit design for the new hyperchaotic two-scroll system.

We choose the values of the circuital elements as $R_{1}=R_{2}=22.22 \mathrm{k} \Omega, R_{3}=R_{9}=200$ $\mathrm{k} \Omega, R_{4}=R_{8}=R_{11}=R_{12}=400 \mathrm{k} \Omega, R_{5}=14.28 \mathrm{k} \Omega, R_{6}=66.67 \mathrm{k} \Omega, R_{7}=1 \mathrm{M} \Omega, R_{10}=$ $80 \mathrm{k} \Omega, R_{13}=R_{14}=R_{15}=R_{16}=R_{17}=R_{18}=100 \mathrm{k} \Omega, C_{1}=C_{2}=C_{3}=C_{4}=$ 5.2 nF . The corresponding phase portraits on the oscilloscope are shown in Figure 5. The agreement between the Multisim results (Figure 5) and the MATLAB plots (Figure 2) shows the feasibility of the proposed hyperchaotic system.

## 4 Chaos Control

The system (1) is modified by introducing feedback controllers $U=\left[u_{1}, u_{2}, u_{3}, u_{4}\right]^{T}$ and is expressed as


Figure 5: MultiSIM chaotic attractors of the new hyperchaotic two-scroll system (a) $\xi-\eta$ plane, $(b) \eta-\zeta$ plane, $(c) \zeta-\omega$ plane and $(d) \xi-\omega$ plane.

$$
\left\{\begin{array}{l}
\dot{\xi}=\alpha(\eta-\xi)-\eta \zeta+\omega+u_{1}  \tag{7}\\
\dot{\eta}=-\gamma \xi \zeta+\beta \eta-\varepsilon \zeta^{2}+\omega+u_{2} \\
\dot{\zeta}=\xi \eta-\vartheta+u_{3} \\
\dot{\omega}=-\xi-\eta+u_{4}
\end{array}\right.
$$

Consider the nonlinear control strategy 44 and assume the parameters $\alpha, \beta, \gamma, \vartheta$ and $\varepsilon$ are unknown, while $u_{i}, i=1,2,3,4$, is a feedback controller to be designed.

Theorem 1. If the controller designed in (8) is implemented using a nonlinear control strategy, the system (1) will be suppressed.

$$
\left\{\begin{array}{l}
u_{1}=0  \tag{8}\\
u_{2}=-\alpha \xi-2 \beta \eta \\
u_{3}=\gamma \xi \eta+(\varepsilon \eta-1) \zeta+\vartheta \\
u_{4}=-\omega
\end{array}\right.
$$

Proof. Substituting the controllers (8) into the system (7), we have

$$
\left\{\begin{array}{l}
\dot{\xi}=\alpha(\eta-\xi)-\eta \zeta+\omega  \tag{9}\\
\dot{\eta}=-\gamma \xi \zeta+\beta \eta-\varepsilon \zeta^{2}+\omega-\alpha \xi \\
\dot{\zeta}=\zeta \eta+\gamma \xi \eta+(\varepsilon \eta-1) \zeta \\
\dot{\omega}=-\xi-\eta-\omega
\end{array}\right.
$$

Construct the Lyapunov candidate function as

$$
\begin{gathered}
v=\frac{1}{2}\left[\xi^{2}+\eta^{2}+\zeta^{2}+\omega^{2}\right] \\
\text { and } \\
\dot{v}=\xi \dot{\xi}+\eta \dot{\eta}+\zeta \dot{\zeta}+\omega \dot{\omega} \\
\dot{v}=\xi(\alpha(\eta-\xi)-\eta \zeta+\omega) \\
+\eta\left(-\gamma \xi \zeta-\beta \eta-\varepsilon \zeta^{2}+\omega-\alpha \xi\right) \\
+\zeta(\xi \eta+\gamma \xi \eta+(\varepsilon \eta-1) \zeta) \\
\quad+\omega(-\xi-\eta-\omega) \\
\Rightarrow \dot{v}=-\alpha \xi^{2}-\beta \eta^{2}-\zeta^{2}-\omega^{2}
\end{gathered}
$$

By using a theoretical method (the Lyapunov stability theorem), the system (1) was suppressed, and the accuracy of the analytical results was validated by the numerical simulations via Figure 6.

## 5 Conclusions

The main novelty of this work is the modelling of a new 4-D hyperchaos system with no balance point. We remark that the proposed hyperchaos system displays a hidden attractor as it has no balance point. In this research paper, invoking the use of four quadratic nonlinearities, a new nonlinear dynamical system with a hidden hyperchaotic attractor was proposed and illustrated with MATLAB signal plots. For nonlinear dynamical systems with chaotic or hyperchaotic attractors, multistability is a special property


Figure 6: Convergence of attractors to zero by controller (8).
which refers to the existence of chaotic or hyperchaotic attractors for the fixed set of parameters but different choices of initial states. In this research work, we showed the existence of multistability with coexisting hyperchaotic attractors for the proposed hyperchaos system. MultiSim circuit simulation of the new hyperchaos system was designed for the validation of the new hyperchaos system with a hidden attractor, which has many practical applications in secure communication devices. Finally, the chaos control results based on feedback control are also derived for the new 4 D hyperchaotic system with no equilibrium point.
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#### Abstract

This paper focuses on the analysis of the properties of solutions and stability of a diffusive wage-employment system. The system is of a diffusive predator-prey type. By choosing appropriate parameters, the global existence, positivity, uniform boundedness and decay estimates of solutions of the system can be characterized. The stability of the system can be also justified.
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## 1 Introduction

Goodwin [1] has constructed a model of the dynamic relationship between wage and employment. The model incorporates three behaviors of economic systems (the market is in a stable equilibrium, the growth is cyclical and its equilibrium is affected by past changes, the economic relations resemble white noise and the economic motion is random [2]). Goodwin's model is analogous to the Lotka-Volterra predator-prey model, the wage and the employment correspond to the predator and the prey, respectively. The model forms a cyclical pattern. When the employment is at high level, the bargaining power of the employed workers drives up the wages, and so shrinks profits. But when the profits diminish, fewer workers are hired and the employment will decrease leading to the increment of the profits. The more profits, the more workers are hired leading to the increment of the employment.

[^7]Let $\sigma$ be the capital intensity showing how many years of income have to be tied up to produce a unit of income. The reciprocal value $1 / \sigma$ measures the capital productivity, which determines the amount of national income generated by each unit of the invested capital. Goodwin assumes that the labor supply and the labor productivity are exponential processes, which means that the growth rates of both are constants. Let $\alpha$ and $\beta$ denote the percentage per year of the rise of the labor productivity and the labor supply, respectively.

The change of the real wage (workers' share) depends on the real employment. The rates of both are positively correlated. The employment fluctuates between fairly narrow limits in real life, so the interdependence in a small neighborhood of the equilibrium is permitted to linearize by the linear Phillips curve. Let $\rho$ and $\gamma$ be the slope and the intercept of the linearization, respectively. Goodwin's real wage - real employment cycle is modeled by [3,4]

$$
\begin{align*}
& \dot{u}=-\eta_{1} u+\theta_{1} u v,  \tag{1}\\
& \dot{v}=\eta_{2} v-\theta_{2} u v
\end{align*}
$$

where $u$ and $v$ are the rate of real wage and the rate of real employment, respectively, $\eta_{1}=\alpha+\gamma, \theta_{1}=\rho, \eta_{2}=\frac{1}{\sigma}-(\alpha+\beta)$ and $\theta_{2}=\frac{1}{\sigma}$.

In the absence of wages $u$, the employment rate $v$ in (1) grows exponentially without boundaries. In reality, the employment cannot increase without limits and decreases in productivity since additional workers will not be just as productive as the employed workers. To enhance the more realistic model, a logistic saturation is considered in the second equation in (1) at $u=0$ by

$$
\dot{v}=\eta_{2}\left(1-\frac{v}{K}\right) v
$$

Since the employment cannot surpass total population, the model requires $K=1$.
The second problem with Goodwin's original model is the reaction of wages to employment since any changes in wages as a result of changes in employment cannot be instantaneous as they are assumed to be. Wage contracts planed ahead do not affect the changes of demand of labor in future, causing a delay in the reaction of wages to employment. This delay can be inserted in the first equation in (1) by

$$
w(t)=(h * v)(t):=\int_{0}^{t} h(t-s) v(s) d s
$$

where $h$ is a nonnegative integrable weight function such that $\int_{0}^{\infty} h(s) d s=1$. One of the comfortable weight functions in the economic model is

$$
\begin{equation*}
h(t)=a e^{-a t}, \quad a>0 \tag{2}
\end{equation*}
$$

On the other hand, the analysis of stability of equilibriums of the various types of the Lotka-Volterra model has been done. Moreover, many applications including forecasting have also been widely used even in finance and economics, see [5-9] and references therein. This paper focuses on studying the geographical expansion of the wage-employment interaction, as a generalization of (1) obeying the diffusive Lotka-Volterra system

$$
\begin{align*}
& u_{t}=\delta_{1} \Delta u-\eta_{1} u+\theta_{1} u(h * v)  \tag{3}\\
& v_{t}=\delta_{2} \Delta v+\eta_{2}(1-v) v-\theta_{2} u v
\end{align*}
$$

subject to the initial conditions

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad v(x, 0)=v_{0}(x), \quad x \in \Omega, \tag{4}
\end{equation*}
$$

where $\Delta$ is the Laplace operator, $\Omega$ is the bounded domain in $\mathbb{R}^{n}$, and $\delta_{1}, \delta_{2}$ are positive constants of the movement rates of wages and employment, respectively, and $h$ is the weight function in (22). Some results on the dynamics, stability, bifurcation of solutions for the systems of reaction-diffusion systems were established in $10-14$ not including the system (3)-(4). Recently, by quasi-semigroup and quasi-group approaches, timedependent diffusion problems are also being done, see 15,16 .

This paper focuses on the global existence, positivity, and uniform boundedness of the solutions of the wage-employment system (3)-(4). Moreover, the stability of the equilibrium points of the systems is also analyzed.

## 2 Existence of Positive Solution

In what follows, we denote by $X$ the space of bounded and uniformly continuous functions on $\Omega \subset \mathbb{R}$ endowed with the supremum norm. It is well-known that the linear operators $\delta_{1} \Delta$ and $\delta_{2} \Delta$ generate the semigroups of contractions $T_{1}$ and $T_{2}$ on the Banach space $X$ given by

$$
\begin{equation*}
\left[T_{i}(t) w\right](x)=\frac{1}{\sqrt{4 \pi \delta_{i} t}} \int_{-\infty}^{\infty} e^{-\frac{|x-s|^{2}}{4 \delta_{i} t}} w(s) d s, \quad T_{i}(0)=I, \tag{5}
\end{equation*}
$$

respectively, where $I$ is the identity operator on $X$ and $i=1,2$. Further, $u(t)=T_{1}(t) u_{0}$ and $v(t)=T_{2}(t) v_{0}$ are the unique solutions of

$$
\begin{align*}
u_{t} & =\delta_{1} \Delta u,  \tag{6}\\
v_{t} & =\delta_{2} \Delta v,
\end{align*}
$$

subject to the initial conditions (4), respectively.
We also assume that the initial conditions $u_{0}$ and $v_{0}$ in (4) are the nonnegative elements of $X$. Following the scheme in [17], we shall show the existence of a global solution to the problem (3)-4).

Theorem 2.1 Let $u_{0}, v_{0} \in X$ and $\eta_{2} \geq 0$. There exists a unique global classical nonnegative solution $(u, v)$ to the problem (3)-(4).

Proof. Local existence and uniqueness follow from the solutions to (6) and the Duhamel principle; there exists a $\tau_{0}>0$ such that the problem (3)-(4) has a unique local mild solution $(u, v) \in C\left(\left[0, \tau_{0}\right], X\right) \times C\left(\left[0, \tau_{0}\right], X\right)$, i.e.,

$$
\begin{array}{ll}
u(t)=T_{1}(t) u_{0}+\int_{0}^{t} T_{1}(t-s) f(s) d s, & t \in\left[0, \tau_{0}\right] \\
v(t)=T_{2}(t) v_{0}+\int_{0}^{t} T_{2}(t-s) g(s) d s, & t \in\left[0, \tau_{0}\right]
\end{array}
$$

where $f(t)=-\eta_{1} u(t)+\theta_{1} u(t)(h * v)(t)$ and $g(t)=\eta_{2}(1-v(t)) v(t)-\theta_{2} u(t) v(t)$ for all $t \in\left[0, \tau_{0}\right]$. Since $f, g \in C^{\infty}\left(\left(0, \tau_{0}\right], X\right)$, the Lebesgue theory concludes that $u(t), v(t) \in$ $C^{\infty}(\Omega, \mathbb{R})$ for all $t \in\left(0, \tau_{\max }\right]$, where $\tau_{\max }:=\tau_{0}$ is the maximal time of existence of the solution $(u, v)$.

Next, we prove the nonnegativity of the solutions. Let $\lambda_{v}=\sup \{\|(h * v)(t)\| ; 0 \leq t \leq$ $\tau\}$, where $0<\tau<\tau_{\max }$ and $\lambda_{0}=-\eta_{1}+\theta_{1} \lambda_{v}$. The substitution $u=e^{\lambda_{0} t} \varphi$ to the first equation of (3) gives

$$
\varphi_{t}-\delta_{1} \varphi_{x x}+\left(\eta_{1}-\theta_{1}(h * v)+\lambda_{0}\right) \varphi \equiv 0, \quad x \in \Omega, \quad 0<t \leq \tau
$$

where $\varphi(x, 0)=u_{0}(x)$. Since $v \in C([0, \tau], X)$ and $\eta_{1}-\theta_{1}(h * v)+\lambda_{0} \geq 0$, the maximum principle (Theorem 9 on page 43) in 18 implies that $\varphi$ is nonnegative, which in turn gives the nonnegativity of $u$.

The substitution $v=e^{\lambda_{0} x} \phi(t)+\psi(t)$ to the second equation of (3) yields two Bernoulli's equations in $t$,

$$
\begin{aligned}
\phi^{\prime}(t)+\left(\theta_{2} u-\lambda_{0}^{2}-\eta_{2}\right) \phi(t) & =-\eta_{2} e^{\lambda_{0} x} \phi^{2}(t), \quad x \in \Omega, \quad 0<t \leq \tau \\
\psi^{\prime}(t)+\left(\theta_{2} u+2 \eta_{2} e^{\lambda_{0} x} \phi(t)-\eta_{2}\right) \psi(t) & =-\eta_{2} \psi^{2}(t), \quad x \in \Omega, \quad 0<t \leq \tau
\end{aligned}
$$

A direct computation to these equations on $\Omega \times(0, \tau]$ gives a solution

$$
v(x, t)= \begin{cases}e^{-\theta_{2} u t}\left(e^{\lambda_{0}^{2} t+\lambda_{0} x}+1\right), & \eta_{2}=0  \tag{7}\\ \frac{e^{-P(t)}}{\eta_{2} \int e^{-P(t)} d t}+\frac{e^{-Q(t)}}{\eta_{2} \int e^{-Q(t)} d t}, & \eta_{2}>0\end{cases}
$$

where

$$
P(t)=\int\left(\theta_{2} u-\lambda_{0}^{2}-\eta_{2}\right) d t, \quad Q(t)=\int\left(\theta_{2} u+2 w(t)-\eta_{2}\right) d t, \quad w(t)=\frac{e^{-P(t)}}{\int e^{-P(t)} d t}
$$

The condition $\eta_{2} \geq 0$ implies the nonnegativity of $v$ in (7). Thus, we just proved the existence of a priori bounds for the solution $u, v$ on $\left[0, \tau_{\max }\right)$. From this, we shall prove the global solution of $(u, v)$.

The solution of the problem (3)-(4) can be represented by

$$
\begin{align*}
& u(t)=e^{-\eta_{1} t} T_{1}(t) u_{0}+\int_{0}^{t} e^{-\eta_{1}(t-s)} T_{1}(t-s) \theta_{1} u(s)(h * v)(s) d s  \tag{8}\\
& v(t)=e^{\eta_{2} t} T_{2}(t) v_{0}-\int_{0}^{t} e^{\eta_{2}(t-s)} T_{2}(t-s)\left[\eta_{2} v^{2}(s)+\theta_{2} u(s) v(s)\right] d s \tag{9}
\end{align*}
$$

The contraction of $T_{2}$, the nonnegativity of $u$ and $v$, and (9) give

$$
\begin{equation*}
\|v(t)\| \leq e^{\eta_{2} t}\left\|v_{0}\right\| \quad \text { for all } \quad t \geq 0 \tag{10}
\end{equation*}
$$

Since $\|h * v\| \leq\|v\|$, from (8) and (10), we have

$$
\|u(t)\| \leq\left\|u_{0}\right\|+\theta_{1}\left\|v_{0}\right\| \int_{0}^{t} e^{\eta_{2} s}\|u(s)\| d s, \quad \text { for all } \quad t \geq 0
$$

Finally, Gronwall's inequality implies

$$
\begin{equation*}
\|u(t)\| \leq\left\|u_{0}\right\| e^{\theta_{1}\left\|v_{0}\right\| k(t)} \quad \text { for all } \quad t \geq 0 \tag{11}
\end{equation*}
$$

where

$$
k(t)= \begin{cases}\frac{1}{\eta_{2}}\left(e^{\eta_{2} t}-1\right), & \eta_{2}>0 \\ t, & \eta_{2}=0\end{cases}
$$

Results (10) and 11) show that the solutions are global $\left(\tau_{\max }=+\infty\right)$.

Remark 2.1 Theorem 2.1 interprets that if the capital productivity is greater than the sum of the growth rates of labor supply and labor productivity, then the solution $(u, v)$ (wage-employment) of (3)-(4) is positive. This means that the employment and labor power depend on the amount of national income generated by the invested capital.

## 3 Boundedness of Solution

The solution of the problem (3)-(4) constructed in Theorem 2.1 is not always bounded as is shown in the following lemma.

Lemma 3.1 If $v_{0} \neq 0$ and $\eta_{2}$ is sufficiently large, then the solution $(u, v)$ in Theorem 2.1 is unbounded.

Proof. Suppose $(u, v)$ is a globally bounded solution, there is a constant $M>0$ such that $\|u(t)\| \leq M$ and $\|v(t)\| \leq M$ for all $t \geq 0$. Since $v_{0} \neq 0$, there exists $\omega>M^{2}$ such that $T_{2}(t) v_{0}>\omega$ for all $t \geq 0$. By the nonnegativity of $u, v$, (9) gives

$$
v(t) \geq\left(\omega-\frac{M^{2}\left(\eta_{2}+\theta_{2}\right)}{\eta_{2}}\right) e^{\eta_{2} t}+\frac{M^{2}\left(\eta_{2}+\theta_{2}\right)}{\eta_{2}}
$$

Getting $\eta_{2}>\frac{M^{2} \theta_{2}}{\omega-M^{2}}$ gives $\|v(t)\| \rightarrow+\infty$ as $t \rightarrow+\infty$. We have a contradiction.
Lemma 3.1 states that to get bounded solutions, we need some restrictions either on the coefficients of the system or on the initial data.

Theorem 3.1 If $u_{0}, v_{0} \in X$ and $\eta_{2} \geq 0$, then

$$
\begin{align*}
& \|v(t)\| \leq\left\|v_{0}\right\| e^{\eta_{2} t} \quad \text { for all } \quad t \geq 0  \tag{12}\\
& \|u(t)\| \leq e^{\left(\theta_{1}\left\|v_{0}\right\| c(\tau)-\eta_{1}\right) t}\left\|u_{0}\right\| \quad \text { for all } \quad t \in[0, \tau] \tag{13}
\end{align*}
$$

where $c(t):=\frac{a e^{\eta_{2} t}}{a+\eta_{2}}$. Further, if $\eta_{2}=0$ and $\eta_{1}>\theta_{1}\left\|v_{0}\right\|$, then

$$
\lim _{t \rightarrow \infty}\|u(t)\|=0
$$

Proof. Substituting $u=\phi e^{-\eta_{1} t}$ and $v=\varphi e^{\eta_{2} t}$ into (3) and (4), respectively, gives

$$
\begin{align*}
\phi_{t}-\delta_{1} \phi_{x x} & =\theta_{1} \phi\left(h * e^{\eta_{2} t} \varphi\right)  \tag{14}\\
\varphi_{t}-\delta_{2} \varphi_{x x} & =-\eta_{2} \varphi^{2} e^{\eta_{2} t}-\theta_{2} e^{-\eta_{1} t} \phi \varphi \tag{15}
\end{align*}
$$

with the initial data

$$
\begin{equation*}
\phi_{0}(x)=u_{0}(x), \quad \varphi_{0}(x)=v_{0}(x) . \tag{16}
\end{equation*}
$$

By the nonnegativity of $\phi$ and $\varphi, 15$ with give

$$
\begin{equation*}
\varphi(t)=T_{2}(t) v_{0}-\int_{0}^{t} T_{2}(t-s)\left[\eta_{2} \varphi^{2}(s) e^{\eta_{2} s}+\theta_{2} e^{-\eta_{1} s} \phi(s) \varphi(s)\right] d s \leq T_{2}(t) v_{0} \tag{17}
\end{equation*}
$$

for all $(x, t) \in \Omega \times[0, \infty)$. This implies that

$$
\|v(t)\|=\|\varphi(t)\| e^{\eta_{2} t} \leq\left\|v_{0}\right\| e^{\eta_{2} t}, \quad \text { for all } \quad t \geq 0
$$

Next, by (17) and (14), we obtain

$$
\phi_{t}-\delta_{1} \phi_{x x} \leq \theta_{1}\left\|v_{0}\right\| c(t) \phi
$$

Transforming $\phi=e^{\theta_{1}\left\|v_{0}\right\| c(\tau) t} z$ on $\Omega \times[0, \tau]$ gives

$$
z_{t}-\delta_{1} z_{x x} \leq 0, \quad z(0)=\phi(0)=u_{0}
$$

This implies that

$$
z(t)=T_{1}(t) u_{0}, \quad t \geq 0
$$

Therefore, $\|\phi(t)\| \leq e^{\theta_{1}\left\|v_{0}\right\| c(\tau) t}\left\|u_{0}\right\|$ and

$$
\begin{equation*}
\|u(t)\|=\|\phi(t)\| e^{-\eta_{1} t} \leq e^{\left(\theta_{1}\left\|v_{0}\right\| c(\tau)-\eta_{1}\right) t}\left\|u_{0}\right\| \quad \text { for all } \quad t \in[0, \tau] \tag{18}
\end{equation*}
$$

Further, for $\eta_{2}=0$ and $\eta_{1}>\theta_{1}\left\|v_{0}\right\|$, (18) implies that

$$
\lim _{t \rightarrow \infty}\|u(t)\|=0
$$

Theorem 3.2 If $\eta_{2}=0$ and $\delta_{1} \leq \delta_{2}$, then the solution $(u, v)$ of (3)-(4) is globally bounded. Moreover,

$$
\begin{align*}
\|v(t)\| & \leq\left\|v_{0}\right\| \quad \text { for all } \quad t \geq 0  \tag{19}\\
\|u(t)\| & \leq\left\|u_{0}\right\|+\frac{\theta_{1}}{\theta_{2}} \sqrt{\frac{\delta_{2}}{\delta_{1}}}\left\|v_{0}\right\| \quad \text { for all } \quad t \geq 0 \tag{20}
\end{align*}
$$

Proof. The nonnegativity of $v$ gives $(h * v)(s) \leq v(s)$ for all $s \geq 0$. If $\left.\eta_{2}=0,12\right)$ gives (19). Moreover, from (8) and (9), we have

$$
\begin{align*}
& u(t)=e^{-\eta_{1} t} T_{1}(t) u_{0}+\theta_{1} U(t)  \tag{21}\\
& v(t)=T_{2}(t) v_{0}-\theta_{2} V(t) \tag{22}
\end{align*}
$$

where

$$
\begin{align*}
& U(t)=\int_{0}^{t} e^{-\eta_{1}(t-s)} T_{1}(t-s) u(s)(h * v)(s) d s \leq \int_{0}^{t} T_{1}(t-s) u(s) v(s) d s \\
& V(t)=\int_{0}^{t} T_{2}(t-s) u(s) v(s) d s \tag{23}
\end{align*}
$$

Conditions $\delta_{1} \leq \delta_{2}$ and 5 provide

$$
\begin{equation*}
T_{1}(t) w \leq \sqrt{\frac{\delta_{2}}{\delta_{1}}} T_{2}(t) w \quad \text { for all } \quad w \in X, \quad t \geq 0 \tag{24}
\end{equation*}
$$

Moreover, by the nonnegativity of $v, 22$ implies that

$$
\begin{equation*}
V(t) \leq \frac{1}{\theta_{2}} T_{2}(t) v_{0} \quad \text { for all } \quad t \geq 0 \tag{25}
\end{equation*}
$$

Equations (23), (24) and (25) give

$$
\begin{equation*}
U(t) \leq \sqrt{\frac{\delta_{2}}{\delta_{1}}} V(t) \leq \frac{1}{\theta_{2}} \sqrt{\frac{\delta_{2}}{\delta_{1}}} T_{2}(t) v_{0} \quad \text { for all } \quad t \geq 0 \tag{26}
\end{equation*}
$$

Finally, (26) together with 21) imply 20 .

Theorem 3.3 Let $\eta_{1}=0, \delta_{1} \leq \delta_{2}$ and $0 \leq \eta_{2} \leq H(t)$ for all $t \geq \tau$, where $H$ is a positively continuous function such that $\lim _{t \rightarrow \infty} t H(t)=0$ for some $\tau>0$. The solution $(u, v)$ of (3)-(4) is globally bounded. Moreover,

$$
\begin{align*}
& \|u(t)\| \leq\left\|u_{0}\right\|+\frac{\theta_{1}}{\theta_{2}} \sqrt{\frac{\delta_{2}}{\delta_{1}}}\left\|v_{0}\right\| \text { for all } t \geq 0  \tag{27}\\
& \|v(t)\| \leq c\left\|v_{0}\right\| \quad \text { for all } t \geq 0, \quad \text { for some } \quad c>0 \tag{28}
\end{align*}
$$

Proof. For $\eta_{1}=0,(8)$ and (9) give

$$
\begin{align*}
& u(t)=T_{1}(t) u_{0}+\theta_{1} \int_{0}^{t} T_{1}(t-s) u(s) v(s) d s  \tag{29}\\
& v(t)=e^{\eta_{2} t}\left[T_{2}(t) v_{0}-\int_{0}^{t} e^{-\eta_{2} s} T_{2}(t-s)\left[\eta_{2} v^{2}(s)+\theta_{2} u(s) v(s)\right] d s\right] \tag{30}
\end{align*}
$$

respectively. Since $v$ is nonnegative, 30 implies that

$$
\begin{equation*}
\int_{0}^{t} e^{-\eta_{2} s} T_{2}(t-s)\left[\eta_{2} v^{2}(s)+\theta_{2} u(s) v(s)\right] d s \leq T_{2}(t) v_{0} \tag{31}
\end{equation*}
$$

Further, since $\eta_{2}, \theta_{2}>0$ and the function $f(s)=e^{-\eta_{2} s}$ is decreasing on [0, $t$, (31) gives

$$
\int_{0}^{t} T_{2}(t-s) u(s) v(s) d s \leq \frac{T_{2}(t) v_{0}}{\theta_{2}}
$$

Therefore, inserting (24) into (29), we obtain

$$
u(t) \leq T_{1}(t) u_{0}+\frac{\theta_{1}}{\theta_{2}} \sqrt{\frac{\delta_{2}}{\delta_{1}}} T_{2}(t) v_{0}
$$

This proves 27.
Next, if there exists $\tau>0$ such that $\eta_{2} \leq H(t)$ for all $t \geq \tau$, where $H$ is a positively continuous function such that $\lim _{t \rightarrow \infty} t H(t)=0$, then (12) gives 28, where $c=e^{\tau H(\tau)}$.

Remark 3.1 Theorem 3.2 clarifies that the solution $(u, v)$ of (3)-(4) is globally bounded when the capital productivity is equal to the sum of the growth rates of labor supply and labor productivity. Further, Theorem 3.3 is valid if the rate of labor productivity and the intercept of the linear Phillips curve negate each other. This may occur when the rate of labor productivity is negative.

In particular, if the employment is unlimited, the system (3) has the form

$$
\begin{align*}
u_{t} & =\delta_{1} \Delta u-\eta_{1} u+\theta_{1} u v  \tag{32}\\
v_{t} & =\delta_{2} \Delta v+\eta_{2} v-\theta_{2} u v
\end{align*}
$$

subject to the initial conditions (4), and we have the following theorem.
Theorem 3.4 If $\eta_{1}=0$ and $u_{0}(x)>\eta_{2} / \theta_{2}$ for all $x \in \Omega$, then the solution $(u, v)$ of (32)-(4) satisfies

$$
\begin{equation*}
\|v(t)\| \leq\left\|v_{0}\right\| \quad \text { for all } \quad t \geq 0 \tag{33}
\end{equation*}
$$

Moreover, if there exists $\kappa>\eta_{2} / \theta_{2}$ such that $u_{0}(x)>\kappa$ for all $x \in \Omega$, then

$$
\begin{align*}
& \|u(t)\| \leq e^{\frac{\theta_{1}}{\kappa \theta_{2}-\eta_{2}}\left\|v_{0}\right\|}\left\|u_{0}\right\| \quad \text { for all } \quad t \geq 0  \tag{34}\\
& \|v(t)\| \leq e^{-\left(\kappa \theta_{2}-\eta_{2}\right) t}\left\|v_{0}\right\| \quad \text { for all } \quad t \geq 0 \tag{35}
\end{align*}
$$

Proof. Since $u_{0}>\eta_{2} / \theta_{2}$, 29) implies that

$$
u(t) \geq T_{1}(t)\left(\eta_{2} / \theta_{2}\right) \geq \eta_{2} / \theta_{2} \quad \text { for all } \quad t \geq 0
$$

We define a linear operator $B(t):=\eta_{2}-\theta_{2} u(t)$ on $X$. From (32), we have

$$
\begin{equation*}
v_{t}(t)=\left[\delta_{2} \Delta+B(t)\right] v(t) \tag{36}
\end{equation*}
$$

The dissipativity of $B(t)$ for all $t \geq 0$ implies that there exists a contraction quasi semigroup $R(t, s)$ on $X$ generated by $\delta_{2} \Delta+B(t)$, 19. Moreover, the problem (36)-(4) has a solution

$$
v(t)=R(0, t) v_{0} \quad \text { for all } \quad t \geq 0
$$

This proves (33).
If $u_{0} \geq \kappa>\eta_{2} / \theta_{2}$, again, from 29, we have $u(t) \geq \kappa$. Further, $\eta_{2}-\theta_{2} u(t)<$ $\eta_{2}-\kappa \theta_{2}<0$ for all $t \geq 0$. Therefore, (36) can be rewritten as

$$
\begin{equation*}
v_{t}(t)=\left[\delta_{2} \Delta+B(t)+\omega I\right] v(t)-\omega v(t) \tag{37}
\end{equation*}
$$

where $\omega:=\kappa \theta_{2}-\eta_{2}>0$. Since $B(t)+\omega I$ is a dissipative operator on $X$, operator $\delta_{2} \Delta+$ $B(t)+\omega I$ generates a contraction quasi semigroup $G(t, s)$. Therefore, the contraction quasi semigroup $R(t, s)$ generated by $\delta_{2} \Delta+B(t)$ has a representation

$$
R(t, s)=e^{-\omega s} G(t, s) \quad \text { for all } \quad t, s \geq 0
$$

Thus, the solution of 37 - 4 is given by

$$
\begin{equation*}
v(t)=K(0, t) v_{0}=e^{-\omega t} G(0, t) v_{0} \quad \text { for all } \quad t \geq 0 \tag{38}
\end{equation*}
$$

Equation (38) implies (35). Further, substituting (38) into (29) gives

$$
u(t)=T_{1}(t) u_{0}+\theta_{1} \int_{0}^{t} T_{1}(t-s) u(s) e^{-\omega s} G(0, s) v_{0} d s
$$

Finally, Gronwall's equation implies (34).
Remark 3.2 Besides Theorem 3.4, we can prove that all the results on the positiveness and (globally) boundedness of solutions in Theorems 2.1, 3.1, 3.2 and 3.3 are valid for the system (32)-(4). The proofs are left to the reader.

## 4 Stability of Solution

We focus on the system (3)-(4) subject to the no-flux boundary on the regular boundary $\partial \Omega$. To begin with, we will analyze the stability of the equilibrium solution to disclose its vulnerability at parameter variations. System (3) is equivalent to the three-dimensional system

$$
\begin{align*}
u_{t} & =\delta_{1} \Delta u-\eta_{1} u+\theta_{1} u w \\
v_{t} & =\delta_{2} \Delta v+\eta_{2}(1-v) v-\theta_{2} u v  \tag{39}\\
w_{t} & =a(v-w)
\end{align*}
$$

where $w$ stands for the expectations of the future employment levels based on the past employment levels. The third equation in (39) shows that the expectations change continuously and correct themselves.

Straightforward computation shows that system (39) has three equilibrium points:

$$
S_{1}=(0,0,0), \quad S_{2}=(0,1,1), \quad S_{3}=\left(\frac{\left(\theta_{1}-\eta_{1}\right) \eta_{2}}{\theta_{1} \theta_{2}}, \frac{\eta_{1}}{\theta_{1}}, \frac{\eta_{1}}{\theta_{1}}\right)
$$

After translating the equilibrium point $\left(u^{*}, v^{*}, w^{*}\right)$ to the origin by the translation $\bar{u}=$ $u-u^{*}, \bar{v}=v-v^{*}, \bar{w}=w-w^{*}$ and still denoting $\bar{u}, \bar{v}$ and $\bar{w}$ by $u, v$ and $w$, respectively, the system (39) reduces to the following system:

$$
\begin{align*}
u_{t} & =\delta_{1} \Delta u+\left(\theta_{1}-\eta_{1}\right) u+\theta_{1} u^{*} w+f(u, v, w), \\
v_{t} & =\delta_{2} \Delta v-\theta_{2} v^{*} u+\left(\eta_{2}-\theta_{2} u^{*}-2 \eta_{2} v^{*}\right) v+g(u, v, w),  \tag{40}\\
w_{t} & =a(v-w),
\end{align*}
$$

where

$$
f(u, v, w)=\theta_{1} u w, \quad g(u, v, w)=-\eta_{2} v^{2}-\theta_{2} u v,
$$

subject to the no-flux boundary conditions

$$
\begin{equation*}
\partial_{\nu} u=\partial_{\nu} v=\partial_{\nu} w=0, \quad x \in \partial \Omega, \quad t \geq 0 \tag{41}
\end{equation*}
$$

Henceforth, we will only focus on the special case when $\Omega:=(0, \pi)$ and $X:=H^{2}(\Omega)$ is the standard Sobolev space, so we consider the following system:

$$
\begin{align*}
u_{t} & =\delta_{1} u_{x x}+\left(\theta_{1}-\eta_{1}\right) u+\theta_{1} u^{*} w+f(u, v, w), \\
v_{t} & =\delta_{2} v_{x x}-\theta_{2} v^{*} u+\left(\eta_{2}-\theta_{2} u^{*}-2 \eta_{2} v^{*}\right) v+g(u, v, w),  \tag{42}\\
w_{t} & =a(v-w)
\end{align*}
$$

subject to the Neumann boundary condition

$$
\begin{equation*}
u_{x}(0, t)=u_{x}(\pi, t)=0, \quad v_{x}(0, t)=v_{x}(\pi, t)=0, \quad w_{x}(0, t)=w_{x}(\pi, t)=0, \quad t \geq 0 \tag{43}
\end{equation*}
$$

The linearized system (42) at $\left(u^{*}, v^{*}, w^{*}\right)$ can be written as

$$
\left(\begin{array}{c}
u_{t} \\
v_{t} \\
w_{t}
\end{array}\right)=L\left(\begin{array}{c}
u \\
v \\
w
\end{array}\right)
$$

where

$$
L=\left(\begin{array}{ccc}
\delta_{1} \frac{\partial^{2}}{\partial x^{2}}+\theta_{1}-\eta_{1} & 0 & \theta_{1} u^{*} \\
-\theta_{2} v^{*} & \delta_{2} \frac{\partial^{2}}{\partial x^{2}}+\eta_{2}-\theta_{2} u^{*}-2 \eta_{2} v^{*} & 0 \\
0 & a & -a
\end{array}\right)
$$

on the domain

$$
\mathcal{D}(L)=\left\{(u, v, w) \in\left[H^{2}(\Omega)\right]^{3}: u^{\prime}(0)=u^{\prime}(\pi)=0, v^{\prime}(0)=v^{\prime}(\pi)=0, w^{\prime}(0)=w^{\prime}(\pi)\right\}
$$

It is well-known that the eigenvalue problem

$$
z^{\prime \prime}=\mu z, \quad x \in(0, \pi), \quad z^{\prime}(0)=z^{\prime}(\pi)=0
$$

has the eigenvalues $\mu_{n}=-n^{2}, n \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$, with the corresponding eigenfunctions $\phi_{n}(x)=\cos n x$. Let

$$
\left(\begin{array}{c}
\phi \\
\psi \\
\varphi
\end{array}\right)=\sum_{n=0}^{\infty}\left(\begin{array}{c}
a_{n} \\
b_{n} \\
c_{n}
\end{array}\right) \cos n x
$$

where $a_{n}, b_{n}, c_{n}$ are constants, be an eigenfunction of $L$ with the eigenvalue $\lambda$, that is,

$$
L\left(\begin{array}{l}
\phi \\
\psi \\
\varphi
\end{array}\right)=\lambda\left(\begin{array}{l}
\phi \\
\psi \\
\varphi
\end{array}\right)
$$

The orthogonality of the function sequence $\left(\phi_{n}\right)$ implies that

$$
L_{n}\left(\begin{array}{c}
a_{n} \\
b_{n} \\
c_{n}
\end{array}\right)=\lambda\left(\begin{array}{c}
a_{n} \\
b_{n} \\
c_{n}
\end{array}\right), \quad n \in \mathbb{N}_{0}
$$

where

$$
L_{n}=\left(\begin{array}{ccc}
-n^{2} \delta_{1}+\theta_{1}-\eta_{1} & 0 & \theta_{1} u^{*} \\
-\theta_{2} v^{*} & -n^{2} \delta_{2}+\eta_{2}-\theta_{2} u^{*}-2 \eta_{2} v^{*} & 0 \\
0 & a & -a
\end{array}\right)
$$

Lemma 3.1 of [13] implies that $\lambda$ is an eigenvalue for $L$ if and only if $\lambda$ is an eigenvalue for $L_{n}$ for some $n \in \mathbb{N}_{0}$. The characteristic equation of $L_{n}$ at $\left(u^{*}, v^{*}, w^{*}\right)$ is

$$
\begin{equation*}
\lambda^{3}+\alpha_{n} \lambda^{2}+\beta_{n} \lambda+\gamma_{n}=0, \quad n \in \mathbb{N}_{0} \tag{44}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha_{n}= & n^{2}\left(\delta_{1}+\delta_{2}\right)+a+\eta_{1}-\eta_{2}-\theta_{1}+u^{*} \theta_{2}+2 v^{*} \eta_{2}, \\
\beta_{n}= & n^{4} \delta_{1} \delta_{2}+n^{2}\left(a\left(\delta_{1}+\delta_{2}\right)+\delta_{2} \eta_{1}-\delta_{1} \eta_{2}-\delta_{2} \theta_{1}\right)+a\left(\eta_{1}-\eta_{2}-\theta_{1}\right) \\
& +\eta_{2}\left(\theta_{1}-\eta_{1}\right)+\left(n^{2} \delta_{1}+a+\eta_{1}-\theta_{1}\right)\left(\theta_{2} u^{*}+2 \eta_{2} v^{*}\right),  \tag{45}\\
\gamma_{n}= & a n^{4} \delta_{1} \delta_{2}+a n^{2}\left(\delta_{2} \eta_{1}-\delta_{1} \eta_{2}-\delta_{2} \theta_{1}\right)+a \eta_{2}\left(\theta_{1}-\eta_{1}\right) \\
& +\left(n^{2} \delta_{1}+\eta_{1}-\theta_{1}\right)\left(a \theta_{2} u^{*}+2 a \eta_{2} v^{*}\right)+a u^{*} v^{*} \theta_{1} \theta_{2} .
\end{align*}
$$

The standard linear operator theory provides that if all the eigenvalues of the operator $L$ have negative real parts, then $\left(u^{*}, v^{*}, w^{*}\right)$ is asymptotically stable, and if some eigenvalues have positive real parts, then $\left(u^{*}, v^{*}, w^{*}\right)$ is unstable. For (44), we have the following lemma.

Lemma 4.1 20] The real parts of the roots of the equation $x^{3}+\alpha x^{2}+\beta x+\gamma=0$ are all negative if and only if $\alpha>0, \alpha \beta-\gamma>0$ and $\gamma>0$.

Evaluation (44) at the equilibrium $S_{1}$ together with Lemma 4.1 give that $S_{1}$ is asymptotically stable if $\eta_{2}<n^{2} \delta_{2}$ for some $n$. However, this stability is not significant in the economic sense since $S_{1}$ provides the absence of wages and employment. The equilibrium $S_{2}$ is asymptotically stable if $\eta_{1}+n^{2} \delta_{1}>\theta_{1}$ for some $n$ implying a decrease in
wages. Since $S_{2}$ represents the absence of wages corresponding to full employment, it is meaningless in this case.

We note that the position of the equilibrium $S_{3}$ does not depend on the delay $\mu$, but its stability does. The stability conditions of the equilibrium $S_{3}$ are summarized in the following theorem.

Theorem 4.1 Let $\mu=1 /$ a be a delay and $\delta_{n}=n^{2}\left(\delta_{1}+\delta_{2}\right)$. The stability of $S_{3}$ is considered in three cases:
(a) If $\theta_{1}\left(\theta_{1}-\eta_{1}-\delta_{n}\right)-\eta_{1} \eta_{2}<0$ for some $n$, then $S_{3}$ is asymptotically stable, regardless of the delay.
(b) If $\theta_{1}\left(\theta_{1}-\eta_{1}-\delta_{n}\right)-\eta_{1} \eta_{2}>0$ and $\mu\left(\theta_{1}-\eta_{1}-\delta_{n}-\frac{\eta_{1} \eta_{2}}{\theta_{1}}\right)<1$ for some $n$, then $S_{3}$ is asymptotically stable.
(c) If $\mu\left(\theta_{1}-\eta_{1}-\delta_{n}-\frac{\eta_{1} \eta_{2}}{\theta_{1}}\right)>1$ for some $n$, then $S_{3}$ is unstable.

Proof. An application of Lemma 4.1 to the roots of at $S_{3}$ implies that $S_{3}$ is asymptotically stable if

$$
\begin{equation*}
\theta_{1}-\eta_{1}-\delta_{n}-\frac{\eta_{1} \eta_{2}}{\theta_{1}}<a \tag{46}
\end{equation*}
$$

where $\delta_{n}=n^{2}\left(\delta_{1}+\delta_{2}\right)$ for some $n \in \mathbb{N}_{0}$.
(a) Since $a>0$, the inequality in $\sqrt{46}$ is valid if the left-hand side of $\sqrt{46}$ is negative (regardless of $\mu$ ), i.e.,

$$
\begin{equation*}
\theta_{1}\left(\theta_{1}-\eta_{1}-\delta_{n}\right)-\eta_{1} \eta_{2}<0 . \tag{47}
\end{equation*}
$$

Since $\delta_{n}>0$ for all $n \in \mathbb{N}_{0}$, the left-hand side of 47 is valid if $\eta_{1}>\theta_{1}$ or $\eta_{1}+\delta_{n}<\theta_{1}$ for some $n$ and $\eta_{2}$ is large enough.
(b) For a small delay $\mu$, inequality (46) gives that $\mu\left(\theta_{1}-\eta_{1}-\delta_{n}-\frac{\eta_{1} \eta_{2}}{\theta_{1}}\right)<1$ and the left-hand side is positive.
(c) The condition $\mu\left(\theta_{1}-\eta_{1}-\delta_{n}-\frac{\eta_{1} \eta_{2}}{\theta_{1}}\right)>1$ for some $n$ negates the inequality in (46). This implies that characteristic equation (44) may have eigenvalues with positive real parts.

Remark 4.1 (a) The condition (47) is valid if $\eta_{1}>\theta_{1}$ or $\eta_{1}+\delta_{n}<\theta_{1}$ for some $n$ together with $\eta_{2}$ being large enough. The stability due to both conditions is regardless of the delay $\mu$ and this case rarely happens in real economic life. The first hypothesis confirms that wage-employment system (42)-43) is stable if the growth rate of the labor productivity is greater than the difference from the slope of the linear Phillips curve to its intercept. At this point, all solutions must approach the positive stable equilibrium when $t \rightarrow \infty$.
(b) In particular, for $n=0, S_{3}$ is a locally asymptotically stable equilibrium for system (42)-43) without the diffusion $\Delta$ (or system (1)).
(c) If $\eta_{2}=0$ and $\delta_{1} \leq \delta_{2}$, Theorem 3.2 implies that the equilibrium $\left(0, \frac{\eta_{1}}{\theta_{1}}\right)$ is global asymptotically stable on the $u v$-plane. However, similar to the equilibrium $S_{2}$, the equilibrium is not meaningful in economic sense.

## 5 Conclusions

In this paper, we extend the original wage-employment system to the diffusive system. The system is of a diffusive predator-prey type. The properties of solutions to the system including global existence, positivity, uniform boundedness and decay estimates depend on the parameters being varied. The system has three equilibrium points, one of which is asymptotically stable for the appropriate parameters and the stability is economically meaningful.
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#### Abstract

In this paper, we fulfill some conditions to examine the multiple wellposedness conditions that define the continuous dependence of the solutions and their derivatives on the initial data of the Cauchy problem. Indeed, for the differential operator equation of arbitrary order in a Hilbert space, an appropriate condition is given for the two main operators that assert the multiple well-posedness. Our results are new and complement some previous ones in the literature.
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## 1 Introduction

In [21, Vlasenko et al. studied the p-fold well-posedness of the higher-order abstract Cauchy problem of the following form:

$$
\begin{gather*}
\sum_{j=0}^{n} A_{j} \frac{d^{j} u}{d t^{j}}=0, \quad t>0,  \tag{1}\\
u^{j}(0)=u_{j}, \quad j=0, \ldots, n-1, \tag{2}
\end{gather*}
$$

where $A_{j}(j=0, \ldots, n)$ are linear closed operators from a complex Banach space $\mathcal{E}$ into

[^8]another complex Banach space $\mathcal{F}$ with the domain of definition $\mathcal{D}\left(A_{j}\right) \subset \mathcal{E}, A_{n}$ can be a degenerate operator.

Many real phenomena can be modeled using problems of the form of (1), (2). For example, many initial-value or initial-boundary value problems for partial differential equations arise in mechanics, physics, engineering, control theory, etc., in particular, the description of vibrations (see [5], [13], [2]) or the vibrations of a viscoelastic pipeline [14]. The theory of problems of this kind is also connected with many other branches of mathematics, which translates the importance of their study for both theoretical investigations and practical applications.

Over the past half-century, (11), (2) has been studied extensively by many scholars. Especially, for the first-order abstract Cauchy problem, the theory (or closely related operator semigroup theory) has evolved relatively well since the well-known Hille-Yosida theorem was presented in 1948, and is well documented in the monographs (see [6], 15] and other), the study of the second-order abstract Cauchy problem has also received much attention. For more information, we can refer to 10$],[18, ~[20$, and references cited therein. Since integrated semi-groups were introduced at the end of the eighties of the last century, it has become possible to deal with the ill-posed first-order abstract Cauchy problems (see [16], [11], [8]).

In 2004, Vlasenko et al. 21] carried out one of the latest and significant research on establishing conditions that ensure the p-fold well-posedness of the Cauchy problem (1), (2). The study imposed that $A_{n}$ is a bounded operator and $A_{n-1}=F+B$, where $F$ and $B$ are two operators fulfilling certain criteria that lead to guarantee the p-fold well-posedness in the case of the Hilbert space.

Motivated by the aforementioned works, this paper aims to establish new sufficient conditions that ensure the p-fold well-posedness of the problem (1), (2) even when $A_{n}$ is a non bounded operator and when the requirements on the two main operators $A_{n}$ and $A_{n-1}$ are different from those in 21]. The theorem presented in this paper is new and extends and improves previously known results.

Due to its great importance and its many applications in various mathematical fields such as nonlinear dynamics and systems theory (see [1] [22, [3]), many scholars have devoted a great deal of attention to this topic. For example, Vlasenko and his collaborators have published several works in this direction, notably in the case of nonlinear operators. As a result, their interesting outcomes inspired us to find new criteria that guarantee the stability of nonlinear dynamics.

The paper is organized as follows. In Section 2, we introduce some necessary definitions and preliminary results that play a crucial role in establishing our main outcomes. In Section 3, we present some previous global existence results which inspired us to investigate problem (11), (2). Finally, we state and prove our main results in Section 4.

## 2 Preliminaries

Definition 2.1 (see 21) We call a solution of problem (1), (2) any function $u$ satisfying condition (2) and

$$
u \in C^{n}((0, \infty), \mathcal{E}) \bigcap C^{n-1}([0, \infty), \mathcal{E})
$$

so that

$$
A_{j} u \in C^{j}((0, \infty), \mathcal{F}) \cap C^{j-1}([0, \infty), \mathcal{F}), \quad j=1, \ldots, n
$$

Definition 2.2 (see [21]) The Cauchy problem (1), (22) is $p$-fold well-posed $(p \in\{1, \ldots, n\})$ if and only if for any of its solutions $u$, the following estimate is true:

$$
\begin{equation*}
\left\|u^{p-1}(t)\right\| \leq F(t) \sum_{j=0}^{n-1}\left\|u_{j}\right\|, \quad t \geq 0 \tag{3}
\end{equation*}
$$

where $F$ is a non-negative function from $\mathbb{R}_{+}$to $\mathbb{R}_{+}$.
Definition 2.3 (see 21) If $F$ is a locally bounded function on $\mathbb{R}_{+}$the problem (1), (2) is $p$-fold uniformly well-posed.

Definition 2.4 (see (21) The problem (1), (2) is said to be $p$-fold exponentially well-posed if $F(t)=C e^{\omega t}$, where $C \geq 0$ and $\omega \geq 0$.

Remark 2.1 (see 21]) If $p=n$, the problem (1], 22) is full-fold well-posed.
Examples. Consider the problem of the vibrating string

$$
\begin{gathered}
\frac{\partial^{2} u}{\partial x^{2}}-C^{2} \frac{\partial^{2} u}{\partial t^{2}}=0, \quad t>0,-\infty<x<\infty \\
u(x, 0)=f(x), \quad u_{t}(x, 0)=0
\end{gathered}
$$

The solution of this problem is given by

$$
u(x, t)=\frac{1}{2}[f(x-C t)+f(x+C t)]
$$

Then

$$
u(x, t)=\frac{1}{2}[G(-C t) f(x)+G(C t) f(x)]
$$

where $\{G(t)\}$ is a semigroup of the operator $\frac{d}{d x}$. We have

$$
\begin{aligned}
\|u(x, t)\| & =\left\|\frac{1}{2}[G(-C t) f(x)+G(C t) f(x)]\right\| \\
& \leq \frac{1}{2}\|G(-C t)\|\|f(x)\|+\|G(C t)\|\|f(x)\|
\end{aligned}
$$

$G(-C t)$ is strongly continuous, then there exist $M$ and $\omega$ such that

$$
\|G(-C t)\| \leq M \exp (-\omega C t)
$$

also

$$
\|G(C t)\| \leq M \exp (\omega C t)
$$

which implies that

$$
\|u(x, t)\| \leq \frac{1}{2}(\exp (\omega C t)+\exp (-\omega C t))\|f(x)\|
$$

For

$$
F(t)=\max \left(\frac{1}{2}(\exp (\omega C t)+\exp (-\omega C t)), 1\right),
$$

we have

$$
\begin{aligned}
& \|u(x, t)\| \leq F(t) \sum_{j=0}^{1}\left\|u_{j}\right\| \\
u_{t}(x, t)= & \frac{1}{2}\left[\frac{d G(-C t) f(x)}{d t}+\frac{d G(C t) f(x)}{d t}\right] \\
= & \frac{1}{2}[A G(-C t) f(x)+A G(C t) f(x)]
\end{aligned}
$$

As the operator $A$ is unbounded, then there is no nonnegative function $F$ such that

$$
\left\|u_{t}(x, t)\right\| \leq K(t) \sum_{j=0}^{1}\left\|u_{j}\right\|
$$

Hence, the problem of the vibrating string is well-posed but is not 2-fold well-posed.
Equation (11) is associated with the characteristic polynomial

$$
L(\lambda)=\sum_{j=0}^{n} \lambda^{j} A_{j}
$$

and its resolvent $\mathcal{R}(\lambda)=L^{-1}(\lambda)$. Let $\mathcal{G}$ be the angle in the complex plane given by

$$
\mathcal{G}=\mathcal{G}(b, \theta)=\left\{\lambda=b+r e^{i \gamma}, \quad|\gamma| \leq \pi-\theta, \quad r \geq 0\right\}, \quad 0<\theta<\frac{\pi}{2}
$$

and bounded by a pair of rays. The orientation of the boundary contour $\Lambda$ should be such that the area $\mathcal{G}$ is located on its left side when bypassing below see Figure $\mathbf{A}$.


A
Here, the joint properties of the two leading operators $A_{n-1}$ and $A_{n}$ in terms of the following linear bundle of operators $\mathcal{P}(\lambda)$ and its resolvent $\mathcal{S}(\lambda)$ are

$$
\begin{gathered}
\mathcal{P}(\lambda)=\lambda A_{n}+A_{n-1} \\
\mathcal{S}(\lambda)=\mathcal{P}^{-1}(\lambda)
\end{gathered}
$$

Theorem 2.1 (see [9], [12], [19]) $A$ is a closed linear operator from $\mathcal{E}$ into $\mathcal{E}$ so that $\|A\| \leq q<1$. Then $(I+A)$ is a reversible and $(I+A)^{-1}$ is a bounded operator.

Corollary 2.1 Suppose that $n>1$, the linear $\mathcal{D}(L)$ is dense in $\mathcal{E}$, the number $p$ belongs to the set $\{1, \ldots, n\}$ and, in a certain angle $\mathcal{G}(b, \theta), b>0$, the resolvent $\mathcal{S}(\lambda)$ of the bundle of leading operators satisfies the estimates

$$
\begin{equation*}
\left\|\mathcal{S}(\lambda) A_{j}\right\| \leq C|\lambda|^{n-p}, \quad j=0, \ldots, n-1 \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathcal{S}(\lambda) A_{j}\right\| \leq C|\lambda|^{q_{j}}, \quad j=0, \ldots, n-2 \tag{5}
\end{equation*}
$$

with the constants $q_{j}<n-j-1$. Then the Cauchy problem (1), (2) is full-fold well-posed and $p$-fold exponentially well-posed.

In 21, for the proof, the authors postulated another Cauchy problem and presented the proof without that assumption. The proof is as follows.

Proof. For $\lambda \in \mathcal{G}(a, \theta)$,

$$
\begin{aligned}
L(\lambda) & =\lambda^{n} A_{n}+\lambda^{n-1} A_{n-1}+\sum_{j=0}^{n-2} \lambda^{j} A_{j} \\
& =\lambda^{n-1}\left(\lambda A_{n}+A_{n-1}\right)+\sum_{j=0}^{n-2} \lambda^{j} A_{j} \\
& =\lambda^{n-1} P(\lambda)+\sum_{j=0}^{n-2} \lambda^{j} A_{j} \\
& =\lambda^{n-1} P(\lambda)\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} P^{-1}(\lambda) A_{j}\right)
\end{aligned}
$$

so

$$
L(\lambda)=\lambda^{n-1} P(\lambda)\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} S(\lambda) A_{j}\right)
$$

As the estimate (5) is verified, then

$$
\begin{aligned}
\left\|\sum_{j=0}^{n-2} \lambda^{j-n+1} S(\lambda) A_{j}\right\| & \leq \sum_{j=0}^{n-2}|\lambda|^{j-n+1}\left\|S(\lambda) A_{j}\right\| \\
& \leq \sum_{j=0}^{n-2}|\lambda|^{j-n+1} C|\lambda|_{j}^{q} \\
& \leq C \sum_{j=0}^{n-2}|\lambda|^{j-n+1+q_{j}}
\end{aligned}
$$

we have $q_{j}<n-j-1$, so $j-n+1+q_{j}<0$, and as $\lambda \in \mathcal{G}(a, \theta)$, this implies that $\left(\frac{1}{|\lambda|}\right)^{-j+n-1-q_{j}}<\left(\frac{1}{a_{0} \sin \theta}\right)^{-j+n-1-q_{j}}, j=0, \cdots, n-2$. So

$$
\begin{aligned}
\left\|\sum_{j=0}^{n-2} \lambda^{j-n+1} S(\lambda) A_{j}\right\| & <C\left(\left(\frac{1}{|\lambda|}\right)^{n-1-q_{0}}+\left(\frac{1}{|\lambda|}\right)^{n-2-q_{1}}+\cdots+\left(\frac{1}{|\lambda|}\right)^{1-q_{n-2}}\right) \\
& <C\left(\left(\frac{1}{a_{0} \sin \theta}\right)^{n-1-q_{0}}+\left(\frac{1}{a_{0} \sin \theta}\right)^{n-2-q_{1}}+\cdots\right. \\
& \left.+\left(\frac{1}{a_{0} \sin \theta}\right)^{1-q_{n-2}}\right)
\end{aligned}
$$

for $a_{0} \sin \theta \leq 1$, we let

$$
h=\max \left\{n-1-q_{0}, n-2-q_{0}, \cdots, 1-q_{n-2}\right\}
$$

and if $a_{0} \sin \theta \geq 1$, we let

$$
h=\min \left\{n-1-q_{0}, n-2-q_{0}, \cdots, 1-q_{n-2}\right\},
$$

in any case, we have

$$
\left\|\sum_{j=0}^{n-2} \lambda^{j-n+1} S(\lambda) A_{j}\right\|<C\left((n-1)\left(\frac{1}{a_{0} \sin \theta}\right)^{h}\right)
$$

For $a_{0}=\frac{(C(n-1))^{\frac{1}{h}}}{\sin \theta}$, we get

$$
C\left((n-1)\left(\frac{1}{a_{0} \sin \theta}\right)^{h}\right)=1,
$$

therefore $\mathcal{G}_{0}=\mathcal{G}\left(\frac{(C(n-1))^{\frac{1}{h}}}{\sin \theta}, \theta\right) \subset \mathcal{G}(a, \theta)$ so that

$$
\left\|\sum_{j=0}^{n-2} \lambda^{j-n+1} S(\lambda) A_{j}\right\|<1
$$

According to Theorem 2.6, we conclude that

$$
\gamma(\lambda)=\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} S(\lambda) A_{j}\right)^{-1}
$$

exists and is bounded in $\mathcal{G}_{0}$. We have also

$$
\begin{aligned}
\left\|L^{-1}(\lambda) A_{j} x\right\| & =\left\|\left(\lambda^{n-1} P(\lambda)\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} P^{-1}(\lambda) A_{j}\right)\right)^{-1} A_{j} x\right\| \\
& =\left\|\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} P^{-1}(\lambda) A_{j}\right)^{-1} \lambda^{1-n} P^{-1}(\lambda) A_{j} x\right\| \\
& \leq\left\|\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} P^{-1}(\lambda) A_{j}\right)^{-1}\right\||\lambda|^{1-n}\left\|P^{-1}(\lambda) A_{j}\right\|\|x\| \\
& \leq\left\|\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} P^{-1}(\lambda) A_{j}\right)^{-1}\right\||\lambda|^{1-n}\left\|S(\lambda) A_{j}\right\|\|x\| \\
& \leq\left\|\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} P^{-1}(\lambda) A_{j}\right)^{-1}\right\||\lambda|^{1-n} C|\lambda|^{n-p}\|x\|
\end{aligned}
$$

and as $\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} S(\lambda) A_{j}\right)^{-1}$ exists and is bounded in $\mathcal{G}_{0}$, then there is $K>0$ such that

$$
\left\|\left(I+\sum_{j=0}^{n-2} \lambda^{j-n+1} S(\lambda) A_{j}\right)^{-1}\right\| \leq K
$$

so that

$$
\left\|L(\lambda)^{-1} A_{j} x\right\| \leq K C|\lambda|^{1-n+n-p}\|x\|
$$

This implies that there exists $K_{1}=C K$ such that

$$
\left\|L(\lambda)^{-1} A_{j} x\right\| \leq K_{1}|\lambda|^{1-p}\|x\|
$$

and hence

$$
\left\|R(\lambda) A_{j} x\right\| \leq \frac{K_{1}}{|\lambda|^{1-p}}\|x\|
$$

According to Theorem 4 in 21, the result is proved.
We conclude that two conditions (4), (5) are substitutes for condition (19) in 21]. By this corollary, we get the full-fold uniform well-posedness of the initial boundary-value problems that describe small vibrations of an elastic bar in 13 .

Theorem 2.2 (see [9], 12], [19]) A is a self-adjoint operator and $A^{-1}$ exists and is a bounded operator on $R(A)$. Then $\overline{R(A)}=\mathcal{H}$ and $A^{-1}$ is a self-adjoint operator.

Theorem 2.3 (see [9], [12], [19]) Suppose $\mathcal{D}(A)$ and $R(A)$ are dense in $\mathcal{H}$ and $A^{-1}$ exists. Then $\left(A^{*}\right)^{-1}$ exists and $\left(A^{*}\right)^{-1}=\left(A^{-1}\right)^{*}$.

## 3 Global Existence Result

In this part, we display some existing theorems 21 that set some conditions which guarantee two inequalities (4) and (5) so that to achieve the full-fold exponentially wellposedness in the case of the Hilbert space $\mathcal{E}=\mathcal{F}=\mathcal{H}$ and for the closed operators $A_{j}$ with the domains of definitions $\mathcal{D}\left(A_{j}\right)$ being dense in $\mathcal{H}$.

Theorem 3.1 Suppose that $n>1, A_{n}$ is a nonnegative bounded operator and $A_{n-1}=$ $F+B$, where $F$ is a self-adjoint operator and $B$ is a symmetric or skew-symmetric operator. Suppose that the linear $\bigcap_{j=0}^{n-1} \mathcal{D}\left(A_{j}\right)$ is dense in $H, \mathcal{D} F \subset \bigcap_{j=0}^{n-2} \mathcal{D}\left(A_{j}^{*}\right) \cap \mathcal{D}(B)$, for certain $b \geq 0$, the operator $F+b A_{n}$ is positive-definite (with a positive lower bound), and

$$
\begin{equation*}
q=\left\|B\left(F+b A_{n}\right)^{-1}\right\|<1 \tag{6}
\end{equation*}
$$

Then the Cauchy problem (1), (2) is full-fold well-posed and ( $n$-1)-fold exponentially wellposed. In addition, if $A_{n}$ is positive-definite, then the problem is full-fold exponentially well-posed.

We can find another condition that guarantees the same results as the previous theorem.

Theorem 3.2 Suppose that $n>1, D(L)$ is dense in $\mathcal{H}, A_{n}=A_{n}^{*} \geq 0, A_{n-1}=$ $F+B$, where $F=F^{*}, B$ is a symmetric or skew-symmetric operator, and for a certain number $b \geq 0$, estimate (6) is true, furthermore, $F+b A_{n} \geq m I>0$,

$$
\mathcal{D}\left(\left(F+b A_{n}\right)^{\frac{1}{2}}\right) \subset \mathcal{D}\left(A_{n}\right) \cap \mathcal{D}(B) \cap\left(\bigcap_{j=0}^{n-2} \mathcal{D}\left(A_{n}^{*}\right)\right)
$$

Then the Cauchy problem (1), (2) is full-fold well-posed and (n-1)-fold exponentially wellposed. In addition, if the operator $A_{n}$ is positive-definite and bounded, then the problem is full-fold exponentially well-posed.

## 4 Main Result

In this section, we give the main result of the paper. We will study the case where $A_{n}$ is an unbounded and non self-adjoint operator.

Theorem 4.1 Suppose that $n>1, A_{n}=K+C$, where $K$ is a positive self-adjoint operator and $C$ is a symmetric operator, and $A_{n-1}$ is a symmetric operator such that the linear $\bigcap_{j=0}^{n-1} \mathcal{D}\left(A_{j}\right)$ is dense in $\mathcal{H}$ so that

$$
\begin{equation*}
\mathcal{D}\left(C^{*}\right) \subset \bigcap_{j=0}^{n-2} \mathcal{D}\left(A_{j}^{*}\right) \cap \mathcal{D}\left(A_{n-1}\right), \mathcal{D}(K) \subset \mathcal{D}(C) \tag{7}
\end{equation*}
$$

and for a certain $b \geq 0$, the operator $A_{n-1}+b K$ is positive-definite, we have

$$
\begin{equation*}
q=\left\|C\left(A_{n-1}+b K\right)^{-1}\right\| \leq \frac{1}{|\lambda|} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(A_{n-1}+b K\right) K^{-1}\right\| \leq \frac{1}{b} \tag{9}
\end{equation*}
$$

Then the Cauchy problem (1), (2) is full-fold well-posed and full-fold exponentially wellposed.

Proof. For $\lambda \in G(b, \theta)$, we have

$$
\begin{align*}
\mathcal{D}\left(\left(\lambda A_{n}+A_{n-1}\right)^{*}\right) & =\mathcal{D}\left(\left(\lambda K+\lambda C+A_{n-1}\right)^{*}\right) \\
& =\mathcal{D}(\lambda K) \cap \mathcal{D}(\lambda C) \cap \mathcal{D}\left(A_{n-1}^{*}\right) . \tag{10}
\end{align*}
$$

Because $C$ is a symmetric operator, we have $\mathcal{D}(C) \subset \mathcal{D}\left(C^{*}\right)$ and $\mathcal{D}(K) \subset \mathcal{D}(C)$, which means that

$$
\mathcal{D}(K) \subset \mathcal{D}(C) \subset \mathcal{D}\left(C^{*}\right)
$$

Then

$$
\mathcal{D}\left(\left(\lambda K+\lambda C+A_{n-1}\right)^{*}\right)=\mathcal{D}(K) \cap \mathcal{D}\left(A_{n-1}^{*}\right)
$$

and

$$
\mathcal{D}(K) \subset \mathcal{D}\left(C^{*}\right) \subset \mathcal{D}\left(A_{n-1}^{*}\right)
$$

Thus, we have

$$
\begin{equation*}
\mathcal{D}\left(\left(\lambda K+\lambda C+A_{n-1}\right)^{*}\right)=\mathcal{D}(K) \tag{11}
\end{equation*}
$$

and

$$
\begin{aligned}
\mathcal{D}\left(\left(\lambda K+\lambda C^{*}+A_{n-1}\right)\right) & =\mathcal{D}(K) \cap \mathcal{D}\left(C^{*}\right) \cap \mathcal{D}\left(A_{n-1}\right) \\
& =\mathcal{D}(K) \cap \mathcal{D}\left(A_{n-1}\right)
\end{aligned}
$$

As $C$ is a symmetric operator and using (7), we have

$$
\mathcal{D}(K) \subset \mathcal{D}(C) \subset \mathcal{D}\left(C^{*}\right) \subset \mathcal{D}\left(A_{n-1}\right)
$$

which implies

$$
\begin{equation*}
\mathcal{D}\left(\left(\lambda K+\lambda C^{*}+A_{n-1}\right)\right)=\mathcal{D}(K) . \tag{12}
\end{equation*}
$$

Furthermore, according to (11) and (12), we have

$$
\mathcal{D}\left(\left(\lambda K+\lambda C+A_{n-1}\right)^{*}\right)=\mathcal{D}\left(\lambda K+\lambda C^{*}+A_{n-1}\right)
$$

In addition, $\forall x \in \mathcal{D}\left(\lambda K+\lambda C^{*}+A_{n-1}\right), C$ and $A_{n-1}$ are symmetric operators and $K$ is a self-adjoint operator, we can therefore write

$$
\begin{aligned}
\left\langle\left(\lambda K+\lambda C^{*}+A_{n-1}\right) x, x\right\rangle & =\left\langle\left(\lambda K+\lambda C^{*}+A_{n-1}^{*}\right) x, x\right\rangle \\
& =\left\langle\left(\lambda K+\lambda C+A_{n-1}\right)^{*} x, x\right\rangle .
\end{aligned}
$$

As $A_{n-1}+b K$ is a positive operator, we have

$$
\begin{aligned}
\mathcal{D}\left(\left(A_{n-1}+b K\right)^{*}\right) & =\mathcal{D}\left(A_{n-1}^{*}\right) \cap \mathcal{D}(K) \\
& =\mathcal{D}(K)
\end{aligned}
$$

We have also

$$
\begin{aligned}
\mathcal{D}\left(\left(A_{n-1}+b K\right)\right) & =\mathcal{D}\left(A_{n-1}\right) \cap \mathcal{D}(K) \\
& =\mathcal{D}(K)
\end{aligned}
$$

Therefore

$$
\mathcal{D}\left(\left(A_{n-1}+b K\right)^{*}\right)=\mathcal{D}\left(A_{n-1}+b K\right)
$$

Let us remind that $A_{n-1}$ are symmetric operators and $K$ is a self-adjoint operator, then $\forall x, y \in \mathcal{D}\left(\left(A_{n-1}+b K\right)^{*}\right)$,

$$
\left\langle\left(A_{n-1}+b K\right) x, y\right\rangle=\left\langle x,\left(A_{n-1}+b K\right) y\right\rangle .
$$

This implies that $A_{n-1}+b K$ is a self-adjoint operator, and as $C$ is a symmetric operator, we get

$$
\mathcal{D}\left(\left(A_{n-1}+b K\right)\right)=\mathcal{D}(K)
$$

As $\mathcal{D}(K) \subset \mathcal{D}(C)$, we have

$$
\mathcal{D}\left(\left(A_{n-1}+b K\right)\right) \subset \mathcal{D}(C)
$$

and

$$
\begin{aligned}
\|C\| & =\left\|C\left(A_{n-1}+b K\right)^{-1}\left(A_{n-1}+b K\right)\right\| \\
& \leq\left\|C\left(A_{n-1}+b K\right)^{-1}\right\|\left\|\left(A_{n-1}+b K\right)\right\| \\
& \leq q\left\|\left(A_{n-1}+b K\right)\right\|
\end{aligned}
$$

As $K$ is a self-adjoint operator, $\mathcal{D}\left(A_{n-1}+b K\right)=\mathcal{D}(K)$ and

$$
\begin{aligned}
\left\|\left(A_{n-1}+b K\right)\right\| & =\left\|\left(A_{n-1}+b K\right) K^{-1} K\right\| \\
& \leq\left\|\left(A_{n-1}+b K\right) K^{-1}\right\|\|K\| \\
& \leq \frac{1}{b}\|K\| \\
& \leq\|b K\|
\end{aligned}
$$

Then, according to Theorem 4.12 in [9], we obtain

$$
\begin{gather*}
|\langle C x, x\rangle| \leq q\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle  \tag{13}\\
\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle \leq\langle b K x, x\rangle \tag{14}
\end{gather*}
$$

for all $x \in \mathcal{D}(K)$ and $\lambda \in G(b, \theta)$.
Using (13) and (14), for all $x \in \mathcal{D}(K)$ and for all $\lambda \in G(b, \theta)$, we get

$$
\begin{aligned}
\mid\left\langle\left(\lambda A_{n}\right.\right. & \left.\left.+A_{n-1}\right) x, x\right\rangle \mid \\
& =\left|\left\langle\left(\lambda K+\lambda C+A_{n-1}\right) x, x\right\rangle\right| \\
& \geq\left|\left\langle\left(\lambda K+A_{n-1}\right) x, x\right\rangle\right|-|\lambda||\langle C x, x\rangle| \\
& \geq\left|\left\langle\left(\lambda K+A_{n-1}-b K+b K\right) x, x\right\rangle\right|-|\lambda| q\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle \\
& \geq|\langle\lambda K x, x\rangle|-\left\langle\left(b K-\left(A_{n-1}+b K\right)\right) x, x\right\rangle-|\lambda| q\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle \\
& \geq|\langle\lambda K x, x\rangle|-\langle b K x, x\rangle+\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle-|\lambda| q\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle .
\end{aligned}
$$

As $|\lambda| \geq b$, then $-\langle b K x, x\rangle \geq-|\lambda|\langle K x, x\rangle$, which implies that $\left|\left\langle\left(\lambda A_{n}+A_{n-1}\right) x, x\right\rangle\right|$

$$
\begin{aligned}
& \geq|\lambda|\langle K x, x\rangle-|\lambda|\langle K x, x\rangle+\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle-|\lambda| q\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle \\
& \geq(1-|\lambda| q)\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle
\end{aligned}
$$

Since $q<\frac{1}{|\lambda|}$, we have $q|\lambda|<1$, this gives $0<1-q|\lambda|<1$, hence $\left.\exists \alpha_{0} \in\right] 0,1[$ with

$$
1-q|\lambda| \geq \alpha_{0}
$$

$A_{n-1}+b K$ is a positive-definite operator, i.e.,

$$
\forall x \in \mathcal{D}\left(A_{n-1}+b K\right), \exists C_{0}>0:\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle \geq C_{0}\langle x, x\rangle
$$

which implies

$$
\begin{aligned}
\left|\left\langle\left(\lambda A_{n}+A_{n-1}\right) x, x\right\rangle\right| & \geq(1-|\lambda| q)\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle \\
& \geq \alpha_{0} C_{0}\langle x, x\rangle
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left|\left\langle\left(\lambda A_{n}+A_{n-1}\right) x, x\right\rangle\right| \geq C_{1}\langle x, x\rangle \tag{15}
\end{equation*}
$$

$$
\lambda \in \mathcal{G}, \quad x \in \mathcal{D}(K)
$$

with $C_{1}=0+\alpha_{0} C_{0}$. Now, we have

$$
\left(\lambda A_{n}+A_{n-1}\right)^{*}=\lambda K+\lambda C^{*}+A_{n-1}
$$

Then $A_{n-1}+b K$ is a positive self-adjoint operator and $C^{*}$ is a symmetric operator, therefore

$$
\mathcal{D}\left(A_{n-1}+b K\right)=\mathcal{D}(K) \subset \mathcal{D}\left(C^{*}\right)
$$

and

$$
\begin{aligned}
\left\|C^{*}\right\| & =\left\|C^{*}\left(A_{n-1}+b K\right)^{-1}\left(A_{n-1}+b K\right)\right\| \\
& \leq\left\|C^{*}\left(A_{n-1}+b K\right)^{-1}\right\|\left\|\left(A_{n-1}+b K\right)\right\| \\
& \leq q\left\|\left(A_{n-1}+b K\right)\right\|
\end{aligned}
$$

Using Theorem 4.12 in (9), we can easily get

$$
\begin{equation*}
\left|\left\langle C^{*} x, x\right\rangle\right| \leq q\left\langle\left(A_{n-1}+b K\right) x, x\right\rangle \tag{16}
\end{equation*}
$$

In the same way as in the proof of inequality 15 and using the relation (16) we can prove the following:

$$
\begin{equation*}
\left|\left\langle\left(\lambda A_{n}+A_{n-1}\right)^{*} x, x\right\rangle\right| \geq C_{2}\langle x, x\rangle, \quad \lambda \in \mathcal{G}, \quad x \in \mathcal{D}(K) \tag{17}
\end{equation*}
$$

In addition, using (15) and 17), we get the existence and the boundedness of $\left(\lambda A_{n}+A_{n-1}\right)^{-1}$.

Furthermore, we have

$$
\mathcal{D}\left(\left(\lambda A_{n}+A_{n-1}\right)^{*}\right)=\mathcal{D}(K)
$$

and

$$
\mathcal{D}\left(\lambda A_{n}+A_{n-1}\right)=\mathcal{D}(K)
$$

with

$$
\mathcal{D}\left(\left(\lambda A_{n}+A_{n-1}\right)^{*}\right)=\mathcal{D}\left(\lambda A_{n}+A_{n-1}\right)
$$

So, $\forall x \in \mathcal{D}\left(\lambda A_{n}+A_{n-1}\right)$,

$$
\begin{aligned}
\left\langle\left(\lambda A_{n}+A_{n-1}\right) x, x\right\rangle & =\left\langle\left(\lambda K+\lambda C+A_{n-1}\right) x, x\right\rangle \\
& =|\lambda|\langle K x, x\rangle+|\lambda|\langle C x, x\rangle+\left\langle A_{n-1} x, x\right\rangle
\end{aligned}
$$

As $K$ is a self-adjoint operator and $A_{n-1}$ is a symmetric operator, we can write

$$
\begin{aligned}
\left\langle\left(\lambda A_{n}+A_{n-1}\right) x, x\right\rangle & =|\lambda|\langle x, K x\rangle+|\lambda|\langle x, C x\rangle+\left\langle x, A_{n-1} x\right\rangle \\
& =\left\langle x,\left(\lambda A_{n}+A_{n-1}\right) x\right\rangle .
\end{aligned}
$$

This implies that $\left(\lambda A_{n}+A_{n-1}\right)$ is a self-adjoint operator and $\left(\lambda A_{n}+A_{n-1}\right)^{-1}$ exists and is bounded on $R\left(\lambda A_{n}+A_{n-1}\right)$. According to Theorem 2.9, we conclude that
$R\left(\lambda A_{n}+A_{n-1}\right)$ is dense in $H$ and $\mathcal{D}\left(\lambda A_{n}+A_{n-1}\right)$ is dense in $H$. From Theorem 2.9, we find that $\left(\left(\lambda A_{n}+A_{n-1}\right)^{*}\right)^{-1}$ exists with

$$
\begin{equation*}
\left(\left(\lambda A_{n}+A_{n-1}\right)^{*}\right)^{-1}=\left(\left(\lambda A_{n}+A_{n-1}\right)^{-1}\right)^{*}=\left(\lambda A_{n}+A_{n-1}\right)^{-1} \tag{18}
\end{equation*}
$$

According to 15, 17 and 18), and for $\mathcal{Q}(\lambda)=\left(\left(\lambda A_{n}+A_{n-1}\right)^{*}\right)^{-1}$, there exists a constant $C_{3}>0$ such that

$$
\begin{equation*}
\|\mathcal{Q}(\lambda)\| \leq C_{3}, \quad \lambda \in \mathcal{G} \tag{19}
\end{equation*}
$$

Use $\mathcal{D}\left(C^{*}\right) \subset \bigcap_{j=0}^{n-2} \mathcal{D}\left(A^{*}\right)_{j}$ and $\mathcal{D}(K) \subset \mathcal{D}(C)$, where $C$ is a symmetric operator and any $C \subset C^{*}$, so $\mathcal{D}(K) \subset \bigcap_{j=0}^{n-2} \mathcal{D}\left(A^{*}\right)_{j}$ and

$$
\mathcal{D}\left(\mathcal{P}^{*}(\lambda)\right)=\mathcal{D}\left(\lambda K+\lambda C+A_{n-1}\right)^{*}=\mathcal{D}\left(\lambda K+\lambda C^{*}+A_{n-1}\right)=\mathcal{D}(K) .
$$

Hence

$$
\mathcal{D}\left(\mathcal{P}^{*}(\lambda)\right) \subset \bigcap_{j=0}^{n-2} \mathcal{D}\left(A^{*}\right)_{j}
$$

As $\mathcal{P}^{*}(\lambda)$ and $A_{j}^{*}$ are closed, and according to Remark 1.5 in $\left[9\right.$, we have $A_{j}^{*}$ are $\mathcal{P}^{*}(\lambda)$ bounded, where $j=0, \ldots, n-2$, this gives

$$
\begin{equation*}
\left\|A_{j}^{*}\right\| \leq a+b\left\|\mathcal{P}^{*}(\lambda)\right\| . \quad \lambda \in \mathcal{G} \quad a>0, b>0, \quad j=0, \ldots, n-2 \tag{20}
\end{equation*}
$$

and thus

$$
\begin{aligned}
\left\|A_{j}^{*} \mathcal{Q}(\lambda)\right\| & \leq\left\|A_{j}^{*}\right\|\|\mathcal{Q}(\lambda)\| \\
& \leq\left(a+b\left\|\mathcal{P}^{*}(\lambda)\right\|\right)\|\mathcal{Q}(\lambda)\| \\
& \leq a\|\mathcal{Q}(\lambda)\|+b\left\|\mathcal{P}^{*}(\lambda)\right\|\|\mathcal{Q}(\lambda)\|
\end{aligned}
$$

where $j=0, \ldots, n-2$. We have

$$
\mathcal{Q}(\lambda)=\left(\mathcal{P}^{*}(\lambda)\right)^{-1}
$$

so

$$
\left\|\mathcal{P}^{*}(\lambda)\right\|\|\mathcal{Q}(\lambda)\|=1
$$

Therefore

$$
\begin{equation*}
\left\|A_{j}^{*} \mathcal{Q}(\lambda)\right\| \leq a\|\mathcal{Q}(\lambda)\|+b, \quad \lambda \in \mathcal{G} \tag{21}
\end{equation*}
$$

From (19) and 21, we find that $\exists C_{4}>0$, where

$$
\begin{equation*}
\left\|A_{j}^{*} \mathcal{Q}(\lambda)\right\| \leq C_{4}, \quad \lambda \in \mathcal{G} \quad j=0, \ldots, n-2 \tag{22}
\end{equation*}
$$

and

$$
\left\|A_{j}^{*} \mathcal{Q}(\lambda)\right\|=\left\|A_{j}^{*}\left(\mathcal{P}^{-1}(\lambda)\right)^{*}\right\|=\left\|\left(\mathcal{P}^{-1}(\lambda) A_{j}\right)^{*}\right\|=\left\|\left(\mathcal{P}^{-1}(\lambda) A_{j}\right)\right\|
$$

so that

$$
\begin{equation*}
\left\|\left(\mathcal{P}^{-1}(\lambda) A_{j}\right)\right\| \leq C_{4}, \quad \lambda \in \mathcal{G}(b, \theta), j=0, \ldots, n-2 \tag{23}
\end{equation*}
$$

We have $\mathcal{D}(K) \subset \mathcal{D}\left(A_{n-1}\right)$ and $\mathcal{D}\left(\mathcal{P}^{*}(\lambda)\right)=\mathcal{D}(K)$. If $A_{n-1}$ is a symmetric operator, then

$$
\mathcal{D}\left(\mathcal{P}^{*}(\lambda)\right) \subset \mathcal{D}\left(A_{n-1}\right) \subset \mathcal{D}\left(A_{n-1}^{*}\right)
$$

As $A_{n-1}^{*}$ is closable, so $A_{n-1}^{*}$ is $\mathcal{P}^{*}(\lambda)$-bounded, therefore

$$
\begin{equation*}
\left\|A_{n-1}^{*}\right\| \leq c+d\left\|\mathcal{P}^{*}(\lambda)\right\|, \quad \lambda \in \mathcal{G}, c>0, d>0 \tag{24}
\end{equation*}
$$

This implies

$$
\begin{aligned}
\left\|A_{n-1}^{*} \mathcal{Q}(\lambda)\right\| & \leq\left\|A_{n-1}^{*}\right\|\|\mathcal{Q}(\lambda)\| \\
& \leq\left(c+d\left\|\mathcal{P}^{*}(\lambda)\right\|\right)\|\mathcal{Q}(\lambda)\| \\
& \leq c\|\mathcal{Q}(\lambda)\|+d\left\|\mathcal{P}^{*}(\lambda)\right\|\|\mathcal{Q}(\lambda)\|
\end{aligned}
$$

which we can rewrite as

$$
\left\|A_{n-1}^{*} \mathcal{Q}(\lambda)\right\| \leq C_{5}, \quad \lambda \in \mathcal{G}
$$

where $C_{5}=c\|\mathcal{Q}(\lambda)\|+d$. Therefore $\lambda \in G(b, \theta)$, and we have

$$
\begin{equation*}
\left\|\mathcal{P}^{-1}(\lambda) A_{n-1}\right\| \leq C_{5}, \quad \lambda \in \mathcal{G} \tag{25}
\end{equation*}
$$

Using (23) and 25), we find that

$$
\begin{equation*}
\left\|\left(\mathcal{P}^{-1}(\lambda) A_{j}\right)\right\| \leq C_{6}, \quad \lambda \in G(b, \theta), j=0, \ldots, n-1 \tag{26}
\end{equation*}
$$

where $C_{6}=\max \left(C_{4}, C_{5}\right)$. Moreover, the use of 23 leads to the estimate

$$
\begin{equation*}
\left\|\left(\mathcal{P}^{-1}(\lambda) A_{j}\right)\right\| \leq C_{4}|\lambda|^{q_{j}}, \quad \lambda \in G(b, \theta), j=0, \ldots, n-2 \tag{27}
\end{equation*}
$$

where $q_{j}=0$. Using 26 , we get the estimate

$$
\begin{equation*}
\left\|\left(\mathcal{P}^{-1}(\lambda) A_{j}\right)\right\| \leq C_{6}|\lambda|^{n-p}, \quad \lambda \in G(b, \theta), j=0, \ldots, n-1 \tag{28}
\end{equation*}
$$

For $n=p$, according to $27,(28)$ and Corollary 2.4, we obtain the full-fold exponential well-posedness and full-fold well-posedness of the Cauchy problem.

## 5 Conclusion

In this paper, we found the sufficient conditions for the operators $A j$ in (1), in the case of the Hilbert space, that guarantee the conditions (4), (5) even if $A_{n}$ is not bounded and self-adjoint. As a result, the problem (17), (2) is full-fold exponentially well-posed. There will always be attempts to find the least possible sufficient conditions to fulfill the multi well-posedness.
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