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Abstract: This paper explores the spectral properties of a non-self-adjoint integral-
differential operator defined on an unbounded domain. The operator is governed by
the Dirichlet-type conditions. We utilize the pseudo-spectral theory to demonstrate
that the operator’s spectrum is localized in the real numbers.
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1 Introduction

Non-self-adjoint and unbounded operators are fundamental in numerous branches of
physics and chemistry, where phenomena like convection, diffusion, and reactions are
widespread, see [1–3] and references therein. In this study, we focus on the spectral
analysis of a non-self-adjoint integral-differential operator of convection-diffusion-reaction
type, defined on an unbounded domain and subject to the Dirichlet-type conditions. The
operator under consideration, denoted as L, is defined by the expression

Lξ = −∆ξ +

(
−y
−x

)
· ∇ξ + (x2 + y2)ξ +

∫
Γ

k(x, y, z, t)ξ(z, t)dzdt.

Convection equations can be considered as dynamic systems [4–6], where the state of
the system evolves over time. They describe the transport of a quantity under the
effect of a velocity field and can be analysed using the theory of dynamical systems and
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semi-groups of operators. This approach makes it possible to study the stability and
asymptotic behaviour of the solutions. The spectral analysis of the associated operator
provides information about the propagation of the initial perturbations.

This study is distinguished by the unbounded and non-self-adjoint characteristics
of the operator, which render it a subject of great interest within this field of re-
search [7, 8]. The primary contributions of this study lie in utilizing the pseudo-spectral
theory, see [9, 10], to demonstrate that the spectrum of the operator L is localized in
R. This innovative approach provides a promising alternative to the traditional spectral
theory, with potential implications across various application domains. Our method-
ology is based mainly on the pseudo-spectral theory, splitting the spatial domain into
finite-dimensional domains, then returning to the limit and recovering all the spectral
properties. This technique was used in [11,12].

Nevertheless, despite the notable advancements made, this study is subject to certain
limitations, particularly with regard to the assumptions made about the integral operator
within the integral-differential operator. These assumptions may prove challenging to
verify in practice, although their relevance remains compelling.

The structure of this paper is designed to provide a comprehensive understanding
of the problem under study. We begin by defining the theoretical framework in Section
2, then proceed to examine the restriction of the operator L to a bounded domain to
localize its spectrum in Section 3. Next, in Section 4, we explore the relationship between
the operator L and its restriction using the pseudo-spectral theory.

2 General Framework

Let Γ be an open unbounded set in R2 defined as follows:

Γ =
{
(x, y) ∈ R2 : x > 0 and − x < y < x

}
,

with its boundary denoted by ∂Γ. We define the space L2(Γ), the Hilbert space of
complex-valued (classes of) functions defined almost everywhere on Γ, provided with
their usual inner product ⟨·, ·⟩. Let L be the integro-differential operator defined on
L2(Γ) by

Lξ = −∆ξ +

(
−y
−x

)
.∇ξ + (x2 + y2)ξ +

∫
Γ

k(x, y, z, t)ξ(z, t)dzdt,

where k is a real-valued function defined on Γ× Γ, satisfying

(H)

∥∥∥∥∥∥∥∥∥∥
i) ∀(x, y), (z, t) ∈ Γ : |k(x, y, z, t)| ≤ k1(x, y)k2(z, t),

ii) k1 ∈ L∞(Γ) and k2 ∈ L2(Γ),

iii) ∀(x, y), (z, t) ∈ Γ, exyk(x, y, z, t) = eztk(z, t, x, y).

The operator T is given as follows:

Tξ = −∆ξ +

(
−y
−x

)
· ∇ξ + (x2 + y2),

where this operator falls into the category of convection-diffusion operators, see [13].
Additionally, the operator K is defined as follows:

∀ξ ∈ L2(Γ),∀(x, y) ∈ Γ, Kξ(x, y) =

∫
Γ

k(x, y, z, t)ξ(z, t) dz dt
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representing the integral operator associated with the reaction term [14]. The sesquilinear
form q is defined as follows:

q(ξ1, ξ2) =

∫
Γ

∇ξ1.∇ξ2dxdy+

∫
Γ

(
−y
−x

)
.∇ξ1ξ̄2dxdy+

∫
Γ

(x2+ y2)ξ1ξ̄2dxdy+ ⟨Kξ1, ξ2⟩,

and Q the quadratic form associated with q, is

Q(ξ) =

∫
Γ

|∇ξ|2dxdy +
∫
Γ

(
−y
−x

)
.∇ξξ̄dxdy +

∫
Γ

(x2 + y2)|ξ|2dxdy + ⟨Kξ, ξ⟩.

Using the Cauchy-Schwarz inequality, we obtain∣∣∣∣∫
Γ

(
−yξ̄
−xξ̄

)
.∇ξdxdy

∣∣∣∣ ≤ ∫
Γ

∣∣∣∣( −yξ̄
−xξ̄

)∣∣∣∣ .|∇ξ|dxdy

≤ 1

2

(
∥∇ξ∥2L2(Γ) +

∫
Γ

(x2 + y2)|ξ|2dxdy
)
.

Hence, q is a sectorial form defined on the linear space

V = H1
0 (Γ) ∩

{
ξ ∈ L2(Γ) :

∫
Γ

(x2 + y2)|ξ|2dxdy < +∞
}

and L is the operator associated with q and its domain is

D(L) = H2(Γ) ∩H1
0 (Γ) ∩

{
ξ ∈ L2(Γ) :

∫
Γ

(x2 + y2)|ξ|2dxdy < +∞
}
.

Consider the eigenvalue problem, which represents the main problem addressed in
this paper:

(P )


Find (λ, ξ) ∈ (C, D(L)\{0}) :

Lξ = λξ on Γ,

ξ = 0 on ∂Γ.

We define the decreasing family {Γη}0<η<1 of open bounded sets of R2 as

Γη =
{
(x, y) ∈ R2 : η < x < η−1and− (1− η)(x− η) < y < (1− η)(x− η)

}
,

this family converges to Γ when η tends to 0. For all η ∈]0, 1[, we define on L2(Γη) the
sesquilinear form qη by

qη(ξ1, ξ2) =
∫
Γη

∇ξ1.∇ξ2dxdy +
∫
Γη

(
−y
−x

)
.∇ξ1ξ̄2dxdy

+
∫
Γη
(x2 + y2)ξ1ξ̄2dxdy+ < Kηξ1, ξ2 >,

where

Kηξ =

∫
Γη

kη(x, y, z, t)ξ(z, t)dzdt,

and kη is the restriction of k in Γη. It is evident that kη ∈ L2(Γη × Γη). To avoid any
confusion, ⟨·, ·⟩ is the usual inner product defined on L2(Γη). We note also that qη is a
sectorial form defined on H1

0 (Γη) and the operator associated with qη is Lη , defined on

D(Lη) = H2(Γη) ∩H1
0 (Γη).
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3 Spectrum of Lη

This section will examine the spectrum of the operator Lη. The results are presented in
Theorem 1. We begin by defining the inner product on L2(Γη) by

⟨ξ1, ξ2⟩η =

∫
Γη

exyξ1(x, y)ξ2(x, y)dxdy,

where its associated norm is denoted by ∥.∥η, which is equivalent to the usual norm
∥.∥L2(Γη). Note that the spectrum sp(L) is defined as

sp(L) =
{
z ∈ C : (L− zI)−1 is not bounded operator

}
,

and so, spp(L) consists only of the eigenvalues of L. Finally, spess(L) = sp(L) \ spp(L).

Lemma 3.1 For all η ∈]0, 1[, Lη is self-adjoint with respect to ⟨·, ·⟩η.

Proof. Let ξ ∈ D(Lη), for all (x, y) ∈ Γη, we define ξ̃(x, y) = e
xy
2 ξ(x, y). So, we

obtain that

∆ξ̃ = (∆ξ + y∂xξ + x∂yξ +
1

4
(x2 + y2)ξ)e

xy
2 .

Let ξ1, ξ2 ∈ D(Lη). By the Green formula and using the above equation, we get

⟨Tηξ1, ξ2⟩η =

∫
Γη

∇ξ̃1.∇ξ̃2dxdy +

∫
Γη

5

4
(x2 + y2)ξ̃1ξ̃2dxdy. (1)

On the other hand, under the assumption (H), we get

⟨Kηξ1, ξ2⟩η = ⟨ξ1,Kηξ2⟩η. (2)

Consequently, from (1) and (2), the operator Lη is self-adjoint with respect to ⟨·, ·⟩η.

□

As a result, sp(Lη) is a real value. Because of the impossibility of extending the inner
product ⟨·, ·⟩η over L2(Γ), it is not possible to ensure that L is self-adjoint.

We define the coefficient CPF =
d(Γη)√

2
, where d is a measure on R2. The coefficient

CPF is known as the Poincaré-Friedrich constant [15]. The following theorem localises
the essential and point spectra in the real line for the operators Lη.

Theorem 3.1 For all η ∈]0, 1[, the essential spectrum of Lη, spess(Lη) is included in]
η2

2 − ∥kη∥L2(Γη×Γη),+∞
[
, and the point spectrum of Lη, spp(Lη) is included in [C−2

PF +

η2 − ∥kη∥L2(Γη×Γη),+∞[.

Proof. For all η ∈]0, 1[ and ξ ∈ D(Lη), we have

Re(⟨Lηξ, ξ⟩) =
1

2
(⟨Lηξ, ξ⟩+ ⟨Lηξ, ξ⟩) =

1

2
(⟨Lηξ, ξ⟩+ ⟨ξ, Lηξ⟩)

= Re(⟨Aηξ, ξ⟩) +Re(⟨Kηξ, ξ⟩).
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So, using the Green formula and integrating by parts, we get

⟨Aηξ, ξ⟩ =

∫
Γη

(−∆ξ − y∂xξ − x∂yξ + (x2 + y2)ξ).ξ̄dxdy

=

∫
Γη

∇ξ.∇ξ̄dxdy −
∫
∂Γη

ξ̄
∂ξ

∂n
ds+

∫
Γη

yξ∂xξ̄dxdy

−
∫
Γη

y∂x(ξξ̄)dxdy +

∫
Γη

xξ∂y ξ̄dxdy −
∫
Γη

x∂y(ξξ̄)dxdy

+

∫
Γη

(x2 + y2)|ξ|2dxdy,

since ξ ∈ H1
0 (Γη), this implies ξ = 0 a.e on ∂Γη, we simplify certain terms as∫

∂Γη

ξ̄
∂ξ

∂n
ds = 0,

∫
Γη

x∂y(ξξ̄)dxdy =

∫ 1
η

η

[xξξ̄]
(1−η)(x−η)
−(1−η)(x−η)dx = 0,

and ∫
Γη

y∂x(ξξ̄)dxdy =

∫ − 1−η
η

1−η
η

[yξξ̄]
1
η
y

1−η
dy = 0.

So,

⟨Aηξ, ξ⟩ =
∫
Γη

(|∇ξ|2d− yξ∂xξ − xξ∂yξ + (x2 + y2)|ξ|2)dxdy. (3)

With the same argument, we find

⟨ξ, Aηξ⟩ =
∫
Γη

(|∇ξ|2 + yξ∂xξ + xξ∂yξ + (x2 + y2)|ξ|2)dxdy. (4)

Thus, by adding (3) to (4) and using the Poincaré inequality, we get

Re(⟨Aηξ, ξ⟩) =
∫
Γη

(|∇ξ|2 + (x2 + y2)|ξ|2)dxdy ≥ (C−2
PF + η2) ∥ξ∥2L2(Γη)

.

Now, let us estimate the term Re(⟨Kηξ, ξ⟩). By applying the Cauchy-Schwarz inequality
twice, we obtain

|Re (⟨Kηξ, ξ⟩) | ≤ |⟨Kηξ, ξ⟩|

≤

∫
Γη

(∫
Γη

kη(x, y, z, t)ξ(z, t)dzdt

)2

dxdy

 1
2 (∫

Γη

ξ2(x, y)dxdy

) 1
2

≤

(∫
Γη

∫
Γη

k2η(x, y, z, t)dxdydzdt

) 1
2
(∫

Γη

ξ2(z, t)dzdt

) 1
2

×

(∫
Γη

ξ2(x, y)dxdy

) 1
2

≤ ∥kη∥L2(Γη×Γη)∥ξ∥
2
L2(Γη)

.
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Thus,
Re(⟨Kηξ, ξ⟩) ≥ −∥kη∥L2(Γη×Γη)∥ξ∥

2
L2(Γη)

,

then
Re(⟨Lηξ, ξ⟩) ≥ (C−2

PF + η2 − ∥kη∥L2(Γη×Γη))∥ξ∥
2
L2(Γη)

. (5)

For all λ ∈ R such that λ < C−2
PF +η2−∥kη∥L2(Γη×Γη) and ξ ∈ D(Lη), we have the result

∥(Lη − λI)ξ∥L2(Γη) ≥ (C−2
PF + η2 − ∥kη∥L2(Γη×Γη) − λ)∥ξ∥L2(Γη). (6)

Indeed, for all λ ∈ R,

∥(Lη − λI)ξ∥2L2(Γη)
= ∥Lηξ∥2L2(Γη)

− 2λRe(< Lηξ, ξ >) + λ2∥ξ∥2L2(Γη)
≥ 0, (7)

then (Re(⟨Lηξ, ξ⟩))2 ≤ ∥ξ∥2L2(Γη)
∥Lηξ∥2L2(Γη)

, which implies that

∥Lηξ∥2L2(Γη)
≥ (Re(⟨Lηξ, ξ⟩))2

∥ξ∥2L2(Γη)

, ξ ∈ D(Lη) \ {0}.

Injecting the last inequality in (7), we get

∥(Lη − λI)ξ∥2L2(Γη)
≥ (

(Re(⟨Lηξ, ξ⟩))
∥ξ∥2L2(Γη)

− λ)2∥ξ∥2L2(Γη)
,

by (5), for all λ ∈ R such that λ < C−2
PF + η2 − ∥kη∥L2(Γη×Γη), we find

∥(Lη − λI)ξ∥2L2(Γη)
≥ (C−2

PF + η2 − ∥kη∥L2(Γη×Γη) − λ)2∥ξ∥L2(Γη),

we conclude (6).
The operator Lη − λI is injective for λ < C−2

PF + η2 − ∥kη∥L2(Γη×Γη), which means

that the point spectrum of Lη is included in [C−2
PF + η2 − ∥kη∥L2(Γη×Γη),+∞[.

Now, we define the problems (Pη) and (P̃η) as follows:

(Pη)


for all g ∈ L2(Γη), find ξ ∈ D(Lη)\{0} :

Lηξ − λξ = g on Γη,

ξ = 0 on ∂Γη

and

(P̃η)

 find ξ ∈ H1
0 (Γη)\{0} :

aλ,η(ξ, v) = l(v) for v ∈ H1
0 (Γη),

where

aλ,η(ξ, v) =

∫
Γη

∇ξ.∇vdxdy +

∫
Γη

(
−y
−x

)
.∇ξv̄dxdy +

∫
Γη

(x2 + y2 − λ)ξv̄dxdy + ⟨Kηξ, v⟩,

and

l(v) =

∫
Γη

gṽdxdy.
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The sesquilinear form aλ,η(·, ·) is continuous and coercive in H1
0 (Γη) for λ < η2

2 −
∥kη∥L2(Γη×Γη). Indeed, using the Cauchy-Schawrz inequality

|aλ,η(ξ, v)| ≤ ∥∇ξ∥L2(Γη)∥∇v∥L2(Γη) +
1

2

(
∥∇ξ∥L2(Γη)∥∇v∥L2(Γη) +∫

Γη

(x2 + y2)ξv̄dxdy
)
+

∫
Γη

(x2 + y2 − λ)ξv̄dxdy

+∥kη∥L2(Γη×Γη)∥ξ∥L2(Γη)∥v∥L2(Γη)

≤ 3

2
∥∇ξ∥L2(Γη)∥∇v∥L2(Γη) + C1∥ξ∥L2(Γη)∥v∥L2(Γη)

+∥kη∥L2(Γη×Γη)∥ξ∥L2(Γη)∥v∥L2(Γη),

where C1 = sup
Γη

{
3

2
(x2 + y2)− λ

}
, we have

|aλ,η(ξ, v)| ≤ C(η, λ, ∥kη∥L2(Γη×Γη))∥ξ∥H1(Γη)∥v∥H1(Γη)

with

C(η, λ, ∥kη∥L2(Γη×Γη)) = max{3
2
, C1 + ∥kη∥L2(Γη×Γη)}.

For the coercivity of aλ,η(., .), we have

⟨Kηξ, ξ⟩ ≥ −∥kη∥L2(Γη×Γη)∥ξ∥
2
L2(Γη)

.

So,

aλ,η(ξ, ξ) =

∫
Γη

|∇ξ|2dxdy +
∫
Γη

(
−y
−x

)
.∇ξξ̄dxdy

+

∫
Γη

(x2 + y2 − λ)|ξ|2dxdy + ⟨Kηξ, ξ⟩

≥ ∥∇ξ∥2L2(Γη)
− 1

2

(
∥∇ξ∥2L2(Γη)

+

∫
Γη

(x2 + y2)|ξ|2dxdy

)

+

∫
Γη

(x2 + y2 − λ)|ξ|2dxdy − ∥kη∥L2(Γη×Γη)∥ξ∥
2
L2(Γη)

≥ 1

2
∥∇ξ∥2L2(Γη)

+min
Γη

{
1

2
(x2+y2)− λ

}
∥ξ∥2L2(Γη)

− ∥kη∥L2(Γη×Γη)∥ξ∥
2
L2(Γη)

≥ 1

2
∥∇ξ∥2L2(Γη)

+

(
η2

2
− λ− ∥kη∥L2(Γη×Γη)

)
∥ξ∥2L2(Γη)

.

Then

aλ,η(ξ, ξ)≥ min

{
1

2
,
η2

2
− λ− ∥kη∥L2(Γη×Γη)

}
∥ξ∥2H1

0 (Γη)
.

Otherwise, the semilinear form l is continuous in H1
0 (Γη). Therefore, the Lax-Milgram

theorem gives that, for all g ∈ L2(Γη) and for all λ such that λ < 1
2η

2 − ∥kη∥L2(Γη×Γη),

the problem (P̃η) has a unique solution u ∈ H1
0 (Γη) for all v ∈ H1

0 (Γη). This solution also
satisfy the problem (Pη). We conclude that (Pη) has unique solution, for all η ∈]0, 1[.
this completes the proof.

□
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4 Pseudo-Spectra and Spectra of L

In this section, we will establish the relationships concerning the spectrum and the
pseudo-spectrum of the operators L and Lη. We need to show an important density
lemma. We denote by D(Γ) the space of infinitly differentiable functions defined on Γ
with compact support in it, and we denote by ∥ · ∥L the graph norm of the operator L,
which is defined by ∥ · ∥L = ∥L · ∥L2(Γ) + ∥ · ∥L2(Γ).

Lemma 4.1 D(Γ) is dense in D(L) with respect to the graph norm ∥.∥L.

Proof. See [12].
We will show an important set equality, which gives us a relationship between the

pseudo-spectrum of L and the pseudo-spectrum of Lη. The definition of the pseudo-
spectrum of an unbounded linear operator A on a Hilbert space H, denoted spϵ(A), is
the set of λ ∈ C for which there exists a vector x ∈ H with ∥x∥ = 1 such that

∥(A− λI)x∥ < ϵ.

Formally, this is written as

spϵ(A) = {λ ∈ C : ∃x ∈ H, ∥x∥ = 1, ∥(A− λI)x∥ < ϵ}.

This definition indicates that for each λ in the pseudo-spectrum, there exists a unit
vector x such that the action of A − λI on x is very small. In other words, λ is almost
an eigenvalue of A in the sense that A acts on x almost like multiplication by λ, see [10].

Theorem 4.1 For all ε > 0, we have the relation

spε(L) =
⋃

0<η<1

spε(Lη).

Proof. Let λ ∈
⋃

0<η<1

spε(Lη). So, there exists η1 ∈]0, 1[ such that λ ∈ spε(Lη1). But

the operator Lη1 is self-adjoint, for that, there exists u ∈ D(Lη1) with ∥ξ∥L2(Γη1
) = 1

such that
∥(Lη1

− λI)ξ∥L2(Γη1 )
< ε.

On the other hand, we have D(Γη1
) is dense in D(Lη1

) with respect to the graph norm
(see Lemma 4.1). Then, there exists a sequence (ξn)n∈N in D(Γη1

) such that

lim
n−→+∞

∥ξn − ξ∥Lη1
= 0,

where ∥ξ∥Lη1
= ∥ξ∥L2(Γη1 )

+ ∥Lη1ξ∥L2(Γη1 )
is the graph norm.

As a result, ((Lη1
−λI)ξn)n∈N converges to (Lη1

−λI)ξ in L2(Γη1
). Now, for all θ > 0,

there exists N ∈ N such that for all n ≥ N , we have∣∣∣∣∣∥(Lη1
− λI)ξn∥L2(Γη1

)

∥ξn∥L2(Γη1
)

−
∥(Lη1

− λI)ξ∥L2(Γη1 )

∥ξ∥L2(Γη1
)

∣∣∣∣∣ < θ.

Let θ = ε− ∥(Lη1
− λI)ξ∥L2(Γη1 )

> 0. Then there exists n0 ∈ N such that

∥(Lη1
− λI)ξn0

∥L2(Γη1
)

∥ξn0∥L2(Γη1 )
< ε,
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we find ξn0
∈ D(Γη1

). Then we extend ξn0
by zero to Γ , we denote its extension by ξ̃n0

.

So, it is clear that ξ̃n0 ∈ D(Γ) ⊂ D(L) and we have ∥ξ̃n0∥L2(Γη1
) = ∥ξn0∥L2(Γη1

). Let

vn0 =
ξn0

∥ξn0
∥ ∈ D(Γη1

) and its extension by zero to Γ is defined by ṽn0
=

ξ̃n0

∥ξ̃n0∥
∈ D(Γ).

Then

∥(L− λI)ṽn0
∥L2(Γ) = ∥(Lη1

− λI)vn0
∥L2(Γη1

) =
∥(Lη1

− λI)ξn0
∥L2(Γη1

)

∥ξn0
∥L2(Γη1

)
< ε.

So, we find that λ ∈ spε(L).
Reciprocally, let λ ∈ spε(L). There exists ξ ∈ D(L) with ∥ξ∥L2(Γ) = 1 such that

∥(L− λI)ξ∥L2(Γ) < ε.

By Lemma 4.1, there exists a sequence (ξn)n∈N in D(Γ) such that ∥ξn − ξ∥L → 0.
According to the same arguments as above, there exists n1 ∈ N such that

∥(L− λI)ξn1∥L2(Γ)

∥ξn1
∥L2(Γ)

< ε, (8)

as supp ξn1
⊂ Γ, there exists η0 ∈]0, 1[ such that supp ξn1

⊂ Γη0
. We get from (8) that

∥(Lη0
− λI)vn1

∥L2(Γη0
) < ε, and vn1

∈ D(Lη0
),

where vn1
=

ξn1

∥ξn1
∥L2(Γη0 )

. We conclude that λ ∈ spε(Lη0
). This completes the proof.

□

Remark 4.1 It is clear that the operators (Lη)η∈]0,1[ are normal operators with
respect to ⟨·, ·⟩η.

The following theorems are the main focus of our results. The ε-neighborhood of a
set S in C is denoted by Nε(S).

Theorem 4.2 For all ε > 0, we obtain the relation⋃
0<η<1

spε(Lη) = Nε(
⋃

0<η<1

sp(Lη)).

Proof. Let λ ∈
⋃

0<η<1

spε(Lη). There exists η1 ∈]0, 1[ such that

λ ∈ spε(Lη1
) = Nε(sp(Lη1

)).

So, λ = z + s, where s ∈ sp(Lη1) and |z| < ε. But s ∈
⋃

0<η<1

sp(Lη), this implies that

λ = z + s ∈ Nε(
⋃

0<η<1

sp(Lη)).

Reciprocally, let λ ∈ Nε(
⋃

0<η<1

sp(Lη)). Then λ = z + s, where s ∈
⋃

0<η<1

sp(Lη) and

|z| < ε. There is η2 ∈]0, 1[ such that λ = z + s ∈ Nε(sp(Lη2
)) = spε(Lη2

). Then

λ ∈
⋃

0<η<1

spε(Lη).
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□
The next theorem is our main result, characterising the spectrum of the operator L

as a union of operators spectrum of Lη; η ∈]0, 1[, which allows to determine that the
spectrum of the operator L is purely real.

Theorem 4.3 The spectrum of L is localized in R, where

sp(L) =
⋃

0<η<1

sp(Lη).

Proof. We apply Theorem 4.1 and Theorem 4.2, we find

spε(L) =
⋃

0<η<1

spε(Lη) = Nε(
⋃

0<η<1

sp(Lη)).

We use the propriety
⋂

0<ε<1

Nε(S) = S, where S is a set in C. Also, we use the fact that

sp(L) =
⋂

0<ε<1

spε(L).

Then we conclude that

sp(L) =
⋂

0<ε<1

spε(L) =
⋂

0<ε<1

Nε(
⋃

0<η<1

sp(Lη)) =
⋃

0<η<1

sp(Lη).

This completes the proof. □
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1 Introduction

The nonlinear diffusion equation is a partial differential equation that describes the be-
havior of a diffusing quantity in a medium where the diffusion rate depends on the
concentration or magnitude of the quantity itself, these are suggested as mathematical
models of physical problems in many fields such as image processing, heat conduction
in composite materials, reaction-diffusion systems, nonlinear diffusion in fluid mechanics
and population dynamics [1–3].

Fractional differential equations (FDEs) generalize ordinary and partial differential
equations by incorporating fractional derivatives instead of integer-order derivatives.
FDEs have attracted considerable attention because they can describe complex phenom-
ena characterized by long-range memory, anomalous diffusion, and fractal-like behavior,
fractional differential equations (FDEs) are used to model a wide range of phenomena in
various fields such as visco-elasticity, biological, electrical circuits, control systems, and
geological systems [4–8]. These are just a few examples of the diverse range of applications
where FDEs are treated. Fractional calculus and FDEs provide a powerful mathematical
framework to capture complex dynamics, memory effects, and non-local interactions in
various systems, as well as a variety of other physical phenomena. Recently, there has
been a lot of progress in the study of fractional differential equations [9–13]. This is due
to several recent studies in this field, see the monographs of Kilbas et al. [14], Miller
and Ross [15], Samko et al. [16], and the papers of Agarwal et al. [17], Anguraj A. and
Karthikeyan P. [18], Belmekki et al. [19], Daftardar-Gejji and Jafari [20, 21], Kaufmann
and Mboumi [22], Kilbas and Marzan. [23], Yu and Gao [24], Oussaeif [25], and also the
general references in Baleanu et al. [26], and the references therein.

However, many phenomena can better be described by integral boundary conditions,
which are often used in problems where the system’s physical or mathematical character-
istics require considering the solution’s cumulative behavior over a specific region. They
can arise in various fields, including heat transfer, fluid mechanics, quantum mechan-
ics, and population dynamics. Bouziani [24, 27] has extensively studied the topic and
generated significant interest in various works. The recent surge in interest in nonlinear
fractional reaction-diffusion (RD) equations [28, 29] can be attributed to their ability to
exhibit self-organization phenomena and introduce the fractional index as a new param-
eter in the equation. Moreover, the analysis of these equations from both analytical and
numerical perspectives has generated considerable attention. These equations provide
a fertile, promising research area, offering rich mathematical insights. Despite efforts
to investigate fractional RD equations under specific boundaries and initial conditions,
explicit solutions are often elusive. This study delves into a more comprehensive exami-
nation of a generalized model for nonlinear time-fractional RD equations.

The aim of this paper is to expand the utilization of the energy inequality method to
establish the existence and uniqueness of weak solutions in functionally weighted Sobolev
spaces. Specifically, we focus on a class of initial-boundary value problems with a non-
local condition referred to as the ”integral condition” for a broader range of nonlinear
partial fractional differential equations. To the best of our knowledge, this particular
class of equations has not been previously investigated. Additionally, this work serves as
an explanation and complement to our previous paper [24]. Furthermore, this research
introduces novel theoretical concepts involving Bouziani fractional spaces.
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2 Preliminaries

Let Ω = [0;T ] be a finite interval of the real numbers R and Γ(·) denote the gamma
function. For any 0 < α < 1 being a positive integer, the Caputo and Riemann-Liouville
derivatives are, respectively, defined as follows:

• The left Caputo fractional derivative of order α is defined respectively by

CDα
t µ(x, t) =

1

Γ(1− α)

t∫
0

∂µ(x, s)

∂s

1

(t− s)α
ds. (1)

• The right Caputo fractional derivatives of order α is defined respectively by

C
t D

αµ(x, t) =
−1

Γ(1− α)

T∫
t

∂µ(x, s)

∂s

1

(s− t)α
ds. (2)

• The left Riemann-Liouville fractional derivative of order α is defined respectively
by

RDα
t µ(x, t) =

1

Γ(1− α)

∂

∂t

t∫
0

µ(x, s)

(t− s)α
ds. (3)

• The right Riemann-Liouville fractional derivative of order α is defined respectively
by

R
t D

αµ(x, t) =
−1

Γ(1− α)

∂

∂t

T∫
t

µ(x, s)

(s− t)α
ds. (4)

Many authors think that Caputo’s version is more natural because it makes the
handling of homogeneous initial conditions easier. Then the two definitions (1) and (3)
are linked by the following relationship, which can be verified by a direct calculation:

R
a D

α
t µ(x, t) =

C
a Dα

t µ(x, t) +
µ(x, 0)

Γ(1− α)tα
. (5)

Definition 2.1 [30, 31] For any real θ > 0 and finite interval [a, b] of the real axis
R, we define the semi-norm

|v|2lHθ(Ω) =
∥∥RDθ

t v
∥∥2
L2(Ω)

and the norm
∥v∥2lHθ(Ω) = ∥v∥2L2(Ω) + |v|2lHθ(Ω) . (6)

Next, we define lHθ(Ω) as the closure of C∞
0 (Ω) with respect to the norm ∥·∥lHθ(Ω).

Definition 2.2 [30, 31] For any real θ > 0 and finite interval [a, b] of the real axis
R, we define the semi-norm

|v|2rHθ(Ω) =
∥∥R
t D

θv
∥∥2
L2(Ω)

and the norm
∥v∥2rHθ(Ω) = ∥v∥2L2(Ω) + |v|2rHθ(Ω) . (7)
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In what follows, we define lHθ(Ω) as the closure of C∞
0 (Ω) with respect to the norm

∥·∥lHθ(Ω).

Definition 2.3 For any real θ > 0 and finite interval [a, b] of the real axis R, we
define the semi-norm

|v|2cHθ(Ω) =

∣∣∣∣∣ (RDθ
t v,

R
t Dθv)L2(Ω)

cos (θπ)

∣∣∣∣∣
and the norm

∥v∥2cHθ(Ω) = ∥v∥2L2(Ω) + |v|2cHθ(Ω) . (8)

Lemma 2.1 [30, 31] For any real θ ∈ R+, if u ∈ lHθ(Ω) and v ∈ C∞
0 (Ω), then we

have
(RDθ

t u (t) , v (t))L2(Ω) = (u(t),Rt Dθv(t))L2(Ω).

Lemma 2.2 [30,31] For 0 < θ < 2, θ ̸= 1 and u ∈ H
θ
2
0 (Ω), then

RDθ
t u (t) =

R D
θ
2
t u

RD
θ
2
t u (t) .

Lemma 2.3 [30, 31] For any real θ ∈ R+and θ ̸= n + 1
2 , the semi norms |·|lHθ(Ω),

|·|rHθ(Ω), and |·|cHθ(Ω) are equivalent, then we pose

|·|lHθ(Ω)
∼= |·|rHθ(Ω)

∼= |·|cHθ(Ω) .

Lemma 2.4 [30,31] For any real θ > 0, the space RHθ
0 (Ω) with respect to the norm

(7) is complete.

Definition 2.4 We denote by L2(0, T, L2(0, 1)) = L2 (Q) the space of functions
which are square integrable in the Bochner sense with the scalar product

(u,w)L2(0,T,L2(0,1))
=

∫ T

0

((u, ·), (w, ·))L2(0,1)
dt. (9)

Since the space L2(0, 1) is a Hilbert space, it can be shown that L2(0, T, L2(0, 1)) is
a Hilbert space as well. Now, let C∞(0, T ) denote the space of infinitely differentiable
functions on (0, T ) and C∞

0 (0, T ) denote the space of infinitely differentiable functions
with compact support in (0, T ).

3 Bouziani Functional Spaces

We introduce the function spaces needed in our investigation. Let L2(0, 1) and
L2(0, T, L2(0, 1)) be the standard function spaces. Also, we denote by C0(0, 1) the vector
space of continuous functions with compact support in (0.1). Since such functions are
Lebesgue integrable with respect to dx, we can define it on C0(0, 1). The bilinear form
is given by

(u.w) =

∫ 1

0

ℑxu.ℑxwdx, (10)

where ℑxu =
∫ x

0
u(ζ, ·)dζ and ℑ∗

xu =
∫ 1

x
u(ζ, ·)dζ. The previous bilinear form (22) is

considered as a scalar product on C0(0, 1) for which C0(0, 1) is not complete.
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Definition 3.1 We denote by B2(0, 1) a completion of C0(0, 1) for the scalar product
(13), which is denoted by (·, ·)B2(0,1). It is also called the Bouziani space or the space
of square-integrable primitive function on (0, 1). By the norm of the function u from
B2(0, 1), we can understand the non negative number

∥u∥B2(0,1) =
√
(u, u)B2(0,1) = ∥ℑxu∥L2(0,1) .

For u ∈ L2(0, 1), we have the elementary inequality

∥u∥2B2(0,1) ≤
1

2
∥u∥2L2(0,1) . (11)

We denote by L2(0, T, B2(0, 1)) = B2(Ω) the space of functions, which are called the
square integrable in the Bochner sense with the scalar product

(u.w)B2(Ω) =

∫ 1

0

((u, ·).(w, ·))B2(0,1)dx (12)

for which B2(Ω) is a Hilbert space.

4 Solvability of Solution of Diffusion Fractional Dirichlet Problems

4.1 Formulation of the problem

In this part, we assume Ω = (0; 1) and I = (0;T ) with 0 ≺ T ≺ +∞. Also, we consider
the following nonlinear fractional problem:

cDα
t u(x, t)− ∂

∂x (a(x, t)
∂u(x,t)

∂x ) + bu(x, t) = f(x, t, u, ∂u
∂x ), ∀(x, t) ∈ Q,

u(x, 0) = 0 ∀x ∈ (0, 1),∫
Ω
xku(x, t)dx = 0 ∀t ∈ (0, T ) and k = {0, 1},

(P)

where Q = Ω× I is an open bounded interval of R and a, b, f are known functions. Also,
we suppose the following conditions:

• (A1) We assume that 0 ≺ a0 ≤ a(x, t) ≤ a1 and a2 ≤ ∂2a(x,t)
∂x2 ≤ a3 for all (x, t) ∈ Q.

• (A2) We assume that the compatibility conditions

∫
Ω

xku(x, t)dx = 0 ∀t ∈ (0, T ) and k = {0, 1}

are verified.

4.2 The associated linear problem

In this part, we show the existence and uniqueness of the strong solution of the linear
problem. The proof is based on an a priori estimate and the density of the set of values
of the image of the operator generated by the problem

cDα
t u(x, t)− ∂

∂x (a(x, t)
∂u(x,t)

∂x ) + bu(x, t) = f(x, t),∀(x, t) ∈ Q,
u(x, 0) = 0 ∀x ∈ (0, 1),∫

Ω
xku(x, t)dx = 0 ∀t ∈ (0, T ) and k = {0, 1},

(P1)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 24 (5) (2024) 442–459 447

whose diffusion problem is given as follows:

£u =c Dα
t u(x, t)−

∂

∂x
(a(x, t)

∂u(x, t)

∂x
) + bu(x, t) = f(x, t) (13)

with the initial condition

lu = u(x, 0) = 0 ∀x ∈ [−1, 1] (14)

and the integral conditions∫
Ω

xku(x, t)dxdt = 0 ∀t ∈ (0, T ) and k = {0, 1}, (15)

where f(x, t) is a given function and α satisfies the assumption 0 ≤ α ≤ 1, for which
(x, t) ∈ Q̄.

4.3 A priori estimation

In this part, we aim to establish an a priori bound and prove the existence of a solution
to the problems (13)-(15) with Lu = F , where L = ( L, l) and F = f is the operator
equation corresponding to problems (13)-(15). To obtain a full overview about such an
estimation, the reader may refer to [32]. The operator L acts from E to F , which is
defined as follows. The Banach space E consists of all functions u(x, t) with the finite
norm

∥u∥2E = ∥ℑxu∥2L2(Q) + ∥u∥2L2(Q) . (16)

The Hilbert space F consists of the vector-valued functions F = f with the norm

∥ F∥2F = ∥f∥2L2
(Q)

+

∫ T

0

Iα ∥f∥2L2
(0,1)

dt+ ∥ℑxφ∥2L2
(0,1)

. (17)

4.4 A priori bound

Theorem 4.1 If the assumption (A1) is satisfied, then for any function u ∈ D(L),
there exists a positive constant c independent of u such that

∥ℑxu∥2L2(Q) + ∥u∥2L2(Q) ≤ k

(
∥f∥2L2

(Q)
+

∫ T

0

Iα ∥f∥2L2
(0,1)

dt+ ∥ℑxφ∥2L2
(0,1)

)
(18)

for which D(L) is the domain of definition of the operator L defined by

D(L) = {u ∈ L2(Q) / ℑxu ∈ L2(Q)},

satisfying conditions (15).

Proof. By taking the scalar product in L2(Q) on (13) and the operator

Mu =

∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ,
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where Qτ = Ω× (0, T ), we obtain

(£u,Mu)L2(Qτ ) =

(
cDα

t u,

∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ

)
L2(Q)

−
(

∂

∂x
(a(x, t)

∂u(x, t)

∂x
)

∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ

)
L(Q)

+

(
bu(x, t),

∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ

)
L2(Q)

=
(
f̃ , u

)
L2(Q)

.

(19)

The successive integration by parts of integrals on the right-hand side of (17) yields(
RDα

t u,Mu
)
L2(Q)

=

∫
Q

(
cDα

t u (x, t) .

∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ

)
dx

=

∫
Qτ

(
cDα

t

∫ x

0

u (ζ, t) dζ.

∫ 1

0

u (ζ, t) dζ

)
dxdt

=

∫
Qτ

(
cD

α
2
t

∫ x

0

u (ζ, t) dζ.cD
α
2
t

∫ x

0

u (ζ, t) dζ

)
dxdt

=
∥∥∥cD α

2
t ℑxu

∥∥∥2
L2(Qτ )

(20)

and

−
(

∂

∂x
(a

∂u

∂x
),Mu

)
L(Q)

= −
∫
Qτ

−
(

∂

∂x
(a(x, t)

∂u(x, t)

∂x
)

∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ

)
dxdt

=

∫
Qτ

((
a(x, t)

∂u(x, t)

∂x

)(∫ x

0

u (ζ, t) dζ

))
dxdt

=

∫
Qτ

a (x, t) (u(x, t))
2
dxdt− 1

2

∫
Qτ

(
∂2a (x, t)

∂x2

)(∫ x

0

u (ζ, t) dζ

)
dxdt

≥ a0 ∥u∥2L2(Qτ ) −
a3
2

∥ℑxu∥2L2(Qτ ) .

(21)
Consequently, we have

(bu,Mu)L(Q) =

∫
Qτ

(
b (x, t)u (x, t)

∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ

)
dxdt

≥ b

∫
Qτ

(
u (x, t)

∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ

)
dxdt

≥ b

∫
Qτ

(∫ 1

0

u (ζ, t) dζ

)(∫ 1

0

u (ζ, t) dζ

)
dxdt

≥ b

∫
Qτ

(ℑxu(x, t)
2
dxdt

≥ b ∥ℑxu∥2L2
(0,1)

. (22)

Substituting (20), (21) and (22) into (19) gives∥∥∥cD α
2
t ℑxu

∥∥∥2
L2(Qτ )

+ a0 ∥u∥2L2(Qτ ) −
a3
2

∥ℑxu∥2L2(Qτ ) + b ∥u∥2L2(Qτ ) ≤
(
f̃ ,Mu

)
. (23)
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Now, we estimate the last term on the right-hand side of (23) by applying the Cauchy

inequality

(
|ab| ≤ a2

2ε
+

εb2

2

)
with ε. In other words, we have

∥∥∥cD α
2
t ℑxu

∥∥∥2
L2(Qτ )

+ a0 ∥u∥2L2(Qτ ) −
a3
2

∥ℑxu∥2L2(Qτ ) + b0 ∥u∥2L2(Qτ )

≤
∫
Qτ

f(x, t)

(∫ 1

x

(∫ ς

0

u (η, t) dη

)
dζ

)
dxdt

≤ 1

2ε

∫
Qτ

(∫ x

0

u(ζ, t)dζ

)2

dxdt+
ε

2

∫
Qτ

(∫ x

0

f(ζ, t)dζ

)2

dxdt. (24)

By using the Cauchy-Schwartz inequality, we obtain

1

2ε

∫
Qτ

(∫ x

0

u(ζ, t)dζ

)2

dxdt+
ε

2

∫
Qτ

(∫ x

0

f(ζ, t)dζ

)2

dxdt

≤ 1

2ε

∫
Qτ

(ℑxu (x, t))
2
dxdt+

ε

2

∫
Qτ

(ℑxf (x, t))
2
dxdt

≤ 1

4ε

∫
Qτ

(u(x, t))
2
dxdt+

ε

4

∫
Qτ

(f(x, t))
2
dxdt

=
1

4ε
∥u∥2L2(Qτ ) +

ε

4
∥f∥2L2(Qτ ) . (25)

This, consequently, yields∥∥∥cD α
2
t ℑxu

∥∥∥2
L2(Qτ )

+

(
a0 + b− 1

4ε

)
∥u∥2L2

(Qτ )
≤ ε

4
∥f∥2L2(Qτ )

and ∥∥∥cD α
2
t ℑxu

∥∥∥2
L2(Qτ )

+ ∥u∥2L2
(Qτ )

≤ ε

4min
{
1,
(
a0 + b− 1

4ε

)} ∥f∥2L2
(Qτ )

.

Now, we present

C =
ε

4min
{
1,
(
a0 + b− 1

4ε

)}
as

Iα (cDα
t u (x, t)) = u (x, t) + φ (x) .

This leads to

∥ℑxu∥2L2(Qτ ) + ∥u∥2L2
(0,1)

≤ CIα ∥f∥2L2
(0,1)

+ ∥ℑxφ∥2L2(0,1) .

Consequently, we have

∥ℑxu∥2L2(Qτ ) ≤ CIα ∥f∥2L2
(Qτ )

+ ∥ℑxφ∥2L2(Qτ ) .

So, finally, we get
∥u∥2L2

(Qτ )
≤ C ∥f∥2L2

(Qτ )
,

where
C1 = max {1, C}
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and

∥ℑxu∥2L2(Qτ ) + ∥u∥2L2
(0,1)

≤ C1

(
Iα ∥f∥2L2

(0,1)
+ ∥f∥2L2

(0,1)
+ ∥ℑxφ∥2L2(0,1)

)
.

With the use of successive integration (0, T ), we get

∥ℑxu∥2L2
(Qτ )

+∥u∥2L2
(Qτ )

≤ (C1 max {1, T})

(∫ T

0

Iα ∥f∥2L2
(Qτ )

dt+ ∥f∥2L2
(Qτ )

+ ∥ℑxφ∥2L2
(Qτ )

)
which implies

k = (C1 max {1, T})
1
2

for which
∥u∥E ≤ k ∥Lu∥F . (26)

Let R(L) be the range of the operator L. However, since we do not have any infor-
mation about R(L), except that R(L) ⊂ F , we must extend L so that (26) holds for the
extension, and its range is the whole space F . For this purpose, we state the following
proposition.

Proposition 4.1 The operator L : E −→ F has a closure.

Proof. Let (un)n∈N ⊂ D (L) be a sequence where

un −→ 0 in E

and
Lun −→

(
f̃ ; 0
)

in F . (27)

Herein, we must prove that
f ≡ 0.

The convergence of un to 0 in E leads to

un −→ 0 in D′ (Q) . (28)

According to the continuity of the derivation ofD′ (Q) inD′ (Q), the relation (28) involves

Lun −→ 0 in D′ (Q) . (29)

Moreover, the convergence of Lun to f in L2 (Q) gives

Lun −→ f in D′ (Q) . (30)

As we have the uniqueness of the limit in D′ (Q), we conclude from (29) and (30) that
f = 0. Then, L is closable of this operator with the domain of definition D(L).

Definition 4.1 A solution of the operator equation

L̄u = F

is called a strong solution to problems (13)-(15). The a priori estimate (18) can be
extended to strong solutions, i.e., we have the estimate

∥ℑxu∥2L2(Q) + ∥u∥2L2(Q) ≤ k

(
∥f∥2L2

(Q)
+

∫ T

0

Iα ∥f∥2L2
(0,1)

dt+ ∥ℑxφ∥2L2
(0,1)

)
.
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We deduce from the estimate (18) the subsequent result.

Corollary 4.1 The range R(L̄) of the operator L̄ is closed in F and is equal to the
closure R(L) of R(L), that is, R(L̄) = R(L).

Proof. Let z ∈ R(L). Then, there is a Cauchy sequence (zn)n∈N in F constituting
of the elements of the set R(L) such that

lim
n−→+∞

zn = z.

There is then a corresponding sequence un ∈ D(L) such that

zn = Lun.

With the use of estimate (18), we get

∥up − uq∥E ≤ C ∥Lup − Luq∥F → 0,

where p, q tend towards infinity. We can deduce that (un)n∈N is a Cauchy sequence in
E. So, as E is a Banach space, there exists u ∈ E such that

lim
n−→+∞

un = u in E.

By virtue of the definition of L̄ ( lim
n−→+∞

un = u in E, if lim
n−→+∞

Lun = lim
n−→+∞

zn = z,

then lim
n−→+∞

L̄un = z as L̄ is closed, so L̄u = z), the function u satisfies

v ∈ D
(
L̄
)
, L̄v = z.

Then z ∈ R(L̄), and so we have
R(L) ⊂ R(L̄).

Also, we conclude here that R(L̄) is closed because it is Banach (any complete subspace
of a metric space (not necessarily complete) is closed). Thus, it remains to show the
reverse inclusion. To this aim, it should be noted that either z ∈ R(L̄) and then there
exists a Cauchy sequence (zn)n∈N in F constituting of the elements of the set R(L̄) such
that

lim
n−→+∞

zn = z,

or z ∈ R(L̄) because R(L̄) is a closed subset of a completed F and so R(L̄) is complete.
There is then a corresponding sequence un ∈ D(L̄) such that

L̄un = zn.

As a result, we get from (18) that

∥up − uq∥E ≤ C
∥∥L̄up − L̄uq

∥∥
F
→ 0,

where p and q tend towards infinity. We can then deduce that (un)n∈N is a Cauchy
sequence in E, and so as E is a Banach space, there exists u ∈ E such that

lim
n−→+∞

un = u in E.
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Once again, there is a corresponding sequel (Lun)n∈N ⊂ R(L) such that

L̄un = Lun on R (L) , ∀n ∈ N.

So, we obtain
lim

n−→+∞
Lun = z.

Consequently, we obtain z ∈ R (L), and then we conclude that

R
(
L̄
)
⊂ R (L).

4.5 Existence of solution

Theorem 4.2 Let the assumptions (A1) be satisfied. Then for all F = (f, 0) ∈ F ,
there exists a unique strong solution u = L̄−1 F= L−1 F of the problem (2)-(4).

Proof. We have

(Lu,W )F =

∫
Q

Lu.wdxdt, (31)

where
W = (w, 0) .

So, for w ∈ L2 (Q) and for all u ∈ D0(L) = {u, u ∈ D (L) : ℓu = 0}, we have∫
Q

u.wdxdt = 0.

By putting w = u and using the same estimate as previously, we obtain∥∥∥cD α
2
t ℑxu

∥∥∥2
L2(0,1)

+ ∥u∥2L2
(0,1)

= 0,

which implies
∥u∥ ≤ 0 ⇒ u = 0.

So, we get u = w = 0.

Corollary 4.2 If for any function u ∈ D(L), we have the following estimate:

∥u∥E ≤ C ∥Lu∥F ,

then the solution of problem (P1), if it exists, is unique.

Proof. Let u1 and u2 be two solutions to problem (P1), i.e.,{
Lu1 = F
Lu2 = F =⇒ Lu1 − Lu2 = 0,

where L is a linear operator. As a result, we obtain

L (u1 − u2) = 0. (32)

Now, according to (32), we obtain

∥u1 − u2∥2E ≤ c ∥0∥2F = 0,

which, consequently, gives
u1 = u2.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 24 (5) (2024) 442–459 453

5 Solvability of the Weak Solution of the Nonlinear Problem

This section is devoted to the proof of the existence and uniqueness of the solution of
the nonlinear problem (Pr):

cDα
t u(x, t)− ∂

∂x (a(x, t)
∂u(x,t)

∂x ) + bu(x, t) = f(x, t, u, ∂u
∂x ),∀(x, t) ∈ Q,

u(x, 0) = 0 ∀x ∈ (−1, 1),∫
Ω
xku(x, t)dx = 0 ∀t ∈ (0, T ) and k = {0, 1},

(P2)

for which the function f is Lipchitzian. As a consequence, there is a positive constant k
such that ∥∥∥∥∥f

(
x, t, u1,

∂u1

∂x

)
− f

(
x, t, u2,

∂u1

∂x

)∥∥∥∥∥
L2(Q)

≤ k

(
∥u1 − u2∥L2(Q) +

∥∥∥∥∂u1

∂x
− ∂u1

∂x

∥∥∥∥
L2(Q)

)
.

(33)

Now, we shall prove that (P2) has a unique weak solution. To this end, we let u ∈ C̃1(Q)
and u ∈ C1(Q). Also, we shall compute the integral

∫
Q
(fℑ∗

xv)dxdt. For this purpose,

we assume u, v ∈ C̃1(Q),
∫
Q
xku(x, t)dx = 0, and

∫
Q
xku(x, t)dx = 0 for all k = {0, 1}.

By using the condition on u and v, we have∫
Q

(cDα
t u · ℑ∗

xv)dxdt = −
∫
Q

(v ·c Dα
t ℑ∗

xu)dxdt,

−
∫
Q

(
∂

∂x
(a(x, t)

∂u

∂x
) · ℑ∗

xv)dxdt =

∫
Q

(v · a(x, t)∂u
∂x

)dxdt,

and

b

∫
Q

(u · ℑ∗
xv)dxdt = −

∫
Q

(v · ℑ∗
xu)dxdt.

It then follows, from [24], that

A(u, v) = −
∫
Q

(v ·c Dα
t ℑ∗

xu)dxdt+

∫
Q

(v · a(x, t)∂u
∂x

)dxdt−
∫
Q

(v · ℑ∗
xu)dxdt.

Definition 5.1 A function u is called a weak solution of problem (P1) and u ∈
L2(0, T,H1(0, 1)).

By building a recurring sequence starting with u(0) = 0, we can define the sequence(
u(n)

)
n∈N as follows: given the element u(n−1), for n = 1, 2, 3, . . ., we will solve the

following problem:{
cDα

t u
(n)(x, t)− ∂

∂x (a(x, t)
∂u(n)(x,t)

∂x ) + b(x, t)u(n)(x, t) = f(x, t, u(n−1), ∂u(n−1)

∂x ),∫
Ω
xku(n)(x, t)dx = 0 ∀t ∈ (0, T ) and k = {0, 1}.

(P3)

Theorem 5.1 According to the study of the previous linear problem and by fixing n,
problem (P3) admits a unique solution u(n) (x, t).
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Now, by supposing

z(n) (x, t) = u(n+1) (x, t)− u(n) (x, t) ,

we might get a new problem, which has the form
cDα

t z
(n) −

(
a (x, t) z

(n)
x

)
x
+ b(x, t)z(n) = p(n−1)(x, t),

z(n) (x.0) = 0,∫
Ω
xkz(n)(x, t)dx = 0, ∀t ∈ (0, T ) , k = {0, 1},

(P4)

where

p(n−1)(x, t) = f

(
x, t, u(n),

∂u(n)

∂x

)
− f

(
x, t, u(n−1),

∂u(n−1)

∂x

)
with the condition

z(n) (x.0) = 0 and

∫
Ω

xkz(n)(x, t)dx = 0 ∀t ∈ (0, T ) , k = {0, 1}. (34)

Lemma 5.1 Assume that condition (34) holds, then for the linearized problem (P4),
we have the following a priori estimate:∥∥∥Z(n)

∥∥∥
L2(0,1,H1(0,1))

≤ λ
∥∥∥Z(n−1)

∥∥∥
L2(0,1,H1(0,1))

,

where λ is a positive constant given by

λ =

√
5ϕ2

2ε
,

for which ε ≺≺ 1.

Proof. Multiplying equation (P4) by
∫ 1

x

(∫ ς

0
zn (η, t) dη

)
dζ and integrating the result

over Q yield ∫
Q

(
(RDα

t z
(n)(x, t) ·

∫ 1

x

(∫ ς

0

zn (η, t) dη

)
dζ

)
dxdt

−
∫
Q

(
∂

∂x

(
a (x, t)

∂z(n) (x, t)

∂x

)
·
∫ 1

x

(∫ ς

0

zn (η, t) dη

)
dζ)dxdt

+

∫
Q

bz(n)(x, t) ·
∫ 1

x

(∫ ς

0

zn (η, t) dη

)
dζdxdt

=

∫
Q

(
p(n−1)(x, t) ·

∫ 1

x

(∫ ς

0

zn (η, t) dη

)
dζ

)
dxdt. (35)

By using the standard integration by parts for each term in (P4) coupled with condition
(34), we obtain ∫ c

Qτ

(
cDα

t

∫ x

0

zn (ζ, t) dζ

)2

dxdt+ a1

∫
Qτ

(zn (x, t))
2
dxdt

≤
∫
Qτ

(
a3
2

+
ε

2
+

b

2

)
(zn (x, t))

2
dxdt+

1

2ε

∫
Qτ

(
p(n−1)

)2
dxdt. (36)
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On the other hand, by applying the operator ℑ∗
x to equation (36), we get

cDα
t (ℑ∗

xZ
n) + a(x, t)

∂Z(n)(x, t)

∂x
= ℑ∗

x

(
p(n−1)

)
. (37)

Consequently, by taking into account condition (37), multiplying the obtained equality
by ∂Zn

∂x , and then integrating the result over Ωτ = (0, 1) × (0, τ), where 0 ≤ τ ≤ T , we
obtain ∫

Qτ

(cDα
t Z

n) · Zndxdt+

∫
Qτ

a(x, t)

(
∂Z(n)(x, t)

∂x

)2

dxdt

=

∫
Qτ

ℑ∗
x

(
p(n−1)(x, t)

) ∂Zn

∂x
dxdt.

(38)

Now, by using Lemmas 2.2, 2.3, 2.4, and 5.1 coupled with the Cauchy inequality with ε,
we obtain ∫

Qτ

(
cD

α
2
t Zn

)2
dxdt+

∫
Qτ

a(x, t)

(
∂Z(n)(x, t)

∂x

)2

dxdt

≤ 1

2ε

∫
Qτ

ℑ∗
x

(
p(n−1)(x, t)

)2
dxdt+

ε

2

∫
Qτ

(
∂Zn

∂x

)2

dxdt. (39)

Combining the last two inequalities (38) and (39) gives∫ c

Qτ

(
cDα

t

∫ x

0

zn (ζ, t) dζ

)2

dxdt+

∫
Qτ

(
cD

α
2
t Zn

)2
dxdt

+ a1

∫
Qτ

(zn (x, t))
2
dxdt+

∫
Qτ

a(x, t)

(
∂Z(n)(x, t)

∂x

)2

dxdt

≤ 1

2ε

∫
Qτ

(
p(n−1)

)2
dxdt+

1

2ε

∫
Qτ

ℑ∗
x

(
p(n−1)(x, t)

)2
dxdt

+

∫
Qτ

(
a3
2

+
ε

2
+

b

2

)
(zn (x, t))

2
dxdt+

ε

2

∫
Qτ

(
∂Zn

∂x

)2

dxdt. (40)

By eliminating two first integrals on the left-hand-side of inequality (40) and using the
Cauchy inequality with ε, we get(

a(x, t)− a3
2

− ε

2
− b

2

){∫
Qτ

(
(zn (x, t))

2
+

(
∂Z(n)(x, t)

∂x

)2
)
dxdt

}

≤ 1

2ε

∫
Qτ

(
p(n−1)

)2
dxdt+

∫
Qτ

ℑ∗
x

(
p(n−1)(x, t)

)2
dxdt

 . (41)

Therefore, we have the estimate∥∥∥ℑ∗
xp

(n−1)
∥∥∥2
L2(0,1)

≤ 1

4
(1− 0)

2
∥∥∥p(n−1)

∥∥∥2
L2(0,1)

≤ 1

4

∥∥∥p(n−1)
∥∥∥2
L2(0,1)

(42)
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and ∫
Qτ

(
p(n−1)

)2
dxdt

≤ ϕ2

∫
Qτ

(∣∣∣z(n−1) (x, t)
∣∣∣+ ∣∣∣∣∂Z(n−1)(x, t)

∂x

∣∣∣∣)2

dxdt

≤ ϕ2

∫ τ

0

∥∥∥z(n−1) (·, t)
∥∥∥2
L2(0,1)

+

∥∥∥∥∂Z(n−1)(·, t)
∂x

∥∥∥∥2
L2(0,1)

dtdx. (43)

Now, substituting (41) and (42) into (44) yields(
a(x, t)− a3

2
− ε

2
− b

2

)∫ τ

0

{∥∥∥z(n) (·, t)∥∥∥2
L2(0,1)

+

∥∥∥∥∂Z(n)(·, t)
∂x

∥∥∥∥2
L2(0,1)

}
dtdx

≤ 5ϕ2

2ε

∫ τ

0

{∥∥∥z(n−1) (·, t)
∥∥∥2
L2(0,1)

+

∥∥∥∥∂Z(n−1)(·, t)
∂x

∥∥∥∥2
L2(0,1)

}
dtdx. (44)

Since a(x, t)− a3

2 − ε
2 − b

2 ≥ 0, we find∫ τ

0

{∥∥∥z(n) (·, t)∥∥∥2
L2(0,1)

+

∥∥∥∥∂Z(n)(·, t)
∂x

∥∥∥∥2
L2(0,1)

}
dt

5ϕ2

2ε

∫ τ

0

{∥∥∥z(n−1) (·, t)
∥∥∥2
L2(0,1)

+

∥∥∥∥∂Z(n−1)(·, t)
∂x

∥∥∥∥2
L2(0,1)

}
dtdx.

The right-hand side here is independent of τ , and hence we shall replace the left-hand
side by the upper bound with respect to τ to obtain the desired inequality, i.e.,∥∥∥Z(n)

∥∥∥2
L2(0,1,H1(0,1))

≤ 5ϕ2

2ε

∥∥∥Z(n−1)
∥∥∥2
L2(0,1,H1(0,1))

.

This forms the criteria of convergence of the series
∞∑

n=1
z(n), which converges if 5ϕ2

2ε < 1,

that is, if ϕ =
√

2ε
5 . Since Z

(n)(x, t) = u(n+1)(x, t)−un(x, t), it follows that the sequence

(un)n∈N will be defined by

u(n) (x, t) =

n−1∑
n=1

z(i) + u(0) (x, t) ,

which converges to an element u ∈ L2
(
0, 1, H1 (0, 1)

)
.

Therefore, we have established the following result.

Theorem 5.2 Under the condition (34), the solution for problem (P2) is unique.

Proof. Suppose that u1 and u2 in L2
(
0, 1, H1 (0, 1)

)
are two solutions of (P4), then

Z = u1 − u2 satisfies Z ∈ L2
(
0, 1, H1 (0, 1)

)
. As a result, we have

cDα
t u(x, t)−

∂

∂x
(a(x, t)

∂u(x, t)

∂x
) + bu(x, t) = ϑ(x, t)
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and ∫
Ω

xkz(n)(x, t)dx = 0 ∀t ∈ (0, T ) , k = {0, 1},

where

ϑ(x, t) = f

(
x, t, u1,

∂u1

∂x

)
− f

(
x, t, u2,

∂u1

∂x

)
.

Following the same procedure as in establishing the proof of Lemma 5.1, we get∥∥∥Z(n)
∥∥∥
L2(0,1,H1(0,1))

≤ λ
∥∥∥Z(n−1)

∥∥∥
L2(0,1,H1(0,1))

,

where λ is the same constant as in Lemma 5.1. Since λ < 1, then we obtain

(1− λ)
∥∥∥Z(n−1)

∥∥∥
L2(0,1,H1(0,1))

,

form which we conclude that u1 = u2 in L2
(
0, 1, H1 (0, 1)

)
.

6 Conclusion

This paper has explained the important factors needed to ensure a solution stands out
and fits well within a certain type of mathematical space. This is particularly relevant
to a set of problems involving equations with fractions and reactions that change over
time. We have figured out these factors by using certain mathematical estimates and
techniques. By building upon previous work and using a step-by-step method, we have
confirmed that there is indeed a unique solution to these tricky equations. There will be
future research and applications on fractional partial differential equations.
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Abstract: Artificial neural networks (ANN) consist of a group of the virtual neurons
that are designed by computerized programs which use a variety of mathematical
fractional equations. In this paper, we introduce the Reproducing Kernel Hilbert
Space (RKHS) method for solving some certain fractional differential systems in the
artificial neural networks field, which is the Hopfield network, using the conformable
derivative.

Keywords: Reproducing Kernel Hilbert Space Method (RKHSM), fractional deriva-
tive, artificial neural networks, differential systems, chaotic attractors.
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1 Introduction

Artificial Neural Networks (ANN) is a recently emerging powerful computer-aided design
(CAD) technology for modeling devices and circuits. These networks consist of a set of
virtual neurons that are generated by computer programs that use a number of fractional
mathematical equations to process the data that come from the neurons. The Hopfield
network is a variety of recurrent artificial neural networks. Its idea arose from the behav-
ior of particles in a magnetic field such that each particle is communicated (completely
linked) with another particle by magnetic forces. This is referred to as activation in the
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case of neurons. As a result, both particles or neurons spin, encouraging one another
to continue this rotation. The Hopfield neural networks come in two versions: binary
and continuous. In the binary form, all neurons are linked to each other, there is no
connection from a neuron to itself, in the continuous version, all connections, including
self-connections, are allowed. The Hopfield network neurons will allow each other to
rotate while they are in a spinning state. The movement of the particles is to process
information, so they will be in the activation situation. For example, if two particles
are in a rotating state to process information, this is known as binary activation in the
Hopfield neural networks [1].

For obtaining the solution of the Hopfield neural network equation systems, we pro-
pose the reproducing kernel Hilbert space method which was used for the first time at
the beginning of the 20th century by S. Zaremba for the harmonic and biharmonic func-
tions to find solutions for boundary value problems (BVPs). The RKHS approach is a
valuable framework for creating numerical solutions in applied sciences. This theory has
been successfully extended to a variety of important applications in numerical analysis,
computational mathematics, image processing, machine learning, probability and statis-
tics, and finance [2–5], and it has been shown to be very effective in different fields of
integrative equations [6,7], integrative differential equations [8–12] and partial differential
equations [13,14], and others [15–19], especially when the derivative order is fractional.

Recently, a new definition in the fractional calculus has been introduced concern-
ing the conformable fractional derivative. This concept is a natural extension of the
first-order derivative, and it satisfies some of the properties which are lost in the other
fractional definitions such as those of the derivative of product and quotient of two func-
tions formulas, and the chain rule.

This paper is organized as follows. In Section 2, some basic definitions and concepts
are presented. We construct the reproducing kernel Hilbert spaces and present the struc-
ture of the analytical and approximate solutions in Section 3. In Sections 4 and 5, the
convergence and error estimator are discussed to provide a number of numerical results to
demonstrate the efficiency and accuracy of the reproducing kernel Hilbert space method.
Finally, in Section 6, a short conclusion is provided.

2 Preliminaries and Backgrounds

In this section, we present some concepts and meanings of the conformable fractional
derivative and the critical RKHS materials that will be used in this study.

Definition 2.1 Let the function f : [0,∞) −→ R, then the conformable fractional
derivative of f of order 0 < α ≤ 1 is given by

(Dαf)(x) = lim
ϵ→0

f(x+ ϵx1−α)− f(x)

ϵ
.

Moreover, if f is α-differentiable in some (0, α) and limx→0 f
(α)(x) exists, then f (α)(0) =

limx→0+ f
(α)(x).

Definition 2.2 Let a ∈ (0, 1) and f : [0,∞) −→ R be an α−fractional integral
function, then the ”conformable fractional integral” of f is given by

Iα
a (f)(x) = I1

a(x
α−1f) =

∫ x

a

f(t)

t1−α
dt,

where the integral is the usual Riemann integral.
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Theorem 2.1 For x ≥ a and f being any continuous function in the domain of Iα,
we have

Dα(Iα
a f)(x) = f(x).

Proof. See [20].

Theorem 2.2 If f is differentiable and α ∈ (0, 1], then for ∀x > a, we have

Iα
aDα

a f(x) = f(x)− f(a).

Definition 2.3 Let X be a nonempty set, then the function K : X × X −→ C is a
reproducing kernel of the Hilbert space H if and only if

1. K(., x) ∈ X ,∀x ∈ X ,

2. ∀x ∈ X ,∀u ∈ H : ⟨u(.),K(., x)⟩ = u(x).

Here, the second condition is ”the reproducing property”; the value of the function u
at the point x is reproduced by the inner product of u with K(., x). For instance, the
reproducing kernel is unique, symmetric and positive definite.

Definition 2.4 The space Πm
2 [a, b] is defined by

Πm
2 [a, b] =

{
u | u(i) are absolutely continuous, i = 1, 2, ...,m− 1 and u(m) ∈ L2[a, b]

}
.

The inner product and the norm of Πm
2 [a, b] are given by

⟨u, v⟩Πm
2
=

∑m−1
i=0 u(i)(a)v(i)(a) +

∫ b

a
u(m)(t)v(m)(t)dt

with

∥u∥Πm
2
=

√
⟨u, u⟩Πm

2
.

3 Statement and Solution of the Problem

Consider the general HNN problem as follows:{
DαX(τ) = −X(τ) +WF (τ,X),
X(0) = A0,

(1)

where X = (x1(τ), x2(τ), · · · , xn(τ))T ∈ Rn, W = (wij) ∈ Mn×n, F =
(f1(X), f2(X), · · · , fn(X)), and A0 = (a1, a2, · · · , an) such that aη, η = 1, ..., n, are
constants.

Dα represents the conformable fractional derivative, and τ ∈ T = [a, b], fη are non-
linear (generally non-linear) continuous functions. To find the approximate solutions of
the problem (1), we utilize the RKHS algorithm over the long interval T = [a, b].
Consider the spaces Π1

2[a, b], Π
2
2[a, b] which are defined, respectively, by

Π1
2[a, b] =

{
u | u is absolutely continuous, and u′ ∈ L2[a, b]

}
,

Π2
2[a, b] =

{
u | u, u′

are absolutely continuous, and u, u′, u′′ ∈ L2[a, b], u(a) = 0
}
.
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We give the inner product and the norm in the above spaces, respectively, as follows:

⟨u, v⟩Π1
2
= u(a)v(a) +

∫ b

a
u′(s)v′(s)ds,

∥u∥Π1
2
=

√
⟨u, u⟩Π1

2
,

⟨u, v⟩Π2
2
= u(a)v(a) + u′(a)v′(a) +

∫ b

a
u′′(s)v′′(s)ds,

∥u∥Π2
2
=

√
⟨u, u⟩Π2

2
.

Suppose that the interval T = [a, b] is divided into M subintervals [γm−1, γm], m =
1, ...,M , of equal step size z = b−a

M , by using the nodes γm = mz. Firstly, we apply
the RKHS approach over the interval [a, γ1] to find the numerical solution. For the
subintervals [γm−1, γm], m ≥ 2, we apply the RKHS method directly after using the
initial conditions obtained over [a, γ1]. Repeate the process and then generate a sequence
of approximate solutions over {[a, γ1], [γ1, γ2], ...[γM−1, γM ]}.

3.1 Implementation of the process

The method steps can be summarized in the following points:

• Homogenize the initial conditions, and construct the space Π2
2 in which each func-

tion satisfies the homogenous initial conditions of (1), then use the space Π1
2.

• Take K and R as the reproducing kernel functions of the spaces Π2
2 and Π1

2,
respectively, which are defined by

Rτ (t) =
1

sinh(b− a)
[cosh(t+ τ − b− a) + cosh |t− τ | − b− a],

and

Kτ (t) =
1

6

{
(τ − a)(2a2 − τ2 + 3t(2 + τ)− a(6 + 3t+ τ)) τ ≤ t,
(t− a)(2a2 − t2 + 3τ(2 + t)− a(6 + 3τ + t)) τ > t,

and define the linear bounded operator L : Π2
2 → Π1

2 such that LX(τ) = DαX(τ).

• Apply the conformable fractional integral to both sides and using X(a) = 0, we
get {

X(τ) = F(τ,X),
X(a) = 0.

(2)

• Choose a countable dense set {ti}∞i=1 from [a, b] for the space Π2
2[a, b], and so define

the complete system ψi(τ) = L∗ϕi(τ), where ϕi(τ) = Rti(τ), and L
∗ is the adjoint

operator of L.

• Derive an orthonormal functions system
{
ψi(τ)

}∞
i=1

of the space Π2
2[a, b] from the

Gram-Schmidt orthogonalization process of {ψi(τ)}∞i=1 as follows:

ψi(τ) =

i∑
k=1

Bikψk(τ), i = 1, 2, · · · ,
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such that Bij are positive orthogonalization coefficents which are given by

B11 =
1

∥Ψ1∥
, Bii =

1√
∥Ψi∥2 −

∑i−1
k=1(Cik)2

, Bij =
−
∑i−1

k=1 CikBkj√
∥Ψi∥2 −

∑i−1
k=1(Cik)2

, j < i,

where Cik = ⟨Ψi,Ψk⟩W2
2
.

Lemma 3.1 ψi(τ) can be written as follows:

ψi(τ) = LtKt(τ) |τ=ti .

Proof. See [19].

Theorem 3.1 If L is an invertible operator, and if {ti}∞i=1 is dense on [a, b], then
{ψi(τ)}∞i=1 is the complete function system of the space Π2

2[a, b].

Proof. See [19].

Theorem 3.2 For every X(τ) ∈ Π2
2[a, b], the series

∑∞
i=0

〈
X(τ), ψi(τ)

〉
π2
2
ψi(τ) are

convergent in the sense of ∥.∥Π2
2[a,b]

. And if {ti}∞i=1 is a dense subset on [a, b], then the

solutions of (1) are given by

X(τ) =

∞∑
i=1

i∑
k=1

BikF(τk, X(τk))ψi(τ). (3)

Proof. The steps of the proof are detailed in [19]. The next algorithm explains
the implementation of the procedure for solving a system of differential equations in
numerical form in terms of their network nodes based on the RKHS method.

3.2 Existence and uniqueness

Let the continuous function F = (f1, f2, ..., fn) and the Banach space E =
{(τ,X) ∈ R× Rn|τ ∈ J, X ∈ B}, where

J = [0, T ],
B = {X ∈ Rn| ∥X −X0∥ ≤ b} .

Suppose that F satisfies the Lipchitz condition, i.e., ∀ (τ,X), (τ, Y ) ∈ E, ∃K ≥ 0 such
that

∥F (τ,X)− F (τ, Y )∥2 ≤ K ∥(τ,X)− (τ, Y )∥2 .

Theorem 3.3 If F satisfies the following conditions:

1. F satisfies the Lipchitz condition.

2. ∥F (τ,X(τ))∥2 ≤ C.

3. Tα ≤ min
{
aα + αb

b+C∥W∥2
, aα + α

2b(1+K∥W∥2)

}
,
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then the system (1) has a unique solution on [0, T ].

Proof. For all (τ,X) ∈ E, and by applying the conformable fractional integral to
both sides of system (1), we get

X(τ) =

∫ τ

a

−X(s) +WF (s,X(s))

s1−α
ds = φ(τ,X(τ)).

We need to show that φ(τ,X(τ)) is a map from E to E. Let (τ,X(τ)) ∈ E, for all τ ≤ T ,
we have

∥φ(τ,X(τ))− φ(τ0, X0(τ))∥2 = ∥φ(τ,X(τ))∥2 =
∥∥∥∫ τ

a
−X(s)+WF (s,X(s))

s1−α ds
∥∥∥
2

≤ [∥X∥2 + ∥W∥2 . ∥F∥2] (
Tα−aα

α )

≤ [∥X∥2 + C ∥W∥2] (
Tα−aα

α )

since Tα ≤ aα + αb
b+C∥W∥2

and ∥F∥2 ≤ C, so ∥φ(τ,X(τ))∥2 ≤ b. Then φ(τ,X(τ)) is a

map from E to E.

Now, we prove that φ(τ,X(τ)) is a contraction. Let (τ,X(τ)), (τ, Y (τ)) ∈ E, we
have

∥φ(τ,X(τ))−φ(τ, Y (τ))∥2 = (T
α−aα

α
) ∥X−Y ∥2+(T

α−aα

α
) ∥W∥2 ∥F (τ,X(τ))−F (τ, Y (τ))∥2

≤ (T
α−aα

α
) ∥X − Y ∥2 +K(T

α−aα

α
) ∥W∥2 ∥X − Y ∥2

= (T
α−aα

α
) ∥X − Y ∥2

[
1 +K ∥W∥2

]
since Tα ≤ α

2b(1+K∥W∥2)
+ aα, then (T

α−aα

α ) [1 +K ∥W∥2] ≤ 1
2 , so φ(τ,X(τ)) is a

contraction. Thus, by the Banach fixed point theorem, there is a unique fixed point,
then the solution is unique on [0, T ].

Algorithm 3.1 Use the following stages to approximate the solutions of the problem
(1) based on the RKHS method.
Input: The endpoints of [a, b], the unit truth interval [a, b], the integers n and m, the
kernel function Kt(τ), the differential operator L , the initial condition A0 , and the
function F .
Output: Approximate solution Xn(τ).

• Stage A: Fixed τ ∈ [a, b] and set t ∈ [a, b]
for i = 1, ..., n do

– stage 1: set ti = a+ i−1
n−1 ;

– stage 1: if t ≤ τ let

Kτ (t) =
1
6 (t− a)(2a2 − t2 + 6τ + 3tτ − a(6 + t+ 3τ));

else let

Kτ (t) =
1
6 (τ − a)(2a2 − τ2 + 6t+ 3τt− a(6 + τ + 3t)).

– stage 2: For i = 1, ..., n do
set
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ψi(τ) = LtKτ (t)|τ=ti .

Output the orthogonal functions system ψi(τ).

• Stage B: Obtain the orthogonalization coefficients Bij as follows:

For i = 1, ..., n;
For j = 1, ..., i set Cik = ⟨ψi, ψj⟩Π2

2
and B11 = 1

Sqrt(C11)
.

Output Cij and B11.

• Stage C: For i = 1, ..., n, set Bii = (∥ψi∥2Π2
2
−
∑i−1

k=1(Cik)
2)

−1
2 ;

else if j ̸= i set Bij = −(
∑i−1

k=1 CikBkj).(∥ψi∥2Π2
2
−∑i−1

k=1(Cik)
2)

−1
2 .

Output the orthogonalization coefficients Bij.

• Stage D: For i = 1, ..., n set ψi(t) =
∑i

k=1Bikψi(t).
Output the orthonormal functions system ψi(t).

• Stage E: Set τ1 = 0 and choose X0(τ1) = 0;
For i = 1, ..., n; set

λi =
∑i

k=1BnkF(τk, Xk−1(τk))

set

Xn(τ) =
∑n

i=1 λiψi(τ).

Outcome the numerical solutions Xn(τ).

4 Numerical Experiments

Example 4.1 Consider the following HNN system:{
DαX = −X +WF (X),
X(0) = [−0.109,−0.832, 1.721]T ,

(4)

where

W =

 2 −1.2 0
2 1.7 1.15

−4.75 0 1.1

, and F = tanh(X).

Using the RKHS method for solving the system (4) and taking n = 500, we get the
following results.

Example 4.2 Consider the following system:{
DαX = −X +WF (X),
X(0) = [1.048,−0.2233,−0.3150]T ,

(5)

where
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Figure 1: Chaotic attractors for α = 1.

Figure 2: Chaotic attractors for α = 0.9.

Figure 3: Chaotic attractors for α = 0.95.

W =

−1.4 1.2 −7
1.1 0 2.8
−k −2 4

, and F = tanh(X).

Using the RKHS method for solving the system (5) and taking n = 250, we get the
following results.
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(a) (b)

Figure 4: Chaotic attractors of HNN for Example 4.2 such that: (a): α = 0.95, k = 0.95/
(b): α = 0.85, k = 0.95/ and (c): α = 0.75, k = 0.95.

Example 4.3 Consider the following HNN system:{
DαX = −X +WF (X),
X(0) = [0.0225, 0.1788,−4.831]T ,

(6)

where

W =

3.4 −1.6 0.7
2.5 0 0.95
k 0.5 0

, and F = tanh(X).

Using the RKHS method for solving the system (6) and taking n = 300, we get the
following results.
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Figure 5: Chaotic attractors for α = 1 and k = −9.

Figure 6: Chaotic attractors for α = 0.95 and k = −9.

Figure 7: Chaotic attractors for α = 0.9 and k = −9.
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Figure 8: Chaotic attractors for α = 0.85 and k = −9.

Figure 9: Chaotic attractors for α = 1 and k = −20.

5 Conclusion

The Fractional Hopfield Neural Networks enhance complex nonlinear dynamics mod-
eling by incorporating fractional calculus concepts, capturing long-term dependencies
and memory effects more accurately, which is crucial for the investigation of real-world
phenomena.

In this paper, we effectively used the RKHS method to solve numerical equation
systems for the Hopfield Neural Network Equation Systems. We have demonstrated
the accuracy and efficiency of the method in solving the systems of Hopfield neural
network equations through the results we got in the numerical examples. In the future,
we recommend that more research be done on the RKHS method for neural network
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systems. We also expect good results by solving the systems of Hopfield neural network
equations with the Caputo and Atangana-Baleanu fractional derivatives.
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Abstract: We consider a dynamic contact problem with friction in thermo-
viscoelasticity with long memory body. The body is in contact with an obstacle.
The contact is frictional and bilateral with a moving rigid foundation which results
in the wear of the contacting surface. The problem is formulated as a coupled system
of an elliptic variational inequality for the displacement and the heat equation for the
temperature. We establish a variational formulation for the model and we prove the
existence of a unique weak solution to the problem. The proof is based on a classical
existence and uniqueness result for parabolic inequalities, differential equations and
fixed point arguments.

Keywords: frictional contact; thermo-visco-elastic; fixed point; dynamic process;
variational inequality; wear.
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1 Introduction

Scientific research and recent papers in mechanics are articulated around two main com-
ponents, one devoted to the laws of behavior and the other devoted to boundary condi-
tions imposed on the body. The boundary conditions reflect the binding of the body with
the outside world. Recent researches use coupled laws of behavior between mechanical
and electric effects or between mechanical and thermal effects. For the case of coupled
laws of behavior between mechanical and electric effects, general models can be found
in [5,6]. For the case of coupled laws of behavior between mechanical and thermal effects,
the transmission problem in thermo-viscoplasticity is studied in [3], the contact problem
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with adhesion for thermo-viscoplasticity is considered in [1]. Situations of contact be-
tween deformable bodies are very common in the industry and everyday life. Contact
of braking pads with wheels, tires with roads, pistons with skirts or the complex metal
forming processes are just a few examples. The constitutive laws with internal variables
have been used in various publications in order to model the effect of internal variables
in the behavior of real bodies like metals, rocks, polymers and so on, for which the rate
of deformation depends on the internal variables. Some of the internal state variables
considered by many authors are the spatial display of dislocation, the work-hardening of
materials. In this paper, we consider a general model for the dynamic process of bilat-
eral frictional contact between a deformable body and an obstacle, which results in the
wear of the contacting surface. The material obeys a thermo-viscoelasticity constitutive
law with long memory body. We derive a variational formulation of the problem which
includes a variational second order evolution inequality. We establish the existence of
a unique weak solution of the problem. The idea is to reduce the second order nonlin-
ear evolution inequality of the system to the first order evolution inequality. After this,
we use classical results for first order nonlinear evolution inequalities and equation, a
parabolic variational inequality and the fixed point arguments.

The paper is structured as follows. In Section 2, we present the thermo-visco-elastic
contact model with friction and provide comments on the contact boundary conditions.
In Section 3, we list the assumptions on the data and derive the variational formulation.
In Section 4, we present our main existence and uniqueness results.

2 Problem Statement

Problem P: Find a displacement field u : Ω×[0.T ] → Rd, a stress field σ : Ω×[0.T ] → Sd,
the temperature θ : Ω× [0.T ] → R+ and the wear ω : Γ3 × [0.T ] → R+ such that

σ = A(ε(u(t))) + G(ε(u̇(t))) +
t∫
0

B(t− s)ε(u(s))ds− θ(t)M,

in Ω× [0.T ] ,

(1)

ρ
..
u = Div σ + f0, in Ω× [0.T ], (2)

θ̇ − div(K∇θ) = −M.∇u̇+ q, in Ω× [0.T ] , (3)

u = 0, on Γ1 × [0.T ] , (4)

σν = h, on Γ2 × [0.T ], (5){
σν = −α

∣∣ .uν∣∣ , |στ | = −µσν ,
στ = −λ

( .
uτ − v∗

)
, λ ≥ 0,

.
ω = −kυ∗σν , k > 0. on Γ3 × [0.T ],

(6)

−kij ∂θ
∂ν νj = ke(θ − θR)− hτ (|u̇τ |), onΓ3 × [0.T ] , (7)

θ = 0, in Γ1 ∪ Γ2 × [0.T ] , (8)

u(0) = u0, u̇(0) = u1, θ(0) = θ0, ω(0) = ω0, in Ω, (9)

where (1) is the thermo-visco-elastic constitutive law with long memory, we denote ε(u)
(respectively, A,G, ξ, ξ∗ ) the linearized strain tensor (respectively, the elasticity tensor,
the viscosity nonlinear tensor, the third order piezoelectric tensor and its transpose), (2)
represents the equation of motion, where ρ represents the mass density, we mention that
Divσ is the divergence operator, (3) represents the evolution equation of the heat field,
(4) and (5) are the displacement and traction boundary conditions, (6) describes the
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bilateral frictional contact with wear described above on the potential contact surface
Γ3, (7) is the pointwise heat exchange condition on the contact surface, where kij are
the components of the thermal conductivity tensor, vj are the normal components of the
outward unit normal v, ke is the heat exchange coefficient, θR is the known temperature
of the foundation. (8) represents the temperature boundary conditions. Finally, (9)
represents the initial conditions.

3 Variational Formulation and Preliminaries

For a weak formulation of the problem, first, we introduce some notation. The indices i,
j, k, l range from 1 to d and summation over repeated indices is implied. An index that
follows the comma represents the partial derivative with respect to the corresponding
component of the spatial variable, e.g., ui.j = ∂ui

∂xj
. We also use the following notations:

H = L2(Ω)d = {u = (ui)/ui ∈ L2(Ω)},
H = σ = (σij)/σij = σji ∈ L2(Ω),

H1 = u = (ui)/ε(u) ∈ H = H1 (Ω)
d

H1 = σ ∈ H/Divσ ∈ H.

The operators of deformation ε and divergence Div are defined by

ε(u) = (εij(u)), εij(u) =
1
2 (ui,j + uj,i), Divσ = (σij,j).

The spaces H,H, H1 and H1 are real Hilbert spaces endowed with the canonical inner
products given by

(u, v)H =
∫
Ω
uividx,∀u, v ∈ H,

(σ, τ)H =
∫
Ω
σijτijdx,∀σ, τ ∈ H,

(u, v)H1
= (u, v)H + (ε(u), ε(v))H,∀u, v ∈ H1,

(σ, τ)H1 = (σ, τ)H + (Divσ,Divτ)H , σ, τ ∈ H1.

We denote by |·|H (respectively, | · |H, | · |H1
and | · |H1) the associated norm on the space

H ( respectively, H, H1 and H1 ).
Let HΓ = (H1/2(Γ))d and γ : H1(Γ)d → HΓ be the trace map. For every element v

∈ (H1(Γ))d, we also use the notation v to denote the trace map γv of v on Γ, and we
denote by vν and vτ the normal and tangential components of v on Γ given by

vν = v.ν, vτ = v − vν .

Similarly, for a regular (say C1) tensor field σ : Ω → Sd, we define its normal and
tangential components by

σν = (σν) .ν, στ = σν − σν .

We use standard notation for the Lp and the Sobolev spaces associated with Ω and Γ
and, for a function ψ ∈ H1 (Ω), we still write ψ to denote its trace on Γ. We recall that
the summation convention applies to a repeated index.

When σ is a regular function, the following Green’s type formula holds:

(σ, ε (v))H + (Divσ, v)H =

∫
Γ

σν.vda ∀v ∈ H1. (10)

Next, we define the space
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V = {u ∈ H1/ u = 0 on Γ1}.

Since meas (Γ1) > 0, the following Korn’s inequality holds:

|ε(u)|H ≥ cK |v|H1
∀v ∈ V, (11)

where cK > 0 is a constant which depends only on Ω and Γ1. On the space V , we use
the inner product

(u, v)V = (ε(u), ε(v))H, (12)

let |.|V be the associated norm. It follows by (12) that the norms |.|H1
and |.|V are

equivalent norms on V and therefore, (V, |.|V ) is a real Hilbert space. Moreover, by the
Sobolev trace theorem, there exists a constant c0 depending only on the domain Ω, Γ1

and Γ3 such that
|v|L2(Γ3)

d ≤ c0 |v|V ∀v ∈ V. (13)

Finally, for a real Banach space (X, |.|X), we use the usual notation for the space
Lp (0.T,X) and W k.p (0.T,X), where 1 ≤ p ≤ ∞, k = 1, 2......; we also denote by
C (0.T,X) and C1 (0.T,X) the spaces of continuous and continuously differentiable func-
tion on [0.T ] with values in X, with the respective norms:

|x|C(0.T,X) = max
t∈[0.T ]

|x (t)|X ,

|x|C1(0.T,X) = max
t∈[0.T ]

|x (t)|X + max
t∈[0.T ]

∣∣ .x (t)∣∣
X
.

In what follows, we assume the following assumptions on the problem P . The elasticity
operator A : Ω× Sd → Sd satisfies

(a)∃ LA > 0 such that : |A (x, ε1)−A (x, ε2)| ≤ LA |ε1 − ε2|
∀ ε1 , ε2 ∈ Sd, a. e. x ∈ Ω,

(c) The mapping x→ A (x, ε) is Lebesgue measurable in Ω for all ε ∈ Sd,
(d) The mapping x→ A (x, 0) ∈ H.

(14)

The viscosity operator G : Ω× Sd ×Sd → Sd satisfies
(a) ∃ LG > 0 : |G(x, ε1)− G(x, ε2)| ≤ LG |ε1 − ε1|,∀ε1, ε2 ∈ Sd, a.e. x ∈ Ω,

(b) ∃mG > 0 : (G (x, ε1)− G (x, ε2) , ε1 − ε2) ≥ mG |ε1 − ε2|2 ,∀ε1, ε2 ∈ Sd,
(c) the mapping x→ G (x, ε) is Lebesgue measurable in Ω fo rall ε ∈ Sd,
(d) the mapping x 7→ G(x, 0) ∈ H.

(15)

The relaxation tensor B : [0.T ] × Ω × Sd → Sd such that (t, x, τ) 7→ (Bijkh (t, x) τkh)
satisfies {

(a)Bijkh ∈W 1.∞(0.T,L∞(Ω)),

(b)B (t)σ · τ = σ · B (t) τ,∀σ, τ ∈ Sd, p.p.t ∈ [0.T ] , a.e.in Ω.
(16)

The function hτ : Γ3 × R+ −→ R+ satisfies{
(a) ∃ Lτ > 0 : |hτ (x, r1)− hτ (x, r2)| ≤ Lh|r1 − r2| ∀r1, r2 ∈ R+, a.e.x ∈ Γ3,

(b) x −→ hτ (x, r) ∈ L2(Γ3) is Lebesgue measurable inΓ3,∀r ∈ R+.

(17)
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The mass density ρ satisfies

ρ ∈ L∞(Ω) there exists ρ∗ > 0 such that ρ(x) ≥ ρ∗, a.e.x ∈ Ω. (18)

The body forces, surface tractions, the densities of electric charges, and the functions α
and µ satisfy

f0 ∈ L2(0.T,H), h ∈ L2(0.T,L2(Γ2)
d),

q ∈W 1.∞(0.T,L2(Ω)), θR ∈W 1.∞(0.T,L2(Γ3)), ke ∈ L∞(Ω,R+),

M = (mij),mij = mji ∈ L∞(Ω),{
K = (ki,j); kij = kji ∈ L∞(Ω),

∀ck > 0,∀(ξi) ∈ Rd, kijξiξj ≥ ckξiξi.

α ∈ L∞(Γ3), α(x) ≥ α∗ > 0, a.e.on Γ3,

µ ∈ L∞(Γ3), µ(x) > 0, a.e.on Γ3.

(19)

The initial data satisfies

u0 ∈ V, u1 ∈ L2(Ω), θ0 ∈ L2(Ω), ω0 ∈ L∞(Γ3). (20)

We use a modified inner product on H = L2(Ω)d given by

((u, v)) = (ρu, v)L2(Ω)d ,∀u.v ∈ H.

That is, it is weighted with ρ. We let H be with the associated norm

∥v∥H = (ρv, v)
1
2

L2(Ω)d
, ∀v ∈ H.

We use the notation (., .)V ′×V to represent the duality pairing between V ′ and V . Then
we have

(u, v)V ′×V = ((u, v)),∀u ∈ H,∀v ∈ V.

It follows from assumption (18) that ∥.∥H and |.|H are equivalent norms on H, and also,
the inclusion mapping of (V, |.|V ) into (H, ∥.∥H) is continuous and dense. We denote by
V ′ the dual space of V . Identifying H with its own dual, we can write the Gelfand triple
V ⊂ H = H ′ ⊂ V ′ .

We define the space

E = {γ ∈ H1(Ω)/γ = 0 on Γ1 ∪ Γ2}. (21)

We define the function f(t) ∈ V by

(f(t), v)V =
∫
Ω
f0(t)vdx+

∫
Γ2
h(t)vda,∀v ∈ V, t ∈ [0.T ],

for all u, v ∈ V, ψ ∈ W and t ∈ [0.T ], and note that condition (19) implies that

f ∈ L2(0.T, V ′). (22)

We consider the wear functional j : V × V → R,

j(u, v) =

∫
Γ3

α |uν | (µ |vτ − v∗|)da. (23)
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Finally, we consider ϕ : V × V → R,

ϕ(u, v) =

∫
Γ3

α |uν | vνda,∀v ∈ V. (24)

We define for all ε > 0,

jε(g, v) =
∫
Γ3
α |gν | (µ

√
|vτ − v∗|2 + ε2)da,∀v ∈ V.

We define Q : [0, T ] → E
′
; K : E → E

′
and R : V → E

′
by

(Q(t), µ)E′×E =
∫
Γ3
keθR(t)µds+

∫
Ω
qµdx,∀µ ∈ E, (25)

(Kτ, µ)E′×E =
d∑

i,j=1

∫
Ω
kij

∂τ
∂xj

∂µ
∂xi

dx+
∫
Γ3
keτµds,∀µ ∈ E, (26)

(Rv, µ)E′×E =
∫
Γ3
hτ (|vτ |)µdx−

∫
Ω
(M.∇v)µdx,∀v ∈ V, τ, µ ∈ E. (27)

Using the above notation and Green’s formula, we derive the following variational for-
mulation of mechanical problem P .

Problem PV : Find a displacement field u : Ω × [0.T ] → V, a stress field σ :
Ω× [0.T ] → Sd , the temperature θ : Ω× [0.T ] → R+ and the wear ω : Γ3 × [0.T ] → R+

such that

(ü(t), w − u̇(t))V ′×V + (σ(t), ε(w − .
u(t)))H + j(

.
u,w)− j(

.
u,

.
u(t))+

ϕ(
.
u,w)− ϕ(

.
u,

.
u(t)) ≥

(
f(t), w − .

u(t)
)
, ∀u,w ∈ V,

(28)

θ̇(t) +Kθ(t) = Ru̇(t) +Q(t), on E′ (29)
.
ω = −kυ∗σν . (30)

4 Existence and Uniqueness Result

Our main result which states the unique solvability of Problem PV is the following.

Theorem 4.1 Let the assumptions (14)−(20) hold. Then Problem PV has a unique
solution (u, σ, θ, ω) which satisfies

u ∈ C1(0.T,H) ∩W 1.2(0.T, V ) ∩W 2.2(0.T, V ′), (31)

σ ∈ L2(0.T,H1), Divσ ∈ L2(0.T, V ′), (32)

θ ∈W 1.2(0.T, E′) ∩ L2(0.T, E) ∩ C(0.T,L2(Ω)), (33)

ω ∈ C1(0.T,L2(Γ3)). (34)

We conclude that under the assumptions (14) − (20), the mechanical problem (1) − (9)
has a unique weak solution with the regularity (31) − (34). The proof of this theorem
will be carried out in several steps. It is based on the arguments of first order nonlinear
evolution inequalities, evolution equations, a parabolic variational inequality, and fixed
point arguments.

First step: Let g ∈ L2(0.T, V ) and η ∈ L2(0.T, V ′) be given, we deduce a variational
formulation of Problem PV .

Problem PVgη : Find a displacement field ugη : [0.T ] → V such that
(ügη(t), w − u̇gη(t))V ′×V + (Gε(u̇gη(t)), w − u̇gη(t))V ′×V + (η(t), w − u̇gη)V ′×V

j(g, w)− j(g, u̇gη(t)) ≥ (f(t), w − u̇gη(t))V ′×V , ∀ w ∈ V, t ∈ [0.T ],

ugη(0) = u0, u̇gη(0) = u1.

(35)
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We define fη(t) ∈ V for a.e.t ∈ [0.T ] by

(fη(t), w)V ′×V = (f(t)− η(t), w)V ′×V ,∀w ∈ V. (36)

From (22), we deduce that
fη ∈ L2(0.T, V ′). (37)

Let now ugη : [0.T ] → V be the function defined by

ugη(t) =

t∫
0

vgη(s)ds+ u0,∀t ∈ [0.T ]. (38)

We define the operator G : V ′ → V by

(Gv,w)V ′×V = (Gε(v(t)), ε(w))H,∀v, w ∈ V. (39)

Lemma 4.1 For all g ∈ L2(0.T, V ) and η ∈ L2(0.T, V ′), PVgη has a unique solution
with the regularity

vgη ∈ C(0.T,H) ∩ L2(0.T, V ) and v̇gη ∈ L2(0.T, V ′). (40)

Proof. The proof from (35) nonlinear second order evolution inequalities is given
in [2, 4, 7, 8].

In the second step, we use the displacement field ugη to consider the following varia-
tional problem.

Second step: We use the displacement field ugη to consider the following variational
problem.

Problem Pθgη : Find θgη ∈ E such that

θ̇gη(t) +Kθgη(t) = Ru̇gη(t) +Q(t), on E
′
. (41)

Lemma 4.2 Under the assumptions (14) − (20), the problem Pθgη has a unique so-
lution

θgη ∈W 1.2(0.T, E
′
) ∩ L2(0.T, E) ∩ C(0.T,L2(Ω)).

Proof. Since we have the Gelfand triple E ⊂ L2(Ω) ⊂ E
′
, we use a classical result for

first order evolution equations given in [9] to prove the unique solvability of (41). Now,
we have θ0 ∈ L2(Ω). The operator K is linear and continuous, so a(τ, µ) = (Kτ, µ)E′×E

is bilinear, continuous and coercive, we use the continuity of a(., .) and from (19), we
deduce that

a(τ, µ) = (Kτ, µ)E′×E ≤ |k|L∞(Ω)d×d |∇τ |E |∇µ|E + |ke|L∞(Γ3)
|τ |L2(Γ3)

|µ|L2(Γ3)

≤ C |τ |E |µ|E .

We have

a(τ, τ) = (Kτ, τ)E′×E =
d∑

i,j=1

∫
Ω
kij

∂τ
∂xj

∂τ
∂xi

dx+
∫
Γ3
keτ

2ds.
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By(19), there exists a constant C > 0 such that

(Kτ, τ)E′×E ≥ C |τ |2E .

We have θ0 ∈ L2(Ω). Let

F (t) ∈ E′ : (F (t), τ)E′×E = (Ru̇gη(t) +Q(t), τ) ∀τ ∈ E.

Under the assumptions (17), (19), we have∫ T

0
|Ru̇|2E′ dt <∞,

∫ T

0
|Q(t)|2E′ dt <∞,

∫ T

0
|F |2E′ dt <∞.

We find

F ∈ L2(0.T, E
′
).

By a classical result for first order evolution equations,

∃!θgη ∈W 1.2(0.T, E
′
) ∩ L2(0.T, E) ∩ C(0.T,L2(Ω)).

Consider the operator

Λ : L2(0.T, V × V ′) → L2(0.T, V × V ′),
Λ(g, η) = (Λ1(g),Λ2(η)),∀g ∈ L2(0.T, V ),∀η ∈ L2(0.T, V ′),
Λ1(g) = vgη,

(Λ2(η), w)V ′×V = (A(ε(u(t))), ε(w))H + (
∫ t

0
B(t− s)ε(u(s))ds− θ(t)M, ε(w))H

+ϕ(g, w),

|Λ(g2, η2)− Λ(g1, η2)|2L2(0.T ;V×V ′) = |(Λ1(g2),Λ2(η2))− (Λ1(g1),Λ2(η1))|2L2(0.T ;V×V ′) ,

= |Λ1(g2)− Λ1(g1)|2L2(0.T ;V×V ′) + |Λ2(η2)− Λ2(η1)|2L2(0.T ;V×V ′) .

(42)
We have the following result.

Lemma 4.3 The mapping Λ : L2(0.T, V × V ′) → L2(0.T, V × V ′) has a unique
element (g∗, η∗) ∈ L2(0.T, V × V ′) such that

Λ(g∗, η∗) = (g∗, η∗). (43)

Proof. Let (gi, ηi) ∈ L2(0.T, V × V ′). We use the notation (ui, φi). For (g, η) =
(gi, ηi), i = 1.2, let t ∈ [0.T ]. We have

Λ1(g) = vgη. (44)

So
|g1(t)− g2(t)|2V ≤ |v1(t)− v2(t)|2V . (45)

It follows that

(v̇1(t)− v̇2(t), v1(t)− v2(t)) + (Gε(v1(t))− Gε(v2(t)), ε(v1(t))− ε(v2(t)))+
(η1(t)− η2(t), v1(t)− v2(t)) + j(g1, v1(t))− j(g1, v2(t))− j(g2, v1(t)) + j(g2, v2(t)) ≤ 0.

(46)
From the definition of the functional j given by (23), and using (13), (19), we have

j(g2, v2(t))− j(g2, v1(t))− j(g1, v2(t)) + j(g1, v1(t)) ≤ C |g1 − g2|V |v1 − v2|V . (47)
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Integrating inequality (46) with respect to time, using the initial conditions v2(0) =
v1(0) = v0, using (13), (15), using Cauchy-Schwartz’s inequality and the inequalities
2ab ≤ C

mG
a2 + mG

C b2 and 2ab ≤ 1
mG

a2 +mGb
2 , by Gronwall’s inequality, we find

|v1(t)− v2(t)|2V ≤ C(

∫ t

0

|g1(s)− g2(s)|2V ds+
∫ t

0

|η1(s)− η2(s)|2V ′ ds). (48)

So

|g1 − g2|2V ≤ C(

∫ t

0

|g1(s)− g2(s)|2V ds+
∫ t

0

|η1(s)− η2(s)|2V ′ ds). (49)

And we have

(Λ2(η), w)V ′×V = (A(ε(u(t))), ε(w))H+(

∫ t

0

B(t−s)ε(u(s))ds−θ(t)M, ε(w))H+ϕ(g, w).

(50)
From the definition of the functional ϕ given by (24), and using (13), (19), we have

ϕ(g1, v2(t))− ϕ(g1, v1(t))− ϕ(g2, v2(t)) + ϕ(g2, v1(t)) ≤ C |g1 − g2|V |v1 − v2|V . (51)

So
|η1(t)− η2(t)|2V ′ ≤ C(|u1(t)− u2(t)|2V +

∫ t

0
|u1(s)− u2(s)|2V ds+

|θ1(t)− θ2(t)|2L2(Ω) + |g1(t)− g2(t)|2V ).
(52)

By (46), using the inequalities 2ab ≤ 2C
mG

a2 + mG
2C b

2 and 2ab ≤ 2
mG

a2 + mG
2 b2, we find

1
2 |v1(t)− v2(t)|2V +mG

∫ t

0
|v1(s)− v2(s)|2V ds ≤

1
mG

∫ t

0
|η1(s)− η2(s)|2V ′ ds+

+mG
4

∫ t

0
|v1(s)− v2(s)|2V ds+ C × C

mG

∫ t

0
|g1(s)− g2(s)|2V ds+

C × mG
4C

∫ t

0
|v1(s)− v2(s)|2V ds.

(53)

So ∫ t

0

|v1(s)− v2(s)|2V ds ≤ C(

∫ t

0

|η1(s)− η2(s)|2V ′ ds+

∫ t

0

|g1(s)− g2(s)|2V ds). (54)

By (41), we find(
θ̇1(t)− θ̇2(t), θ1(t)− θ2(t)

)
E′×E

+ (K(θ1)−K(θ2), θ1(t)− θ2(t))E′×E

= (R(v1)−R(v2), θ1(t)− θ2(t))E′×E .
(55)

We integrate (55) over [0.T], we use the initial conditions θ1 (0) = θ2 (0) = θ0, and we
use the coercive of K and the Lipschitz continuity of R to deduce that

1
2 |θ1 (t)− θ2 (t)|2L2(Ω) + C

∫ t

0
|θ1 (s)− θ2 (s)|2L2(Ω) ds ≤

C
(∫ t

0
|v1 (s)− v2 (s)|V |θ1 (s)− θ2 (s)|L2(Ω) ds

)
.

Using the inequality 2ab ≤ 1
2a

2 + 2b2, we find

1
2 |θ1 (t)− θ2 (t)|2L2(Ω) + C

∫ t

0
|θ1 (s)− θ2 (s)|2L2(Ω) ds ≤

C
4

∫ t

0
|v1 (s)− v2 (s)|V ds+ C |θ1 (s)− θ2 (s)|L2(Ω) ds.
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Also,

|θ1 (t)− θ2 (t)|2L2(Ω) ≤ C

∫ t

0

|v1 (s)− v2 (s)|2V ds. (56)

By (54) , we find

|θ1 (t)− θ2 (t)|2L2(Ω) ≤ C

(∫ t

0

|η1 (s)− η2 (s)|2V ′ ds+

∫ t

0

|g1 (s)− g2 (s)|2V ds
)
. (57)

So,

|η1 (t)− η2 (t)|2V ′ ≤ C

(∫ t

0

|g1 (s)− g2 (s)|2V ds+
∫ t

0

|η1 (s)− η2 (s)|2V ′ ds

)
. (58)

Also,

|u1(t)−u2(t)|2V +
∫ t

0

|u1(s)−u2(s)|2V ds ≤ C(

∫ t

0

|v1(s)− v2(s)|2V +
∫ t

0

|u1(s)− u2(s)|2V )ds.

(59)
And

|u1(t)− u2(t)|2V ≥ 0.∫ t

0

∫ s

0
|u1(r)− u2(r)|2V drds ≥ 0.

So,

|u1 − u2|2V +

∫ t

0

|u1 − u2|2V ds ≤ C

∫ t

0

(|v1(s)− v2(s)|2V + |u1(s)− u2(s)|2V +

+

∫ s

0

|u1(r)− u2(r)|2V dr)ds.

By Gronwall’s inequality, and using (54), we have

|u1 − u2|2V +

∫ t

0

|u1 − u2|2V ds ≤ C(

∫ t

0

|η1(s)− η2(s)|2V ′ ds+

∫ t

0

|g1(s)− g2(s)|2V ds).

(60)
And using (49) and (58), we find

|Λ(g1, η1)− Λ(g2, η2)|2L2(0.T ;V×V ′) ≤ C

∫ t

0

|(g1, η1)− (g2, η2)|2V×V ′ ds. (61)

Thus, for m sufficiently large, Λm is a contraction on L2(0.T, V × V ′) and so Λ has a
unique fixed point in this Banach space. We consider the operator L : C(0.T,L2(Γ3)) →
C(0.T,L2(Γ3)),

Lω(t) = −kυ∗
∫ t

0

σν(s)ds,∀t ∈ [0.T ]. (62)

Lemma 4.4 The operator L : C(0.T,L2(Γ3)) → C(0.T,L2(Γ3)) has a unique ele-
ment ω∗ ∈ C(0.T,L2(Γ3)) such that

Lω∗ = ω∗.
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Proof. Using (62), we have

|Lω1(t)− Lω2(t)|2L2(Γ3)
≤ kυ∗

∫ t

0

|σ1(s)− σ2(s)|2H ds. (63)

From (1), we have

|Lω1(t)− Lω2(t)|2L2(Γ3)
≤ C

∫ t

0
(|u1(t)− u2(t)|2V +

∫ t

0
|u1(s)− u2(s)|2V ds+

+ |θ1(t)− θ2(t)|2L2(Ω))ds.
(64)

By (56) and (59), we find

|u1 − u2|2V +

∫ t

0

|u1 − u2|2V ds+ |θ1(t)− θ2(t)|2L2(Ω) ≤
∫ t

0

|v1(s)− v2(s)|2V ds. (65)

So,

|u1 − u2|2V +
∫ t

0
|u1 − u2|2V ds+ |θ1(t)− θ2(t)|2L2(Ω) ≤ C(

∫ t

0
|v1(s)− v2(s)|2V ds+

+ |ω1(t)− ω2(t)|2L2(Γ3)
).

So, we have

|u1 − u2|2V +

∫ t

0

|u1 − u2|2V ds+ |θ1(t)− θ2(t)|2L2(Ω) ≤ C |ω1(t)− ω2(t)|2L2(Γ3)
. (66)

By (64), we find |Lω1(t)− Lω2(t)|L2(Γ3)
≤ C

∫ t

0
|ω1(s)− ω2(s)|L2(Γ3)

ds. Thus, for m

sufficiently large, Lm is a contraction on C(0.T,L2(Γ3)) and so L has a unique fixed
point in this Banach space. Now, we have all the ingredients to prove Theorem 4.1.

Existence. Let (g∗, η∗) ∈ L2(0.T, V × V ′) be the fixed point of Λ defined by (42),
let ω∗ ∈ C(0.T,L2(Γ3)) be the fixed point of Lω∗ defined by (62), and let (u, θ) =
(ug∗η∗ , θg∗η∗) be the solutions of Problems PVg∗η∗ and Pθgη. It results from (35), (41)
that (ug∗η∗ , θg∗η∗) is the solution of Problem PV. Properties (31) − (34) follow from
Lemmas 4.1 and 4.2.

Uniqueness. The uniqueness of the solution is a consequence of the uniqueness of
the fixed point of the operators Λ,L defined by (42), (62), and the unique solvability of
the Problems PVgη and Pθgη. This completes the proof.

5 Concluding Remarks and Perspectives

This paper studies electromechanical and thermomechanical contact problems with or
without friction within the framework of the mechanics of continuous media. This in-
volves extending the previous results on the existence and uniqueness of the solution by
new techniques. We will also try to obtain the properties of the solution for different
boundary conditions (traction displacement, contact with or without friction, contact
with adhesion, etc.) In the study of this type of problem, there is also a question of
developing numerical methods for the resolution of the nonlinear equations concerned.
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Abstract: The minimal rank persymmetric solution of the quaternion matrix equa-
tion AXA(∗) = B is defined as the matrix X that minimizes the rank of the difference
AXA(∗) − B or, equivalently, r

(
AXA(∗) − B

)
= min, where B is persymmetric. In

this paper, we focus on the quaternion matrix equation AXA(∗) = B. Our aim is
to investigate the inclusion relationships between two sets, Ω1 and Ω2, where Ω1,
Ω2 are, respectively, the set of persymmetric solutions and the set of minimal rank
persymmetric solutions of the quaternion matrix equation AXA(∗) = B. Then, we
deduce the necessary and sufficient conditions for the following relations to hold:
Ω1 ∩ Ω2 ̸= ∅, Ω1 ⊆ Ω2 and Ω1 ⊇ Ω2.

Keywords: linear system; persymmetric solution; Moore-Penrose inverse; rank.

Mathematics Subject Classification (2010): 15A24; 15A09; 15A03; 93B30;
93B25.

1 Introduction

Throughout this paper, R and C stand for the real number field and the complex number
field, respectively. Let Hm×n be the set ofm×nmatrices over the real quaternion algebra:

H =
{
a0 + a1i+ a2j + a3k | i2 = j2 = ijk = −1, a0, a1, a2, a3 ∈ R

}
.

The symbols A∗ and r (A) stand for the conjugate transpose and the rank of A,
respectively. Im denotes the identity matrix of order m. The Moore-Penrose generalized
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inverse of a given matrix A ∈ Hm×n is defined to be the unique matrix A+ ∈ Hn×m

which satisfies the following four matrix equations:

(a) AXA = A, (b) XAX = X, (c) (AX)
∗
= AX, (d) (XA)

∗
= XA.

The Moore-Penrose inverse has been the subject of many studies (see [1], [8]).
Furthermore, FA and EA stand for the two projectors FA = In − A+A and EA =

Im − AA+ induced by A ∈ Hm×n. We denote the n × n permutation matrix whose
elements along the southwest–northeast diagonal are ones and whose remaining elements
are zeros by Vn.

In 1843, Irish mathematician Sir William Rowan Hamilton made a significant con-
tribution when he introduced quaternions. However, it is important to note that the
quaternion algebra H is an associative noncommutative division algebra over the real
number field R. It has applications in diverse fields such as computer science, orbital me-
chanics, signal and color image processing, and control theory, see e.g. [7], [10], [16], [19].

Consider the quaternion matrix equation

AXA(∗) = B, (1)

where A ∈ Hm×n, B = B(∗) ∈ Hm×m are given matrices, and X ∈ Hn×n is an unknown
matrix.

The two main objectives of matrix theory, which has focused on matrix equations,
are first to establish the conditions in which a solution exists and then to provide a
general solution for the problems. The efforts are focused on defining the behaviors of
the solutions based on the identification of the general solution. Numerous criteria are
included in this, namely, ranks, ranges, norms, definiteness, etc.

In information theory, engineering systems, linear estimation theory, linear system
theory, and other fields, persymmetric and perskew-symmetric matrices are just as help-
ful as symmetric and skew-symmetric matrices. For example, in [14], Wang et al. pro-
vided symmetric, persymmetric, and centrosymmetric solutions for certain systems of
quaternion matrix equations, in [17], Xie and Sheng presented the problem of generating
a matrix A with specified eigenpair, where A is an anti-symmetric and persymmetric
matrix, in [15], Wang et al. derived the expressions of the least squares Hermitian
persymmetric and bisymmetric solution for the quaternion matrix equation AXB = C
by using the semi-tensor product of matrices and the real vector representation of the
quaternion matrix. For further related works, one may refer to [9], [4], [10].

Wang et al. in [13] gave the following definition.

Definition 1.1 Let A = (aij) ∈ Hm×n, A∗ = (aji) ∈ Hn×mand A(∗) =
(am−j+1,n−i+1) ∈ Hn×m, where aji is the conjugate of the quaternion aji. Then
A(∗) = VnA

∗Vm. We say that the matrix A = (aij) ∈ Hn×n is symmetric if A = A∗, the
matrix A = (aij) ∈ Hn×n is persymmetric if A = A(∗) and the matrix A = (aij) ∈ Hn×n

is perskew-symmetric if A = −A(∗).

The rank of a matrix is a quantity that plays an important role in characterizing the
algebraic properties of matrices, this concept has been the subject of research by many
authors, Tian proposed the notion of least-rank solutions to matrix equations in [11,12]
based on the minimal rank of the linear matrix function A−BXC over the field C. In [2],
Guerarra studied positive and negative definite submatrices in an Hermitian least-rank
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solution of the matrix equation AXA∗ = B. Further, in [3], she investigated neces-
sary and sufficient conditions for the matrix equation AXB = C to have a Hermitian
Re-positive or Re-negative definite solution. In [18], Xu et al. used the Moore-Penrose
inverse to deduce the necessary and sufficient conditions for the existence of Hermi-
tian (skew-Hermitian), Re-nonnegative (Re-positive) definite, and Re-nonnegative (Re-
positive) definite least-rank solutions to AXB = C and presented explicit representations
of the general solutions in cases for which the solvability conditions were satisfied.

Motivated by the works mentioned above, and in view of the applications of and
interest in quaternion matrices, in this study, we investigate the inclusion relationships
between two sets, as well as the set of persymmetric solutions and the set of minimal
rank persymmetric solutions of the quaternion matrix equation (1).

The following lemma is due to Matsagalia and Styan [8], and can be easily generalized
to H.

Lemma 1.1 Let A ∈ Hs×r, B ∈ Hs×k, C ∈ Hl×r, D ∈ Hl×k. Then

r
[
A, B

]
= r (A) + r (EAB) = r (B) + r (EBA) , (2)

r

[
A
C

]
= r (A) + r (CFA) = r (C) + r (AFC) , (3)

r

[
A B
C 0

]
= r (B) + r (C) + r (EBAFC) . (4)

The following formulas are derived from (2), (3), and (4):

r

[
A BFN

ERC 0

]
= r

 A B 0
C 0 R
0 N 0

− r (N)− r (R) .

r

[
M L

ERA ERB

]
= r

[
M L 0
A B R

]
− r (R) ,

r

[
M AFN

L BFN

]
= r

 M A
L B
O N

− r (N) .

2 Relationship between Persymmetric Solutions and Minimal Persymmetric
Solutions of AXA(∗) = B

It is well known that the persymmetric solution and the minimal persymmetric solution
of the quaternion equation (1) are not necessarely unique, throughout this section, we
adopt the following notations:

Ω1 =
{
X ∈ Hn×n / AXA(∗) = B

}
, (5)

Ω2 =
{
Xm ∈ Hn×n / r

(
B −AXA(∗)

)
= min

}
. (6)

Notably, the two sets equations in (5) and (6) may not necessarily be equal. In this
section, we focus on the necessary and sufficient conditions for the following relations to
hold:

Ω1 ∩ Ω2 ̸= ∅, Ω1 ⊆ Ω2 and Ω1 ⊇ Ω2.
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We need the following lemmas.

Lemma 2.1 [5] Let A ∈ Hm×n, B = B(∗) ∈ Hm×m. Then the matrix equation
(1) has a persymmetric solution if and only if R (B) ⊆ R (A). In this case, the general
persymmetric solution can be expressed as

X = A+BA+(∗)
+ FAV + V (∗)F

(∗)
A ,

where V ∈ Hn×n is arbitrary.

Lemma 2.2 [5] Let A ∈ Hm×n, B = B(∗) ∈ Hm×m be given. Then the expression
of general minimal rank persymmetric solution of (1) is given by

X = −S(∗)M+S + S
(∗)
1 U (∗) + US1, (7)

where

M =

[
A B
0 A(∗)

]
, S =

[
0
In

]
, S1 = EMS,

and U ∈ Hn×n is arbitrary.

Khan et al. in [5] [Theorem 2.4], derived the minimal rank formula of the quaternion
matrix expression

p(X,Y ) = G− LX − (LX)
(∗) − CY C(∗)

with respect to the pair of matrices X and Y = Y (∗), where G ∈ Hm×m, L ∈ Hm×n and
C ∈ Hm×m are given, X ∈ Hn×m and Y = Y (∗) ∈ Hm×m are variable matrices, and then
derived the following result.

Lemma 2.3 [5] Let G = G(∗) ∈ Hm×m, L ∈ Hm×n be given, and X ∈ Hn×m be a
variable matrix. Then

min
X∈Hn×m

r
[
G− LX − (LX)

(∗)
]
= r

[
L G
0 L(∗)

]
− 2r (L) . (8)

The following lemma is due to Liu and Tian in [6], and can be easily generalized to
H.

Lemma 2.4 Let D ∈ Hs×r, N ∈ Hs×l and K ∈ Hk×r be matrices such that
R

(
K(∗)) ⊂ R (N). Then

max
X∈Cl×k

r
(
D −NXK − (NXK)

(∗)
)
= min

{
r
[
D N

]
, r

[
K D
0 K(∗)

]}
, (9)

min
X∈Cl×k

r
(
D −NXK − (NXK)

(∗)
)
= 2r

[
D N

]
+ r

[
K D
0 K(∗)

]
− 2r

[
D N
K 0

]
.

(10)

The main result of this work is the following theorem.
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Theorem 2.1 Let A ∈ Hm×n and B = B(∗) ∈ Hm×m be given, and suppose that X,
Xm are persymmetric solutions and minimal persymmetric solution of Eq. (1), respec-
tively, and let Ω1 and Ω2 be as given in (5) and (6), respectively. Then the following
hold:
(a) Eq. (1) has persymmetric solutions and minimal rank solutions, that is, Ω1 ∩Ω2 ̸= ∅
if and only if

r


A B 0 0 0
0 A(∗) 0 0 0
A 0 0 0 B
0 0 B A 0
0 0 A(∗) 0 A(∗)

 = 2r (A) + 2r

[
B

A(∗)

]
.

(b) All the persymmetric solutions of Eq. (1) are minimal rank persymmetric solutions
of Eq. (1), that is, Ω1 ⊆ Ω2 if and only if

r


A B 0 0
0 A(∗) 0 A(∗)

A 0 0 −B
0 0 A B

 = r (A) + 2r
[
A B

]
or r

[
A B

]
= r

[
A B
0 A(∗)

]
.

(c) All the minimal rank persymmetric solutions of Eq. (1) are persymmetric solutions
of Eq. (1), that is, Ω1 ⊇ Ω2 if and only if

r


A B 0 0 0
0 A(∗) 0 0 0
A 0 0 0 B
0 0 A B 0
0 0 0 A(∗) 0

 = 2r

[
A B
0 A(∗)

]
or A = 0.

Proof. (a) The intersection Ω1 ∩ Ω2 ̸= ∅ means that Eq. (1) has minimal rank
persymmetric solutions and persymmetric solutions, which implies the minimum rank of
the matrix expression X −Xm is zero, that is,

min
X∈Ω1, Xm∈Ω2

r (X −Xm) = 0. (11)

According to Lemmas 2.1 and 2.2, the expressions for the general persymmetric solution
and the minimal-rank solution of the matrix equation (1) can be written as follows:

X = A+BA+(∗)
+ FAV + V (∗)F

(∗)
A ,

Xm = −S(∗)M+S + S
(∗)
1 U (∗) + US1.

We can write the expression X −Xm as follows:

X −Xm = A+BA+(∗)
+ FAV + V (∗)F

(∗)
A + S(∗)M+S − S

(∗)
1 U (∗) − US1

= A+BA+(∗)
+ S(∗)M+S +

[
FA −S

(∗)
1

] [ V
U (∗)

]
+

([
FA −S

(∗)
1

] [ V
U (∗)

])(∗)

= G+HW + (HW )
(∗)

, (12)
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where G = A+BA+(∗)
+ S(∗)M+S, H =

[
FA −S

(∗)
1

]
and W =

[
V

U (∗)

]
is arbitrary

with appropriate size.
Applying (8) in Lemma 2.3 to (12) yields

min
X∈Ω1, Xm∈Ω2

r (X −Xm) = min
W

r
(
G+HW + (HW )

(∗)
)
= r

[
H G
0 H(∗)

]
− 2r (H) .

By applying Lemma 1.1 and three elementary block matrix operations and simplifying
by AA+B = B, we obtain

r

[
H G
0 H(∗)

]
= r

 FA −S
(∗)
1 A+BA+(∗)

+ S(∗)M+S

0 0 F
(∗)
A

0 0 −S1


= r

 A+BA+(∗)
+ S(∗)M+S FA S(∗)FM(∗)

EA(∗) 0 0
EMS 0 0



=


0 In S(∗) 0 0
In 0 0 A(∗) 0
S 0 0 0 M

AA+BA+(∗)
A 0 0 0

MM+S 0 M 0 0

− 2r (A)− 2r (M)

=


0 In S(∗) 0 0
In 0 0 A(∗) 0
S 0 0 0 M
0 A 0 B 0
0 0 M 0 M

− 2r (A)− 2r (M)

= r



0 In In 0 0 0 0
In 0 0 0 A(∗) 0 0
0 0 0 0 0 A B
In 0 0 0 0 0 A(∗)

0 A 0 0 B 0 0
0 0 A B 0 A B
0 0 0 A(∗) 0 0 A(∗)


− 2r (A)− 2r (M)

= r



0 In 0 0 0 0 0
In 0 0 0 0 0 0
0 0 0 0 0 A B
0 0 0 0 −A(∗) 0 A(∗)

0 0 A 0 B 0 0
0 0 −A B 0 A B
0 0 0 A(∗) 0 0 A(∗)


− 2r (A)− 2r (M)

= 2n+


A B 0 0 0
0 A(∗) 0 0 0
A 0 0 0 B
0 0 B A 0
0 0 A(∗) 0 A(∗)

− 2r (A)− 2r (M) , (13)
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and

r (H) = r
[
FA S

(∗)
1

]
= r

 In S(∗)

A 0
0 M

− r (A)− r (M)

= n+ r (A) + r

[
B

A(∗)

]
− r (A)− r (M)

= n+ r

[
B

A(∗)

]
− r (M) . (14)

By substituting (13) and (14) into (11), we obtain (a).
b) Note that Ω1 ⊆ Ω2 means that all the persymmetric solutions of Eq. (1) are

minimal rank persymmetric solutions, hence the inclusion Ω1 ⊆ Ω2 is equivalent to

max
X∈Ω1

min
Xm∈Ω2

r (X −Xm) = 0. (15)

Applying (8) in Lemma 2.3 to the matrix expression X −Xm yields

min
Xm∈Ω2

r (X −Xm) = min
Xm∈Ω2

r
(
X + S(∗)M+S − S

(∗)
1 U (∗) − US1

)
= r

[
S
(∗)
1 X + S(∗)M+S
0 S1

]
− 2r (S1) . (16)

The 2× 2 block matrix in (16) can be written as[
S
(∗)
1 X + S(∗)M+S
0 S1

]
=

[
S
(∗)
1 A+BA+(∗)

+ FAV + V (∗)F
(∗)
A + S(∗)M+S

0 S1

]

=


[

S
(∗)
1 A+BA+(∗)

+ S(∗)M+S
0 S1

]
+

[
FA

0

]
V
[
0 In

]
+

([
FA

0

]
V
[
0 In

])(∗)

 . (17)

Applying (9) to (17) yields

max
X∈Ω1

[
S
(∗)
1 X + S(∗)M+S
0 S1

]

= min


r

[
S
(∗)
1 A+BA+(∗)

+ S(∗)M+S FA

0 S1 0

]
,

r

 In S
(∗)
1 A+BA+(∗)

+ S(∗)M+S
0 0 S1

0 0 In




= min

2n+ r


A B 0 0
0 A(∗) 0 A(∗)

A 0 0 −B
0 0 A B

− r (A)− 2r (M) , 2n

 . (18)
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Furthermore we have

r (S1) = r (EMS)

=
[
S M

]
− r (M)

=

[
0 A B
In 0 A(∗)

]
− r (M)

= n+ r
[
A B

]
− r (M) . (19)

Substituting (19) into (16) and combining (18) and (16) yield

max
X∈Ω1

min
Xm∈Ω2

r (X −Xm)

= min


r


A B 0 0
0 A(∗) 0 A(∗)

A 0 0 −B
0 0 A B

− r (A)− 2r
[
A B

]
,

−2r
[
A B

]
+ 2r (M)

 . (20)

Finally, by substituting (20) into (15), we obtain the desired results in (b).
c) The inclusion Ω1 ⊇ Ω2 means that all the minimal rank persymmetric solutions of

Eq. (1) are persymmetric solutions, then the inclusion Ω1 ⊇ Ω2 is equivalent to

max
Xm∈Ω2

min
X∈Ω1

r (X −Xm) = 0. (21)

Then we have

min
X∈Ω1

r (X −Xm) = min
V

(
A+BA+(∗)

−Xm + FAV + V (∗)F
(∗)
A

)
. (22)

Applying (8) to (22) yields

min
X∈Ω1

r (X −Xm) = r

[
FA A+BA+(∗) −Xm

0 F
(∗)
A

]
− 2r (FA) . (23)

From Lemma 1.1, we have

r (FA) = r

[
In
A

]
− r (A) = n− r (A) . (24)

The 2× 2 block matrix on the right-hand side of (23) can be rewritten as

r

[
FA A+BA+(∗) −Xm

0 F
(∗)
A

]
= r

[
FA A+BA+(∗)

+ S(∗)M+S − S
(∗)
1 U (∗) − US1

0 F
(∗)
A

]

= r

[
FA A+BA+(∗)

+ S(∗)M+S

0 F
(∗)
A

]
+

[
−S

(∗)
1

0

]
U (∗) [ 0 In

]
+

([
−S

(∗)
1

0

]
U (∗) [ 0 In

])(∗)

. (25)
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Hence, by applying (9) to (25), we obtain

max
Xm∈Ω2

r

[
FA A+BA+(∗) −Xm

0 F
(∗)
A

]

= min


r

[
FA A+BA+(∗)

+ S(∗)M+S −S
(∗)
1

0 F
(∗)
A 0

]
, In FA A+BA+(∗)

+ S(∗)M+S

0 0 F
(∗)
A

0 0 In




= min

2n+ r


A B 0 0 0
0 A(∗) 0 0 0
A 0 0 0 B
0 0 A B 0
0 0 0 A(∗) 0

− 2r (A)− 2r (M) , 2n

 . (26)

Substituting (24) into (23) and combining (26) and (23) yield

max
Xm∈Ω2

min
X∈Ω1

r (X −Xm)

= min

r


A B 0 0 0
0 A(∗) 0 0 0
A 0 0 0 B
0 0 A B 0
0 0 0 A(∗) 0

− 2r (M) , r (A)

 . (27)

By substituting (27) into (21), we obtain the desired results in (c).

3 Conclusion

In the previous sections, we have studied some algebraic characterizations of relationships
between two sets consisting of two types of solutions for the same quaternion matrix
equation AXA(∗) = B. These two types are, respectively, the persymmetric solutions
and the minimal rank persymmetric solutions. Further, the persymmetric solutions exist
under the solvability conditions where the matrix equations will be consistent, otherwise,
the minimal rank persymmetric solutions always exist. Also, the results obtained clearly
illustrate the fundamental characteristics and attributes of some prominent linear matrix
equations and their relationships when we have used the matrix rank method, which is
considered a useful and effective approach for solving various matrix equality and matrix
set inclusion problems.
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Abstract: In 2023, the author [6] introduced a new integral transform called the
Khalouta transform which is a generalization of many well-known integral transforms.
In this paper, our aim is to generalize the formula of the Khalouta transform to the
conformable fractional order. Moreover, we present and prove some main properties
and theorems related to the conformable fractional Khalouta transform. In order to
illustrate the validity, efficiency, and applicability of the proposed technique, we apply
the conformable fractional Khalouta transform to solve some fractional differential
equations. Finally, the results show that our new technique is powerful, effective, and
applicable for the both conformable fractional problems.

Keywords: fractional differential equations; Khalouta transform; conformable frac-
tional derivative; exact solutions.
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1 Introduction

Fractional differential equations are a very important mathematial tool for modeling
many applications in real life sciences and engineering such as fluid dynamics, mathe-
matical biology, electrical circuits, optics, quantum mechanics, biophysics, wave theory,
polymers, continuum mechanics, etc. [1, 4, 5, 7, 11–13]. There are many definitions of
fractional derivatives and integrals used in many applications and natural phenomena
such as Riemann–Liouville [10], Liouville–Caputo [9], Caputo–Fabrizio [3], Atangana–
Baleanu [2] derivatives and so on. In 2014, Khalil et al. [8] introduced a new definition
of the fractional derivative which is called the conformable fractional derivative, and it

∗ Corresponding author: mailto:ali.khalouta@univ-setif.dz

© 2024 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua495

mailto: ali.khalouta@univ-setif.dz
http://e-ndst.kiev.ua


496 A. KHALOUTA

is very easily computed compared with other previous definitions. In recent years, many
mathematics researchers have been interested in solving fractional differential equations
using different fractional integral transform. The main objective of this paper is to ex-
tend the definition of the Khalouta transform [6] to a fractional order in the sense of the
conformalble derivative and to give new interesting results for solving various types of
conformalble fractional differential equations.

2 Basic Notions and Preliminaries

Definition 2.1 [8] The conformable fractional derivative of order α is defined for a
function u : [0,+∞) −→ R by

C(nα)u(t) =
dnα

dtnα
u(t) = lim

ε→0

u[α]−1(t+ εt[α]−α)− u[α]−1(t)

ε
, t > 0,

where n− 1 < nα ≤ n, n ∈ N and [α] is the smallest integer greater than or equal to α,
provided C(nα)u(0) = lim

t→0+
C(nα)u(t) is n−differentiable and lim

t→0+
C(nα)u(t) exists.

As a special case, if 0 < α ≤ 1, then we have

C(α)u(t) =
dα

dtα
u(t) = lim

ε→0

u(t+ εt1−α)− u(t)

ε
, t > 0,

provided C(α)u(0) = lim
t→0+

C(α)u(t) is α−differentiable and lim
t→0+

C(α)u(t) exists.

The most important and useful rule is that: If u(t) is an n−differentiable function at
t > 0 and n− 1 < nα ≤ n, n ∈ N, then

C(nα)u(t) = t[α]−αu[α](t).

Definition 2.2 [8] The conformable fractional integral of order α is defined for a
function u : [0,+∞) −→ R by

I(α)u(t) =

∫ t

0

u(t)dαt =

∫ t

0

u(t)tα−1dt, 0 < α ≤ 1, t > 0.

If u : [0,+∞) −→ is an α−differentiable function and 0 < α ≤ 1, then

C(α)u(t) = t1−αu′(t), (1)

and

C(α)I(α)u(t) = u(t).

3 Conformable Fractional Khalouta Transform

Definition 3.1 The conformable fractional Khalouta transform of a piecewise con-
tinuous function u : [0,+∞) −→ R of exponential order is defined on the set

Sα =
{
u(t) : ∃K,ϑ1, ϑ2 > 0, |u(t)| < K exp (αϑj |tα|) , if tα ∈ (−1)

j × [0,∞)
}
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by the following integral:

KHα [u(t)] = Kα(s, γ, η) =
s

γη

∫ ∞

0

exp

(
− stα

γηα

)
u(t)tα−1dt

= lim
σ→∞

s

γη

∫ σ

0

exp

(
− stα

γηα

)
u(t)tα−1dt,

where s > 0, γ > 0 and η > 0 are the Khalouta transform variables, σ is a real number
and the integral is taken along the line t = σ.

Theorem 3.1 Let u : [0,+∞) −→ R be a real value function such that

KHα [u(t)] = Kα(s, γ, η),

and 0 < α ≤ 1, then

Kα(s, γ, η) = KH
[
u
(
(αt)

1
α

)]
.

Proof. Using Definition 3.1, we get

Kα(s, γ, η) =
s

γη

∫ ∞

0

exp

(
− stα

γηα

)
u(t)tα−1dt

x =
tα

α
=⇒ dx = tα−1dt and t = (αx)

1
α

=
s

γη

∫ ∞

0

exp

(
− sx

γη

)
u((αx)

1
α )dx

= KH
[
u
(
(αt)

1
α

)]
.

Theorem 3.2 Let u : [0,+∞) −→ R be an α−differentiable function and 0 < α ≤ 1,
then

KHα

[
C(α)u(t)

]
=

s

γη
KHα [u(t)]− s

γη
u(0).

Proof. Using Definition 3.1 and equation (1), we have

KHα

[
C(α)u(t)

]
=

s

γη

∫ ∞

0

exp

(
− stα

γηα

)
C(α)u(t)tα−1dt

=
s

γη

∫ ∞

0

exp

(
− stα

γηα

)
t1−αu′(t)tα−1dt

=
s

γη

∫ ∞

0

exp

(
− stα

γηα

)
u′(t)dt.

With integration by parts, we get

KHα

[
C(α)u(t)

]
=

s

γη

(
lim
σ→∞

[
exp

(
− stα

γηα

)
u(t)

]σ
0

+
s

γη

∫ ∞

0

exp

(
− stα

γηα

)
u(t)tα−1dt

)
=

s

γη
(−u(0) +KHα [u(t)])

=
s

γη
KHα [u(t)]− s

γη
u(0).
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Theorem 3.3 Let u : [0,+∞) −→ R be an n−differentiable function and 0 < α ≤ 1,
then

KHα

[
C(nα)u(t)

]
=

sn

γnηn
KHα [u(t)]− sn

γnηn
u(0).

Proof. The proof follows using the induction process on n and Theorem 3.2.

4 Conformable Fractional Khalouta Transform for Some Functions

Theorem 4.1 Let a, b, c ∈ R and 0 < α ≤ 1, then

1) KHα [b] = b.

2) KHα [tc] =
(αγη

s

) c
α

Γ
( c
α
+ 1
)
.

3) KHα

[
tnα

αn

]
=
(γη

s

)n
Γ (n+ 1) .

4) KHα

[
exp

(
a
tα

α

)]
=

s

s− aγη
.

5) KHα

[
sin

(
a
tα

α

)]
=

asγη

s2 + a2γ2η2
.

6) KHα

[
sinh

(
a
tα

α

)]
=

asγη

s2 − a2γ2η2
.

7) KHα

[
cos

(
a
tα

α

)]
=

s2

s2 + a2γ2η2
.

8) KHα

[
cosh

(
a
tα

α

)]
=

s2

s2 − a2γ2η2
.

Proof. Using Theorem 3.1, we get
1)

KHα [b] = KH [b] = b.

2)

KHα [tc] = KH
[
(αt)

c
α

]
= α

c
αKH

[
t

c
α

]
=

(αγη
s

) c
α

Γ
( c
α
+ 1
)
.

3) If we put c = nα, then

KHα [tnα] = KH
[
(αt)

nα
α

]
= αnKH [tn] .

So

KHα

[
tnα

αn

]
= KH [tn] =

(γη
s

)n
Γ (n+ 1) .
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4)

KHα

[
exp

(
a
tα

α

)]
= KH

exp
a

(
(αt)

1
α

)α
α


= KH [exp (at)] =

s

s− aγη
.

5)

KHα

[
sin

(
a
tα

α

)]
= KH

sin
a

(
(αt)

1
α

)α
α


= KH [sin (at)] =

asγη

s2 + a2γ2η2
.

6)

KHα

[
sinh

(
a
tα

α

)]
= KH

sinh
a

(
(αt)

1
α

)α
α


= KH [sinh (at)] =

asγη

s2 − a2γ2η2
.

7)

KHα

[
cos

(
a
tα

α

)]
= KH

cos
a

(
(αt)

1
α

)α
α


= KH [cos (at)] =

s2

s2 + a2γ2η2
.

8)

KHα

[
cosh

(
a
tα

α

)]
= KH

cosh
a

(
(αt)

1
α

)α
α


= KH [cosh (at)] =

s2

s2 − a2γ2η2
.

5 Properties of Conformable Fractional Khalouta Transform

Theorem 5.1 Let u, v : [0,+∞) −→ R be given functions such that

KHα [u(t)] = Kα(s, γ, η),

and
KHα [v(t)] = Hα(s, γ, η),

and let λ, µ ∈ R and 0 < α ≤ 1, then we have
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1) Linear property

KHα [λu(t)± µv(t)] = λKHα [u(t)]± µKHα [v(t)] .

2) Shifting property

KHα

[
exp

(
−a

tα

α

)
u(t)

]
=

s

s+ aγη
Kα(s,

s

s+ aγη
, η).

3) Integral property

KHα

[
I(α)u(t)

]
=

γη

s
KHα [u(t)] .

4) Convolution property

KHα [(u ∗ v) (t)] = γη

s
Kα(s, γ, η)Hα(s, γ, η),

where u ∗ v is a convolution of two functions defined by

(u ∗ v) (t) =
∫ t

0

u(τ)v(t− τ)dτ =

∫ t

0

u(t− τ)v(τ)dτ.

Proof. 1) Using Definition 3.1, we get

KHα [λu(t)± µv(t)] =
s

γη

∫ ∞

0

exp

(
− st

γη

)
(λu(t)± µv(t))tα−1dt

=
s

γη

∫ ∞

0

exp

(
− st

γη

)
λu(t)tα−1dt

± s

γη

∫ ∞

0

exp

(
− st

γη

)
µv(t))tα−1dt

= λ

(
s

γη

∫ ∞

0

exp

(
− st

γη

)
u(t)tα−1dt

)
±µ

(
s

γη

∫ ∞

0

exp

(
− st

γη

)
v(t))tα−1dt

)
= λKHα [u(t)]± µKHα [v(t)] .

2) Using Theorem 3.1, we get

KHα

[
exp

(
−a

tα

α

)
u(t)

]
= KH

exp
−a

(
(αt)

1
α

)α
α

u((αt)
1
α )


= KH

[
exp (−at)u((αt)

1
α )
]

=
s

γη

∫ ∞

0

exp

(
− st

γη

)
exp (−at)u((αt)

1
α )dt

=
s

γη

∫ ∞

0

exp

(
−
(

s

γη
+ a

)
t

)
u((αt)

1
α )dt

=
s

γη

∫ ∞

0

exp

(
−
(
s+ aγη

γη

)
t

)
u((αt)

1
α )dt. (2)
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If (s+ aγη) t = sx and t = sx
s+aγη , then we have dt = s

s+aγηdx, so equation (2)
becomes

KHα

[
exp

(
−a

tα

α

)
u(t)

]
=

s

γη

∫ ∞

0

exp

(
− sx

γη

)
u

((
αsx

s+ aγη

) 1
α

)
s

s+ aγη
dx

=
s

s+ aγη

(
s

γη

∫ ∞

0

exp

(
− sx

γη

)
u

((
αsx

s+ aγη

) 1
α

)
dx

)
=

s

s+ aγη
Kα(s,

s

s+ aγη
, η).

3) Using Theorem 3.2, we get

KHα

[
C(α)I(α)u(t)

]
=

s

γη
KHα

[
I(α)u(t)

]
− s

γη
I(α)u(0).

But C(α)I(α)u(t) = u(t) and I(α)u(0) = 0, so we have

KHα

[
I(α)u(t)

]
=

γη

s
KHα [u(t)] .

4) Using Theorem 3.1 and the convolution definition, we get

KHα [(u ∗ v) (t)] = KH
[
(u ∗ v)

(
(αt)

1
α

)]
=

s

γη

∫ ∞

0

exp

(
− st

γη

)
(u ∗ v)

(
(αt)

1
α

)
dt (3)

=
s

γη

∫ ∞

0

exp

(
− st

γη

)(∫ t

0

u
(
α (t− τ)

1
α

)
v
(
(ατ)

1
α

)
dτ

)
dt.

From the region R = {(τ, t) ∈ R2 : 0 ≤ τ ≤ t and 0 ≤ t ≤ +∞}, we can change the
order of integration, i.e., equation (3) becomes

KHα [(u ∗ v) (t)] = s

γη

∫ ∞

0

∫ ∞

τ

exp

(
− st

γη

)
u
(
α (t− τ)

1
α

)
v
(
(ατ)

1
α

)
dτdt. (4)

Substituting x = t− τ and dx = dt in equation (4), we get

KHα [(u1 ∗ u2) (t)] =
s

γη

∫ ∞

0

∫ ∞

0

exp

(
−s(x+ τ)

γη

)
u
(
(αx)

1
α

)
v
(
(ατ)

1
α

)
dτdx

=
s

γη

(∫ ∞

0

exp

(
− sx

γη

)
u
(
(αx)

1
α

)
dx

)
×
(∫ ∞

0

exp

(
− sτ

γη

)
v
(
(ατ)

1
α

)
dτ

)
=

γη

s

(
s

γη

∫ ∞

0

exp

(
− sx

γη

)
u
(
(αx)

1
α

)
dx

)
×
(

s

γη

∫ ∞

0

exp

(
− sτ

γη

)
v
(
(ατ)

1
α

)
dτ

)
=

γη

s
Kα(s, γ, η)Hα(s, γ, η).
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6 Applications

Application 1 Consider the linear conformable fractional differential equation

C(α)u(t)− u(t) = 1, 0 < α ≤ 1, (5)

subject to the initial condition
u(0) = 0. (6)

Applying the conformable fractional Khalouta transform on both sides of equation
(5) and using Theorem 5.1, we get

KHα

[
C(α)u(t)

]
−KHα [u(t)] = KHα [1] . (7)

When using Theorems 3.2 and 4.1, equation (7) becomes

s

γη
KHα [u(t)]− s

γη
u(0)−KHα [u(t)] = 1. (8)

Substituting the initial condition (6) and simplifying equation (8), we have

KHα [u(t)] =
γη

s− γη

=
s

s− γη
− 1. (9)

Taking the inverse conformable fractional Khalouta transform of both sides of equa-
tion (9), we get

u(t) = exp

(
tα

α

)
− 1. (10)

For α = 1, the result in equation (10) reduces to the exact solution for the standard
form of equations (5) and (6) as follows:

u(t) = exp (t)− 1.

Application 2 Consider the linear conformable fractional differential equation

C(2α)u(t)− u(t) = sin

(
2tα

α

)
, 0 < α ≤ 1, (11)

subject to the initial conditions

u(0) = 2, C(α)u(0) = 0. (12)

Applying the conformable fractional Khalouta transform on both sides of equation
(11) and using Theorem 5.1, we get

KHα

[
C(2α)u(t)

]
−KHα [u(t)] = KHα

[
sin

(
2tα

α

)]
. (13)

When using Theorems 3.3 and 4.1, equation (13) becomes

s2

γ2η2
KHα [u(t)]− s2

γ2η2
u(0)−KHα [u(t)] =

2sγη

s2 + 4γ2η2
. (14)
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Substituting the initial conditions (12) and simplifying equation (14), we have

KHα [u(t)] =
2sγ3η3

(s2 + 4γ2η2) (s2 − γ2η2)
+

2s2

s2 − γ2η2

= −1

5

2sγη

s2 + 4γ2η2
+

2

5

sγη

s2 − γ2η2
+

2s2

s2 − γ2η2
. (15)

Taking the inverse conformable fractional Khalouta transform of both sides of equa-
tion (15), we get

u(t) = −1

5
sin

(
2tα

α

)
+

2

5
sinh

(
tα

α

)
+ 2 cosh

(
tα

α

)
. (16)

For α = 1, the result in equation (16) reduces to the exact solution for the standard
form of equations (11) and (12) as follows:

u(t) = −1

5
sin (2t) +

2

5
sinh (t) + 2 cosh (t) .

Application 3 Consider the linear conformable fractional differential equation

C(3α)u(t) + C(α)u(t) =
tα

α
, 0 < α ≤ 1, (17)

subject to the initial conditions

u(0) = 0, C(α)u(0) = 0, C(2α)u(0) = 0. (18)

Applying the conformable fractional Khalouta transform on both sides of equation
(17) and using Theorem 5.1, we get

KHα

[
C(3α)u(t)

]
+KHα

[
C(α)u(t)

]
= KHα

[
tα

α

]
. (19)

When using Theorems 3.3 and 4.1, equation (19) becomes

s3

γ3η3
KHα [u(t)]− s3

γ3η3
u(0) +

s

γη
KHα [u(t)]− s

γη
u(0) =

γη

s
Γ (2) . (20)

Substituting the initial conditions (18) and simplifying the equation (20), we have

KHα [u(t)] =
γ4η4

s2 (s2 + γ2η2)

=
γ2η2

s2
+

s2

s2 + γ2η2
− 1

=
1

2

γ2η2

s2
Γ (3) +

s2

s2 + γ2η2
− 1. (21)

Taking the inverse conformable fractional Khalouta transform of both sides of equa-
tion (21), we get

u(t) =
t2α

2α2
+ cos

(
tα

α

)
− 1. (22)

For α = 1, the result in equation (22) reduces to the exact solution for the standard
form of equations (17) and (18) as follows:

u(t) =
t2

2
+ cos (t)− 1.
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7 Conclusion

In this paper, we carefully proposed a new conformable fractional integral transform
known as the conformable fractional Khalouta transform which presents a promising
tool for solving fractional differential equations. The conformable fractional Khalouta
transform was successfully applied to find solutions of conformable fractional differen-
tial equations. It can be concluded that the proposed methodology is very powerful
and effective in finding analytical solutions for wide categories of fractional differential
equations.

Acknowledgment

The author sincerely thanks the reviewers for their careful reading of the paper and for
their important comments and suggestions that led to improving the paper.

References

[1] M. Abu Hammad, Sh. Alshorm, S. Rasem and L. Abed. Conformable Fractional Inverse
Gamma Distribution. Nonlinear Dynamics and Systems Theory 24 (2) (2024) 159–167.

[2] Atangana and D. Baleanu. New fractional derivatives with nonlocal and non-singular kernel:
theory and application to heat transfer model. Thermal Science 20 (2016) 763–769.

[3] M. Caputo and M. Fabrizio. A new definition of fractional derivative without singular
kernel. Progressin Fractional Differentiation and Applications 1 (2) (2015) 73–85.

[4] L. Frunzo, R. Garra, A. Giusti and V. Luongo. Modeling biological systems with an im-
proved fractional Gompertz law. Communications in Nonlinear Science and Numerical
Simulation 74 (2019) 260–267.

[5] R. Herrmann. Fractional Calculus: An Introduction for Physicists. World Scientific, River
Edge, New Jerzey, 2 edition, 2014.

[6] A. Khalouta. A New Exponential Type Kernel Integral Transform: Khalouta Transform and
its Applications. Mathematica Montisnigri 57 (2023) 5–23, DOI: 10.20948/mathmontis-
2023-57-1.

[7] A. Khalouta. A new identification of Lagrange multipliers to study solutions of nonlinear
Caputo–Fabrizio fractional problems. Partial Differential Equations in Applied Mathemat-
ics 10 (2024) 100711.

[8] R. Khalil, M. Al Horani, A. Yousef and M. Sababheh. A new definition of fractional deriva-
tive. Journal of Computational and Applied Mathematics 264 (2014) 65–70.

[9] A.A. Kilbas, H.M. Srivastava and J.J. Trujillo. Theory and Application of Fractional Dif-
ferential equations. Elsevier, North-Holland, 2006.

[10] I. Podlubny. Fractional Differential Equations. Academic Press, New York, 1999.

[11] S. Qin, F. Liu, I. Turner, Q. Yang and Q. Yu. Modelling anomalous diffusion using fractional
Bloch-Torrey equations on approximate irregular domains. Computers & Mathematics with
Applications 75 (1) (2018) 7–21.

[12] F. Song and H. Yang. Modeling and analysis of fractional neutral disturbance waves in
arterial vessels. Mathematical Modelling of Natural Phenomena 14 (3) (2019) 1–15.

[13] N.H. Tuan, H. Mohammadi and Sh. Rezapour. A mathematical model for COVID-19 trans-
mission by using the Caputo fractional derivative. Chaos, Solitons and Fractals 140 (2020)
110107.



Nonlinear Dynamics and Systems Theory, 24 (5) (2024) 505–516

Complex Dynamics of Novel Chaotic System with No

Equilibrium Point: Amplitude Control and Offset

Boosting Control, Its Adaptive Synchronization

Rameshbabu Ramar ∗, V. Sandhiya, N. Santhiya, R. Vinothini
and S. Vinothini

Department of Electronics and Communication Engineering, V.S.B. Engineering College,
Tamilnadu, India 639111.

Received: February 3, 2024; Revised: September 19, 2024

Abstract: In this paper, a novel chaotic system with dissipative nature is intro-
duced. In the proposed system, a conservative system can be modified to a dissipative
system by adding a linear term. The chaotic dynamics of the new system such as
Lyapunov exponents, Lyapunov dimensions, Poincare plots and attractor plots are
verified through numerical simulations. The dynamical analysis is also conducted
to verify the existence of chaotic attractors for the particular system parameters.
It is found that the amplitude and position of the proposed chaotic attractors can
be controlled. The numerical simulations revealed that the new system has many
complex dynamics which can be used for various applications. Finally, the chaos
synchronization for the proposed system is demonstrated by designing the nonlinear
adaptive controllers. The efficiency of the synchronization methodology is verified
theoretically by the Lyapunov stability theorem and numerical simulation in MAT-
LAB environment.

Keywords: chaotic system; no equilibrium points; amplitude control; offset boosting
control; chaos synchronization

Mathematics Subject Classification (2010): 93A30, 93B05, 93D21, 93-XX.

∗ Corresponding author: mailto:rrameshbabu@vsbec.com

© 2024 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua505

mailto: rrameshbabu@vsbec.com
http://e-ndst.kiev.ua


506 R. RAMESHBABU et al.

1 Introduction

Chaotic systems are characterized by unpredictability, sensitivity dependent on initial
conditions and system parameters, fractal dimension and Lyapunov exponents. Due to
this complex behavior, for the past decades, researchers have reported many chaotic
systems with unique features such as stable equilibrium [1], different equilibria [2], non-
hyperbolic equilibrium points [3], fractional order [4], hidden attractors [5, 6] and found
many applications in science and engineering fields [7–9]. The Lyapunov exponent val-
ues and Lyapunov dimension play important roles in the design of chaotic systems. A
nonlinear system must have at least one positive Lyapunov exponent to have chaotic
dynamics. For a chaotic system with dissipative flow, the sum of Lyapunov exponent
values should be non-zero and negative. The Lyapunov dimension value for a dissipative
chaotic system must be a real number. In a dissipative system, the system limit sets
are confined to a specific limit set of zero volume, and the asymptotic motion of the
chaotic system settles onto a strange attractor of the system. The chaotic system with
conservative flow is reported in [10] as described in Equation (1):

ẋ = y,

ẏ = −x+ ayz,

ż = b− y4,

(1)

where the parameter values are a = b = 1. The Lyapunov exponent values of the system
(1) are l1 = 0.0836, l2 = 0 and l3 = −0.0836. The Kaplan-Yorke dimension of the system
(1) is DL = 3. In this paper, a new chaotic system with dissipative flow is constructed by
adding a liner term x and by adjusting the parameter in the third differential equation
of (1).

The amplitude control [11, 12] and offset boosting control [13, 14] are the important
research problems in the chaotic systems. The amplitude control in the chaotic system
can be achieved by multiplying the chaotic signals with a constant parameter. The am-
plitude control of chaotic signals has many applications such as chaotic modulation and
signal processing. The offset boosting control of the chaotic attractors can be achieved
by adding a constant parameter with the particular signal. The offset boosting control
can be used to convert the bipolar chaotic signal into the unipolar signal or vice versa.
The proposed system has the complete amplitude control feature, that is, the amplitude
of all the signals can be controlled in the new system. The attractors of the proposed
system can be offset boosted along the x and z directions.

Due to the butterfly effect and sensitivity to the initial conditions, the synchroniza-
tion of even the identical chaotic systems is a challenging research work. The chaos
synchronization has engineering applications such as secure transmission system. In the
last three decades, many methods have been reported to address the problems in chaos
synchronization [15–18]. The adaptive chaos synchronization deals with the design of
adaptive controllers to stabilize the chaotic signals globally. In the chaos synchronization
methodology, a particular system can be considered as a master system and another or
same system can be considered as a slave system. The main idea of the chaos synchro-
nization is to design an adaptive controller so that the slave system follows the output of
the master system asymptotically. In this paper, an adaptive controller is designed for
the proposed system and verified the stability of the controlled system through the Lya-
punov stability theory. The numerical simulation indicates the efficiency of the proposed
synchronization methodology.
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2 Description of New Chaotic System

The new chaotic system can be described mathematically as the following dynamics:

ẋ = y,

ẏ = −x+ ayz,

ż = α− y6 + x,

(2)

where x, y, z are the state signals and α is the system parameter. The parameter values
are chosen as a = 1 and α = 4.

3 No Equilibrium Points

The equilibrium points of the system (2) can be calculated by equating ẋ = 0, ẏ = 0 and
ż = 0 in Eq.(2),

y =0, (3a)

−x+ ayz =0, (3b)

α− y6 + x =0. (3c)

From (3a), y = 0. If we replace y = 0 in (3b) and (3c), we will get x = 0 and x = −α,
respectively. It is clear that Eq.(3b) and Eq.(3c) contradict each other and no solution
exists for Eq.(3). It can be concluded that the new system (2) has no equilibrium points.
The system (2) can be able to generate chaotic attractors even though there are no
equilibrium points.

4 Chaotic Dynamics

In this section, the various chaotic dynamics of the system (2) such as the Lyapunov ex-
ponents and Lyapunov dimension, dissipativity, sensitivity, Poincare plot, and attractors
diagram are verified by numerical simulations.

4.1 Lyapunov exponents and Lyapunov dimension

The Lyapunov exponent values of the system (2) are calculated using classical Wolf’s
algorithm with the simulation time of 10000 sec and step size 0.1. The Lyapunov values
of the system (2) are LE1 = 0.05223, LE2 = 0, LE3 = −0.07433 for the parameters
a = 1, α = 4 and the initial condition (1,−1, 1). The Lyapunov dimension DL of the
system (2) can be calculated as

DL = 2 +
l1 + l2
|l3|

= 2 +
0.05223

0.074333
= 2.7026.

Since the Maximum Lyapunov Exponent (MLE) of the system (2) has a positive value and
the Lyapunov dimension DL has a fractional value, the proposed system (2) satisfies the
conditions required for it to be chaotic. Figure 1 represents the time history of Lyapunov
exponents of the system (2) over t ∈ [0, 10000], which indicates that the system has at
least one positive Lyapunov exponent value for the entire simulation time.
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Figure 1: Time variation of the Lyapunov exponents of the system (2).

4.2 Dissipative nature

Since the sum of all the Lyapunov exponent values, i.e., l1 + l2 + l3 = −0.092494, has
a negative value, the proposed system (2) has dissipative behavior. It can be concluded
that a dissipative system (2) can be constructed from the conservative system (1).

4.3 Sensitivity to initial conditions

The sensitivity to small variations in the initial conditions and unpredictability are the
essential characteristics of the nonlinear dynamical system to be chaotic. Figure 2 shows
the time variation of x and y signals of the system (2) with the initial conditions (1,−1, 1)
(Blue), (1,−1, 1.0001) (Red) and (1.0001,−1, 1) (Green). Figure 2 depicts that the state
signals of the system (2) have different trajectories after the simulation time t = 220sec.

(a) x signal (b) y signal

Figure 2: Time variation of x and y signals with the initial conditions (1,−1, 1) (Blue),
(1,−1, 1.0001) (Red) and (1.0001,−1, 1) (Green).
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4.4 The Poincaré plot

The Poincaré plot can be used to find out the chaotic behavior in a dynamical system by
embedding a data set in a higher-dimensional state space. The Poincaré sections of the
system (2) are plotted with the simulation time 50000 and step size 0.1 and presented
in Figure 3. It can be observed from Figure 3 that the Poincaré sections have a set of
distinct points, which indicates that the system (2) has chaotic behavior. It is interesting

(a) xy plane (b) yz plane

Figure 3: Poincaré plot of the system (2) with the initial conditions (1,−1, 1).

to note that the system (2) can have chaotic behavior even though there is no equilibrium
point within itself. For the parameters a = 1 and α = 4, the system (2) produces chaotic
attractors as shown in Figure 4.

5 Dynamical Analysis

The dynamical analysis of the proposed system (2) is conducted with the help of classical
non linear tools such as the bifurcation diagram and Lyapunov exponent spectrum. The
bifurcation and Lyapunov exponent plots can be obtained by varying the system param-
eter gradually up to a particular level. The bifurcation diagram can be used to analyze
the various states of a nonlinear dynamic system such as chaotic state, periodic state and
limit cycle oscillation under the particular range of system parameter. The Lyapunov
exponent spectrum having at least one positive Lyapunov exponent value in the region
of system parameter indicates the sensitivity to the initial conditions or the existence
of the chaotic dynamics in the particular system. Figure 5 depicts the bifurcation and
Lyapunov exponent plots of the system (2) for the variation of the parameter α ∈ [0, 5].
Figure 5a indicates that the system (2) has chaotic dynamics from α = 1.2 to α = 5.
Figure 5b also represents that the system has chaotic dynamics in the regions α ∈ [1.2, 5]
at which the system (2) has positive Lyapunov exponent values.

6 Amplitude Control

The amplitude of the chaotic signals can be controlled in the proposed system (2) by
rescaling the system variables using the control parameter δ. If the signals are rescaled
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(a) xy (b) xz

(c) yz (d) xyz

Figure 4: Chaotic attractors of the new system (2) with the parameter α = 4 and the
initial conditions (1, 1, 1).

(a) (b)

Figure 5: (a) Bifurcation diagram, (b) Lyapunov spectrum of the system (2) with the
initial conditions (1,−1, 1).
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as δx, δy and δz in the system (2), then the system (2) becomes a complete amplitude
controllable system (4):

ẋ = y,

ẏ = −ax+ yzδ,

ż = α− δ5y6 + x.

(4)

The system (4) also has no equilibrium points because of the contradiction between the
second and third equations of (4). The bifurcation diagram of the system (4) with δ = 1
(Blue), δ = 0.7 (Red) and δ = 1.5 (Green) is given in Figure 6a which indicates that the
bifurcation level increases for δ < 1 and reduces for δ > 1. Figures 6b - 6d are the chaotic
attractors of the amplitude controlled system (4) with δ = 1 (Blue), δ = 0.7 (Red) and
δ = 1.5 (Green).

(a) (b)

(c) (d)

Figure 6: (a) Bifurcation diagram of the system (4), (b-d) Chaotic attractors of the
system (4) with δ = 1 (Blue), δ = 0.7 (Red) and δ = 1.5 (Green).

7 Offset Boosting Control

The offset boosting control of the chaotic signal is important for the various applications
where the conversion of bipolar chaotic signals into unipolar chaotic signals and vice
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versa is required. The system (2) can be offset boostable along the x and z directions
when we add a booster parameter with the signals. Equations (5) and (6) indicate the
dc offset boosted system along the x and z directions, respectively, where β and α are
the booster parameters,

ẋ = y,

ẏ = −a(x+ β) + yz,

ż = α− y6 + (x+ β),

(5)

ẋ = y,

ẏ = −ax+ y(z + σ),

ż = α− y6 + x.

(6)

(a) (b)

Figure 7: The offset boosted attractors of the system (2) with the initial conditions
(1,−1, 1). (a) x direction, (b) z direction.

Figure 7 represents the dc offset boosted attractors of the system (2) along the x and
z directions with the control parameter β = 0 (Blue), β = −5 (Red) and β = 5 (Green),
σ = 0 (Blue), σ = 10 (Red) and σ = −10 (Green). Note that the signals are shifted
to a positive direction for the negative booster and the signals are shifted to a negative
direction if the booster parameter has a positive value.

8 Adaptive Synchronization

One of the important practical applications of chaotic systems is secure communication in
which the chaotic systems can act as the transmitter (master system) and receiver (slave
system). In the past few decades, chaos synchronization has received great attention
owing to its applications in designing secure communication systems. In this section, the
adaptive synchronization of the proposed system is addressed for practical applications.
The adaptive synchronization between the system (2) is achieved using nonlinear feedback
control and master-slave synchronization methodology. To achieve chaos synchronization,
the system (7) is considered as the master system and the system (8) is considered as the
slave system. The main idea of the synchronization is to design the adaptive controllers
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u by which the slave system(8) follows the master system (7) in an adaptive manner,

ẋ1 = y1,

ẏ1 = −x1 + ay1z1,

ż1 = α− y61 + x1,

(7)

ẋ2 = y2 + u1,

ẏ2 = −x2 + ay2z2 + u2,

ż2 = α− y62 + x2 + u3.

(8)

The adaptive synchronization errors can be defined as given in Equation (9):

e1 = x2 − x1,

e2 = y2 − y1,

e3 = z2 − z1.

(9)

Thus, the error dynamics can be written from the equations (7)-(9) as given in (10):

ė1 = ẋ2 − ẋ1 = e2 + u1,

ė2 = ẏ2 − ẏ1 = −e1 + a(y2z2 − y1z1) + u2,

ė3 = ż2 − ż1 = e1 − y62 + y61 + u3.

(10)

According to the adaptive methodology, the adaptive controllers can be written from
(10) as follows:

u1 = −e2 − k1e1,

u2 = e1 − â(y2z2 − y1z1)− k2e2,

u3 = −e1 + y62 − y61 − k3e3,

(11)

where â is the estimate value of the unknown parameter a and k1, k2, k3 are the gain
of the controllers. By substituting (11) in (10), the error dynamics can be modified as
follows:

ė1 = −k1e1,

ė2 = ea(y2z2 − y1z1)− k2e2,

ė3 = −k3e3.

(12)

Here, the parameter error ea = a − â and thus the parameter error dynamics can be
written as

ėa = − ˙̂a. (13)

Now, consider a positive Lyapunov definite function as follows:

V̇ = e1ė1 + e2ė2 + e3ė3 + eaėa. (14)

By substituting (12) and (13) in the equation (14), we get

V̇ = −k1e
2
1 − k2e

2
2 − k3e

2
3 + ea[e2(y2z2 − y1z1)− ˙̂a]. (15)

If we choose the parameter error dynamics ˙̂a = −e2(y2z2 − y1z1), then the Lyapunov
definite function becomes as follows:

V̇ = −k1e
2
1 − k2e

2
2 − k3e

2
3
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which is a negative definite Lyapunov function. According to the Lyapunov stability
theory, the equation (15) indicates that the adaptive synchronization errors e1, e2, e3 and
the parameter error ea decay exponentially to zero with time. For the simulation purpose,
the initial conditions are chosen for master (7) and slave system (8) as {1,−0.5,−2} and
{−1, 2.5, 3}, respectively.

Figures 8a – 8c represents the synchronized signals of the master and slave chaotic sys-
tems. Figure 8d represent the time variation of adaptive synchronization errors between
the master and slave systems. Figure 8d indicates that all the signals are synchronized
after 12 seconds and the error becomes zero.

(a) (b)

(c) (d)

Figure 8: (a-c) The time variation of adaptively synchronized signals x, y, z, respectively,
(d) The time variation of the error signals.

9 Conclusion

A novel three-dimensional chaotic system having no equilibrium points has been studied
in this work. The results of the numerical simulation indicate that the proposed system
satisfies all the conditions required for it to be chaotic. The dynamical analysis indicates
that the new system does not lose its chaotic dynamics with a small variation of the
parameter value. It is proved that the amplitude of all the signals of the proposed
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system can be controlled up to a particular level, which can be used to design a chaotic
amplifier. The numerical simulation of the offset boosting control indicates that the x
and z signals of the new system can be DC offset boosted. The DC offset boosting
control behavior of the new system can be used to reduce the number of modulator
devices in communication systems. The practical application of the proposed system is
addressed by achieving chaos synchronization between identical systems. The adaptive
synchronization methodology based on the Lyapunov stability method has been applied
to synchronize the proposed system. The MATLAB results proved that the designed
adaptive controllers can achieve chaos synchronization within a very short simulation
time.
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Abstract: A ROV (Remotely Operated Vehicle) is a product of technological de-
velopment that functions to perform tasks in the water. Major tasks are coral reef
exploration, oil refineries, underwater monitoring, and at-sea accident rescue. The
ROV or unmanned submarines have 6 degrees of freedom. In operation, the ROV
requires a navigation system, that is, ROV position estimation in its diving and
emerging. Some reliable motion estimation methods frequently used are the Ensem-
ble Kalman Filter Square Root (EnKF-SR) and Particle Filter methods. The EnKF
method is used to estimate the state of a dynamic system, and it is used in various
fields such as meteorology, hydrology, ecology, geophysics, and robotics. Whereas the
Particle Filter one is a powerful tool to handle monitoring, estimation, and prediction
problems in various contexts involving uncertainty and dynamic changes. And this
paper performs the ROV diving and emerging motion estimation using the EnKF-
SR and Particle Filter methods. Both methods are proven to be reliable on other
platforms. The simulation results in this paper showed that the EnKF method has a
higher accuracy than the Particle Filter one by showing an accuracy of 98% by the
Particle Filter method and an accuracy of 99% by the EnKF-SR method.
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1 Introduction

Indonesia is an archipelago country, therefore it requires a vehicle for its underwater
mapping and maintenance. One of such vehicles is a Remotely Operated Vehicle (ROV),
a vehicle that operates under the sea and is controlled by an operator from land. In
operation, the ROV requires a navigation system to know the position of the ROV. Its
position is then used by the operator to control the ROV motion to the desired place [1].

The ROV can be used for the inspection of underwater structures such as oil and gas
pipelines, subsea cables, renewable energy installations, and other underwater facilities
[2]. ROVs allow repairs and maintenance to be done without the need for human diving
which can be dangerous and costly, and they are frequently used for search and rescue
operations, especially in the case of missing submarines or aircraft. The ROV can assist
in searches, identify locations, and provide vital information for rescue teams [3, 4].

In addition to ROVs, there are AUVs (Autonomous Underwater Vehicles) having
almost the same function. In the AUV, the control is automatic. So, to carry out a
mission, the AUV is given a special program to perform certain tasks, then the robot
does them according to the program without being controlled by a pilot/operator. The
AUV itself requires batteries to do its job, so the time to do its mission is very limited.
The advantage of the ROV is that since it is connected to a data cable and a power
cable, its use can be very long and maximized [5]. The pilot/operator in moving the
ROV usually uses the camera in the ROV and then displays it on the monitor screen to
monitor whatever is seen in the water. The ROV various sensors are usually installed
to monitor various indicators while its operation in the water, namely water density,
temperature, current, etc [6].

This study started with the modeling of the 6-DOF motion equation by combining
rotational and translational motions. Then the position estimation method was applied
to determine the movements of the ROV when diving underwater. Some of the position
estimation methods for ROV or AUV motion estimation ever applied in the previous
studies were the Fuzzy Kalman Filter [7], Extended Kalman Filter [8,9], EnKF-SR [10],
Unscented Kalamn Filter [11], H-Infinity [12] and EnKF [13, 14]. Of the six position
estimation methods above, the EnKF and Particle Filter methods were applicable to
both linear and nonlinear models. The EnKF method is used to estimate the state of the
dynamic system. It can be used in various fields such as meteorology, hydrology, ecology,
geophysics, and robotics. The Particle Filter is a powerful tool to handle monitoring,
estimation, and prediction problems in various contexts involving uncertainty and dy-
namic changes. And the study of this paper is to estimate the ROV diving motion by
using the EnKF and Particle Filter methods.

2 Remotely Operated Vehicle (ROV) with 6-DOF

The profile of the ROV can be seen in Figure 1 and the specifications of the ROV can
be seen in Table 1.

This study focused on the diving and emerging motion only so as to observe 6 Degrees
of Freedom for which the motion equations are as follows [14]:
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Figure 1: Profile of Rescue ROV [5,6].

Table 1: Specifications of Rescue ROV [5,6].
Weight 15 Kg

Length Length 900 mm

Beam 300 mm
Controller Wired Control ArduSUB with Joystick

Sensors Depth Sensor, Sonar

Camera TTL Camera
Lighting 1500 LM, 145◦ Beam Dimmable

Battery 11.8 V Li Po 5200 mAh

Material Carbon Fiber
Main Propulsion T200 Motor Thruster Include Propeller

Maneuver Propulsion T200 Motor Thruster Include Propeller
Service Speed 1, 6 knots

Operation Depth 5− 10 m

Surge:

u̇+
mzGq̇

m−Xu̇
− myGṙ

m−Xu̇
=

(
1

m−Xu̇

)(
Xres +X|u|uu|u|+Xu̇u̇+Xwqwq+

Xqqqq +Xvrvr +Xrrrr +Xprop −m
[
−vr + wq − xG(q

2 + r2) + pqyG + przG
])

; (1)

Sway:

v̇ +
mzGṗ

m− Yv̇
+

(mxG − Yṙ)ṙ

m− Yv̇
=

(
1

m− Yv̇

)(
Yres + Y|v|vv|v|+ Yr|r|r|r|+ Yv̇ v̇+

Yṙ ṙ + Yurur + Ywpwp+ Ypqpq + Yuvuv + Yuuδru
2δr −m[−wp+ ur − yG(r

2 + p2)+

qrzG + pqxG]) ; (2)

Heave:

ẇ +
(mxG + Zq̇)q̇

m− Zẇ
+

myGṗ

m− Zẇ
=

(
1

m− Zẇ

)(
Zres + Z|w|ww|w|+ Zq|q|q|q|+ Zẇẇ+

Zq̇ q̇ + Zuquq + Zvpvp+ Zrprp+ Zuwuw + Zuuδsu
2δs −m[−uq + vp− zG(p

2 + q2)

+rpxG + rqyG]) ; (3)
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Roll:

ṗ+
myGẇ

Ix −Kṗ
− mzGv̇

Ix −Kṗ
=

(
1

Ix −Kṗ

)(
Kres +Kp|p|p|p|+Kprop−

((Iz − Iy)qr +m[yG(−uq + vp)− zG(−wp+ ur)])) ; (4)

Pitch:

q̇ +
mzGu̇

Iy −Mq̇
− (mxG +Mẇ)ẇ

Iy −Mq̇
=

(
1

Iy −Mq̇

)(
Mres +Mw|w|w|w|+Mq|q|q|q|+

Mẇẇ +Mq̇ q̇ +Muquq +Mvpvp+Mrprp+Muwuw +Muuδsu
2δs−

(Ix − Iz)rp+m[zG(−vr + wq)− xG(−uq + vp)]) ; (5)

Yaw:

ṙ +
(mxG −Nv̇)v̇

Iz −Nṙ
− myGu̇

Iz −Nṙ
=

(
1

Iz −Nṙ

)(
Nres +N|v|vv|v|+Nr|r|r|r|+Nurur+

Nwpwp+Npqpq +Nuvuv +Nuuδru
2δr − ((Iy − Iz)pq+

m[xG(−wp+ ur)− yG(−vr + wq)])) . (6)

3 Algorithm of Square Root Ensemble Kalman Filter and Particle Filter

Figure 2: Flowchart of the application of the EnkF-SR algorithm to the dynamic system
model [15, 16].
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Figure 3: Flowchart of the application of the Particle Filter algorithm to the dynamic system
model [17].

4 Simulation Results

The simulation is used and generated 250 and 500 ensembles. The starting point given
in each trajectory is x(0)=0, y(0)=0, and z(0)=0. With the trajectories in diving and
emerging motions, the position estimation results in the XY, XZ, and XYZ planes by
using the EnKF-SR and Particle Filter methods with generation of 250 ensembles were
obtained as in Figures 4 and 5. In addition, a table of RMSE values for the EnKF-SR and
Particle Filter methods is displayed, in which the EnKF-SR method uses 300 ensembles
as shown in Table 2.

Figure 4: Position Estimation of ROV Diving and Emerging Motions in XY and XZ Planes
with 250 ensembles.

Figure 4 shows that the ROV follows the trajectory predetermined in the XY plane
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and in diving and emerging motions. The error obtained in the simulation by generating
250 ensembles is the X position with the smallest error of 0.08235 m or a position error
of 8.2 cm from the target passed, which is 35 m or an error of 0.0023% by the EnKF-SR
method, for the Z position, 0.00467 m, there is a position error of 0.47 cm from the
target passed, which is 4 m or an error of 0.0011% by the EnKF-SR method. The small
position error by the three methods is due to the small RMSE of each DOF. Meanwhile
the results by the Particle Filter method produced a position error of 0.1235 m for the
X position and 0.00895 m for the Z position.

Figure 5: Position Estimation of ROV Diving and Emerging Motions in the XYZ Plane with
250 ensembles.

The trajectory combinations predetermined in the XY and XZ planes are then dis-
played in the three-dimensional plane as shown in Figure 5. In the XYZ plane, the
ROV follows the trajectory where the ROV moves forward and dives then rises upward
(emerging) without turning motion. The three methods are very accurate as shown in
Table 2 indicating that by the EnKF-SR method, in the X position, the position error is
8.2 cm from the passed target of 35 m or an error of 0.0023% and in the Z position, the
position error is 0.47 cm from the passed target of 4 m or an error of 0.0011%, while the
Paticle Filter method has an error in the X position of about 0.0035% and that in the Z
position of about 0.0022%.

Figure 6 shows that the ROV follows the trajectory predetermined in the XY plane
with diving and emerging motions. The error obtained in the simulation by generating
250 ensembles is the X position, the smallest error is 0.06978 m or it has a position error
of 6.97 cm from the traversed target of 35 m or an error of 0.0019% by the EnKF-SR
method, for the Z position, 0.00359 m, it has a position error of 0.359 cm from the
traversed target of 4 m or an error of 0.00089% by the EnKF-SR method. The small
position error in the three methods is due to the small RMSE of each DOF. Meanwhile
the results by the Particle Filter method produced a position error of 0.1051 m for the
X position and 0.00722 m for the Z position.

The XYZ plane is a combination of the trajectories made in the XY and XZ planes
and then displayed in the three-dimensional plane as shown in Figure 7. In the XYZ
plane, the ROV follows the trajectory where the AUV moves forward, dives, then rises
upward (emerging) without turning movement. The three methods are very accurate,
shown in Table 2. By the EnKF-SR method, in the X position, the position error is 6.97
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Figure 6: Position Estimation of ROV Diving and Emerging Motion in XY and XZ Planes
with 500 ensembles.

Figure 7: Position Estimation of ROV Diving and Emerging Motions in the XYZ Plane with
500 ensembles.

cm from the target passed, which is 35 m or an error of 0.0019%, and in the Z position,
the error is 0.359 cm from the target passed, which is 4 m or it has an error of 0.00089%,
while by the Paticle Filter method, in the X position, it has an error of about 0.003%
and in the Z position, it has an error of about 0.0018%.

Table 2 shows that by generating 250 and 500 ensembles, the EnKF-SR method has
a higher accuracy than the Particle Fililter method for the position in the translational
and rotational motion. The EnKF SR method has a more accurate position estimation
in the translational and rotational motions than the Particle Filter. This shows that the
X position error is affected by the translational and rotational motions in the X axis, that
is, surge and roll, while the Z position error is affected by the translational and rotational
motions in the Z axis, that is, heave and pitch. Thus, overall the EnKF-SR method has
a higher accuracy than the Particle Filter with either 250 ensembles or 500 ensembles.
However, both estimation methods can be implemented for the position estimation of
the ROV and other autonomous vehicle systems.
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300 ensembles 500 ensembles
Particle Filter EnKF-SR Particle Filter EnKF-SR

Position X 0.0035% 0.0023% 0.003% 0.0019%
Position Y 0 0 0 0
Position Z 0.0022% 0.0011% 0.0018% 0.00089%

Simulation Time 9.5114 s 9.8378 s 12.5114 s 12.7624 s

Table 2: Comparison of Errors generated by EnKF-SR and Particle Filter in Diving and
Emerging Motions.

5 Conclusion

Based on the results of the discussion and analysis above, by generating 250 and 500
ensembles, the EnKF-SR method is more accurate than the Particle Filter method for the
position in translational and rotational motions. The EnKF-SR method has a position
error in translational and rotational motions and is more accurate than the Particle Filter.
This shows that the X position error is influenced by the translational and rotational
motions in the X axis, that is, surge and roll, while the Z position error is influenced
by the translational and rotational motions in the Z axis, that is, heave and pitch. In
conclusion, overall the EnKF-SR method is more accurate than the Particle Filter one
with either 250 ensembles or 350 ensembles. However, both motion estimation methods
can be implemented for the position estimation of the ROV and other autonomous vehicle
systems.
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Abstract: Diabetes Mellitus is a disease when the body has abnormalities in insulin
secretion, insulin performance or both, maintaining excess sugar in the blood. Dia-
betes Mellitus is caused by an imbalance between the supply and demand of insulin
facilitating the entry of glucose into cells. Reduced or absent insulin makes glucose
retained in the blood and leads to an increase in blood sugar, while cells become
deficient in glucose badly needed for cell survival and function [8]. The frightening
consequence of diabetes mellitus is that patients are at a high risk of cardiovascu-
lar disease, kidney disease, rupture of blood vessels, heart attack, stroke, leg ulcers,
infection, amputation and all risks. Diabetes Mellitus is also a disease that shows
an increase in glucose due to insulin deficiency which can cause macrovascular, mi-
crovascular and neurological complications. Considering those as described above,
this study is intended to provide a decision support system for public to get informed
of the risk of diabetes militus so as to take an immediate action. The methods used in
this research are the SAW(Simple Additive Weighting) and WP (Weighted Product)
methods to diagnose the diabetes militus symptoms.

Keywords: Diabetes Melitus; Decision Making Support System; Simple Additive
Weighting (SAW), Weighted Product (WP).

Mathematics Subject Classification (2010): 90B50, 68U35.

∗ Corresponding author: mailto:belgis@vokasi.unair.ac.id

© 2024 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua526

mailto: belgis@vokasi.unair.ac.id
http://e-ndst.kiev.ua


NONLINEAR DYNAMICS AND SYSTEMS THEORY, 24 (5) (2024) 526–536 527

1 Introduction

Diabetes is a disease familiar in the world of medicine and society. Diabetes mellitus
usually affects various social classes and public circles. Diabetes mellitus is a chronic
metabolic disease characterized by increased blood glucose (hyperglycemia) due to an
imbalance between the supply and demand of insulin facilitating the entry of glucose
into cells so that it can be used for cell metabolism and growth. Reduced or absent
insulin makes glucose retained in the blood and causes an increase in blood sugar, while
cells become deficient in glucose very much needed for cell survival and function [8].

Diabetes or commonly called ’kencing manis’ (in Bahasa Indonesia) is a dangerous
disease that can lead to the death of patients. Diabetes mellitus is a chronic disease that
may last a lifetime. The frightening consequence of diabetes mellitus is that patients are
at a high risk of cardiovascular disease, kidney disease, rupture of blood vessels, heart
attack, stroke, leg ulcers, infection, amputation and all risks. Diabetes Mellitus is also
a disease that shows an increase in glucose due to insulin deficiency which can cause
macrovascular, microvascular and neurological complications.

Most people are often unaware of the bad effects caused by diabetes and do not know
that they may be at the risk of suffering from this disease [5]. The reason for this is
the lack of information for people regarding diabetes mellitus, their limited funds and
time to consult a doctor [4]. Considering the several problems above, enough information
is needed to help solve those problems. For this, an effective analysis tool is required.
That is a decision making support system, information system used to make decisions
effectively and efficiently on structured and unstructured problems.

The decision support system is intended to overcome the problems and to assist people
in diagnosing diabetes symptoms. The benefits of the decision support systems include
providing solutions that deliver faster and more reliable results, increasing decision mak-
ers’ confidence in their decisions, and saving time, effort, and money with on-demand
decision support system. It is very much needed to solve problems, especially the prob-
lems that are very complex and unstructured [12]. In this research, we need a method
reliable and effective to solve the existing problems. The methods used are the Simple
Additive Weighting (SAW) Method and the Weighted Product (WP) Method to be ap-
plied with the Matlab application. The basic concept of the SAW method is to find a
weighted sum of performance ratings for each alternative on all attributes. Meanwhile,
the WP method uses multiplication to connect attribute ratings, of which the rating of
each attribute must be raised to the power of the weight of the attribute in question.

Both of these methods are simple methods to provide a more accurate assessment
because they are based on predetermined criteria values and preference weights used
to complete the decision-making process and choose the best alternative. Therefore, to
assist the process of determining the results of the diagnosis of the diabetes mellitus
symptoms in this study, the SAW method and the WP method were used. The use
of these two methods is expected to help people find out whether they have diabetes
mellitus or not with a fast and precise process. As a result, the community immediately
knows and it is not too late to handle it.
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Figure 1: Research Flowchart.

2 Method

2.1 Research flow chart

The flow of this research began with identifying the problem of diabetes mellitus with
many criteria required, followed by the formulation of the problem. Through existing
problems such as determining the criteria for diagnosing diabetes mellitus symptoms,
solutions can then be determined. Further, to assist in finding out solutions, this can be
resolved through observation and interviews in the data collection process, then from the
data obtained, analyzed and implemented into the SAW method and the WP method.
After all these processes have been conducted, conclusions can be drawn in the form of
the results of the diagnosis of diabetes mellitus symptoms.

2.2 Data collection method

This research was conducted by applying data collection techniques of questionnaires
made with the Google form. If you want to get the data being convincing and real,
the authors review it for direct interviews with people with diabetes mellitus. For the
literature study at this stage, the researcher collects information and data from several
different sources such as journals, e-journals, proceedings, books, e-books and the inter-
net, after which the researcher studies them in order to get valid results. From this data
collection technique, the researcher needs several research objects because if only one
sample is taken, then it cannot be used as a conclusion in this study, therefore severalty
of research objects are needed and later used as comparisons when carrying out later
calculations.
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3 Theoretical Framework

3.1 Diabetes Mellitus

Diabetes mellitus is a condition in which the body cannot produce insulin effectively,
resulting in excessive sugar in the blood. Based on the results of collecting information
from several sources and those of interviews with experts in the health field, it can be
concluded that diabetes mellitus can be risky due to several factors, including heredity,
overweight, unhealthy lifestyles, and age. This disease can also be triggered by the pres-
ence of other diseases such as hypertension and cholesterol due to high blood pressure
which can make the sugar distribution to cells not run optimally so that it leads to ac-
cumulation of sugar and cholesterol in the blood. On the contrary, if the condition of
blood pressure is within the normal range, then blood sugar is maintained within the
normal range since the insulin is working properly. Considering the factors causing dia-
betes mellitus, they are used as a criterion determinant in this study, which is essentially
expected to assist in the decision-making process.

3.2 Decision Making Support System (SPK)

Decision Support System is an information system that is used to assist in decision
making by using data and several decision models effectively and efficiently to solve
semi-structured and unstructured problems. The Decision Support System usually does
not change the function of decision makers but only provides support or strengthens the
results in making decisions. The purpose of the Decision Support System is to provide
information, forecasts, and guidance for information users so that they can make decisions
by doing the calculations using predetermined methods so that the results obtained are
more accurate.

3.3 Simple Additive Weighting (SAW) method

The SAW (Simple Additive Weighting) method is often called the weighted sum method.
The basic concept of the SAWmethod is to find a weighted sum of performance ratings for
each alternative of all attributes. The SAW method requires the process of normalizing
the decision matrix (x) to a scale that can be compared to all existing alternative ratings.
This method requires the decision maker to determine the weight for each attribute. The
rating of each attribute must be dimension-free in the sense that it has gone through
the previous normalization process. The SAW method recognizes the existence of two
attributes, that is, the profit criterion and cost criterion.

The formula for doing the normalization is as follows :

rij

{ xij

Max xij
if j : atribute of benefit,

Min xij

xij
if j : atribute of cost,

(1)

where rij is the normalized performance rating, xij is the attribute of each criterion,
Max xij is the highest value of each criterion and Min xij is the lowest value of each
criterion.

Preference value for each alternative (Vi) is given as

Vi =

n∑
j=1

wjrij , (2)
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where Vi is the final value of the alternative, wj is the predetermined weight, rij is the
normalised matrix. The higher value of Vi indicates that the alternative Ai is preferred.

3.4 Weighted Product (WP) method

The Weighted Product (WP) method is a multi-criteria decision analysis, and it is a
multi-criteria decision-making method. The WP method is a set of decision alternatives
described in terms of several criteria. The weighted product method uses multiplication
to link attribute ratings, of which the rating of each attribute must be raised first to the
power of the attribute weight in question. This process is the same as the normalization
process. In the WP method, matrix manipulation is not required because this method
multiplies the results of the assessment of each attribute. The multiplication results have
not been compared to (divided by) the standard value, in this case, the ideal alternative
is often used as the standard weight value. The weight for the benefit attribute functions
as a positive rank in the multiplication process between attributes, while the cost weight
functions as a negative rank. This process is the same as the normalization process. The
preference for the Ai alternative is given as follows:

Si =

n∏
j=1

Xwi
ij ; i = 1, 2, . . . ,m, (3)

where Σwj = 1, wj is the power of positive value for the benefit attribute and of negative
value for the cost attribute.

Then the ranking process uses the vector v, and the vector v can be obtained by
applying the following formula:

Vi =

∏n
j=1 X

wi
ij∏n

j=1

(
X∗

j

)wi
; i = 1, 2, . . . ,m. (4)

4 Discussion

4.1 Determining criteria (Ci)

The data obtained from the questionnaire of the Google form are evaluated then used
as a reference for the decision making process criteria for the cases of diabetes mellitus
symptoms, see Table 1.

No. Criteria Description
1 C1 Hereditary
2 C2 Age
3 C3 BMI
4 C4 Diet
5 C5 History of other diseases

Table 1: Criteria.
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4.2 Determining the criterion value based on the weight value

For each criterion of heredity, age, difference of ideal body weight, diet, history of other
diseases, the value of the criterion is determined with the reference to the value of the
variable given to each criterion. Then this value is considered as an indicator criterion
which later becomes the value determining factor. For reference, see Table 2.

No. Value Description
1 1 Low risk
2 2 Average risk
3 3 High risk

Table 2: Weight value reference.

1. Hereditary Criterion
The criteria for heredity (offspring of diabetics) are categorized into three types:
first, neither father nor mother have diabete, second, either father or mother has
diabete, and third, both father and mother have diabetes. When converted with
reference to the weight value determination, the values are as follows:

No. Heredity(C1) Value
1 Neither 1
2 Either father or mother 2
3 Both father and mother 3

Table 3: Heriditary Criterion.

2. Age Criterion
The age category is converted into the weight value, and the weight value deter-
mining reference is shown in Table 4.

No. Age(C2) Value
1 0-30 1
2 31-45 2
3 > 45 3

Table 4: Age Criterion.

3. BMI Criterion
The BMI is obtained by using the BMI formula, that is, BMI = berat badan (kg)

tinggi badan (m2) .

The obtained result is converted into the weight value, and the weight value deter-
mining reference is shown in Table 5.

4. Diet Criteria
The diet criterion is converted into the weight value, and the weight value deter-
mining reference is shown in Table 6.
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No. BMI (C3) Value
1 18-25 1
2 < 18 2
3 > 25 3

Table 5: BMI Criterion.

No. Diet (C4) Value
1 1-2 times a day 1
2 3 times a day 2
3 > 3 times a day 3

Table 6: Diet Criterion.

5. Other disease history Criterion
The criterion of the other disease history is converted into the weight value, and
the weight value determining reference can be seen in Table 7.

No. Other Disease History (C5) Value
1 Not suffering any other disease 1
2 Suffering an internal disease 2
3 High blood tension or high cholesterol 3

Table 7: Criterion of other disease history.

4.3 Determining the weight of each criterion applied

The next step is to determine the weight for each criterion as shown in Table 8.

No. Criteria (Ci) Attribute Value
1 Heredity (C1) Benefit 45% = 45

100 = 0, 45
2 Age (C2) Benefit 25% = 25

100 = 0, 25
3 BMI (C3) Benefit 15% = 15

100 = 0, 15
4 Diet (C4) Benefit 10% = 10

100 = 0, 10
5 History of other disease (C5) Benefit 5% = 5

100 = 0, 05

Table 8: Determining the weight of each criterion.

Each criterion in this study has a benefit attribute because all types of criteria prior-
itize the highest value as a reference for selection.
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4.4 Determining the alternatives

Determining the alternatives is done by taking the data based on the criteria predeter-
mined by the researcher. The data were obtained from 15 respondents who filled out
the Google form. The following is a table for each alternative determined based on the
determined criteria, that is, hereditary, age, BMI, diet, and history of other diseases as
shown in Table 9.

No. Name Parents With Age BMI Diet Disease
Diabete History

1 SI 1 2 1 2 1
2 AN 2 3 3 2 2
3 SK 1 3 1 2 1
4 ST 1 3 1 2 3
5 PL 2 3 1 2 1
6 AZ 1 3 3 1 3
7 AS 1 3 1 2 1
8 E 2 3 1 2 1
9 MY 2 3 3 1 2
10 MT 1 2 3 2 1
11 KT 2 3 3 1 2
12 SA 1 2 1 2 1
13 KS 1 3 3 3 3
14 S 2 2 3 2 1
15 SD 2 2 3 2 1

Table 9: Determining alternatives.

4.5 Normalizing the matrix by the SAW method

The following is a decision matrix formed in accordance with the value of each alternative
obtained by the researchers by calculation as follows:

X =



1 2 1 2 1
2 3 3 2 2
1 3 1 2 1
1 3 1 2 3
2 3 1 2 1
1 3 3 1 3
1 3 1 2 1
2 3 1 2 1
2 3 3 1 2
1 2 3 2 1
2 3 3 1 2
1 2 1 2 1
1 3 3 3 3
2 2 3 2 1
2 2 3 2 1



.
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The next step is to normalize the matrix based on the types of attributes predefined
so as to get the normalized matrix results by calculation as follows:

r11 =
1

2
= 0, 5; r21 =

2

2
= 1; r31 =

1

2
= 0, 5.

Proceed up to r155 to get the results of the normalized matrix as follows:

X =



0.500 0.667 0.333 0.667 0.333
1.000 1.000 1.000 0.667 0.667
0.500 1.000 0.333 0.667 0.333
0.500 1.000 0.333 0.667 1.000
1.000 1.000 0.333 0.667 0.333
0.500 1.000 1.000 0.333 1.000
0.500 1.000 0.333 0.667 0.333
1.000 1.000 0.333 0.667 0.333
1.000 1.000 1.000 0.333 0.667
0.500 0.667 1.000 0.667 0.333
1.000 1.000 1.000 0.333 0.667
0.500 0.667 0.333 0.667 0.333
0.500 1.000 1.000 1.000 1.000
1.000 0.667 1.000 0.667 0.333
1.000 0.667 1.000 0.667 0.333



.

4.6 Ranking process by SAW method

The next process is to have the sum of the matrix R, and later it is multiplied by the
weight of each criterion, then the obtained value is used as a benchmark in determining
the diagnosis of diabetes mellitus symptoms. The following is the alternative ranking
based on the calculation results as shown in Table 10.

No. Alternative Reference Diagnosis Results
1 SI 0.52 Low risk
2 SA 0.52 Low risk
3 SK 0.60 Fair risk
4 AS 0.60 Fair risk
5 MT 0.62 Fair risk
6 ST 0.64 Fair risk
7 AZ 0.70 Fair risk
8 KS 0.77 High risk
9 E 0.83 High risk
10 PL 0.83 High risk
11 S 0.85 High risk
12 SD 0.85 High risk
13 MY 0.91 High risk
14 KT 0.91 High risk
15 AN 0.95 High risk

Table 10: The Results of the Ranking by the SAW method.
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4.7 Determining the preference and alternative ranking by WP method

Because the total weight is equal to 1, the next step is to determine the preference for
each alternative.

S1 = (10,45)(20,25)(10,15)(20,1)(10,05) = 1, 274561,

S2 = (20,45)(30,25)(30,15)(20,1)(20,05) = 2, 352158,

S3 = (10,45)(30,25)(10,15)(20,1)(10,05) = 1, 410533.

Proceed up to S15. Then, it is followed by the calculation of the relative preference.

V1 =
1, 274561

26, 533754
= 0, 048035,

V2 =
2, 352158

26, 533754
= 0.088648,

V3 =
1, 410533

26, 533754
= 0.053160.

And it is continued up to V15. The following is the alternative ranking determined
based on the calculation results as shown in Table 11.

No. Alternative Reference Alternative Preference Diagnosis Results
1 SI 1.274561 0.048035 Low Risk
2 SA 1.274561 0.048035 Low risk
3 SK 1.410533 0.053160 Low risk
4 AS 1.410533 0.053160 Fair risk
5 MT 1.502895 0.056641 Fair risk
6 ST 1.490182 0.056162 Fair risk
7 AZ 1.639474 0.061788 Fair risk
8 KS 1.829855 0.068963 High risk
9 E 1.926845 0.072619 High risk
10 PL 1.926845 0.072619 High risk
11 S 2.053015 0.077374 High risk
12 SD 2.053015 0.077374 High risk
13 MY 2.194641 0.082711 High risk
14 KT 2.194641 0.082711 High risk
15 AN 2.352158 0.088648 High risk

Table 11: Results of Preference and Ranking by the WP method.

5 Conclusion

Based on the calculation results as seen above, there were 8 people indicated to have high
risk of suffering from diabete mellitus, that is, KS, E, PL, S, SD, MY, KT, and AN due
to the high values of heredity, body weight, and diet criteria. And, there were 5 people
indicated to be at medium risk of suffering from diabetes mellitus, they are SK, AS, MT,
ST, AZ. Meanwhile, there were 2 people indicated to be at low risk of suffering from
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diabetes mellitus, they are SI and SA. Thus, the decision support system for diabetes
mellitus symptoms was effectively done by using the Simple Additive Weighting (SAW)
method, or by the Weighted Product (WP) method, with the aim of providing informa-
tion for the public regarding the risk of diabetes mellitus for their immediate action to
take.
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