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Abstract: We propose an efficient variant of the conjugate gradient method for
nonlinear optimization based on a new parameter βk. We show that the new search
direction fills the sufficient descent condition and we prove the global convergence of
the corresponding algorithm using the strong Wolfe inexact line search. The estab-
lished numerical results show that the new algorithm is more efficient in comparison
with the standard Fletcher-Reeves method in terms of either the iteration number or
CPU time.
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1 Introduction

Consider the following unconstrained nonlinear optimization problem:

{
min f(x),
x ∈ Rn,

(1)

where f : Rn −→ R is a continuously differentiable function.
Conjugate gradient methods are efficient to solve unconstrained optimization problem

(1), especially for large scale problems. These methods generate the following sequence:

xk+1 = xk + αkdk, (2)
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