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Abstract: Air pollution is one of the problems faced by big cities, including
Surabaya. One of the factors that drives air pollution in big cities is high popu-
lation mobility. As known, air is composed of oxygen (O2), carbon dioxide (CO2),
tropospheric ozone (O3), nitrogen (N2), and particles (PM10 and PM 2.5). High
concentration levels of O3 pollutants in an urban area can endanger human health
and ecosystems. To monitor air quality in Surabaya city, the city government uses
monitoring equipment and air control station facilities. The data obtained becomes a
reference for predicting air conditions at that time and forecasting future conditions
using certain methods. In this research, the methods used for forecasting are Sup-
port Vector Regression (SVR) and K-Nearest Neighbor (K-NN). The Support Vector
Regression (SVR) method showed the best error value of 0.0583 and the K-Nearest
Neighbor (K-NN) method had the best error value of 0.0486.
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1 Introduction

Air pollution is a serious problem faced in big cities, including Surabaya. Some of the
contributing factors include high mobility and motorized vehicles. According to the
Air Visual’s AQI (Air Quality Index) publication in 2019, Surabaya was ranked seventh
among the most polluted cities in Indonesia and ranked 226th among the cities of the
world [1]. Based on this fact, the Surabaya city government made efforts by issuing Local
Regulation Number 3 of 2008 concerning Air Pollution Control of Surabaya City [2].

The air condition of Surabaya with high population mobility is directly proportional
to the massive use of motorized vehicles. This is shown by two-wheeled vehicles increasing
7.03% per year from 1,944,802 vehicles in 2015 to 2,081,449 vehicles in 2016 and 2,159,069
in 2017. This resulted in the traffic in the city of Surabaya having a negative impact in the
form of air pollution from emissions released by vehicles [3]. Based on these conditions,
it is necessary to make a directed and scientific solution for handling such air pollution.

By the development of information technology, it is possible to make a machine
learning-based prediction system. The advantages of machine learning are that it pro-
vides easier implementation with low computational costs, as well as fast training, vali-
dation, testing, and evaluation with high performance compared to physical models, and
is relatively less complicated [4].

In this research, we use two methods, namely Support Vector Regression (SVR) and
K-Nearest Neighbor (K-NN). Support Vector Regression (SVR) is a development method
of the Support Vector Machine (SVM) which is applied for solving regression cases and
provides output in the form of continuous data with real numbers so that it can be used
for forecasting [5]. K-Nearest Neighbor (K-NN) is a machine learning algorithm used
for classification and regression. This algorithm is based on the idea that similar data
instances tend to be close to each other in feature space [6], [7].

In previous research, the SVR algorithm was successfully used to forecast the air
quality index in Makassar City [8], while the K-NN algorithm was successfully used in
predicting air quality in Jakarta City [9]. This research aims to develop and to compare
the performance of each method in predicting air pollution levels in the city of Surabaya.

2 Research Methods

The dataset used in this study comes from the Surabaya City air condition data dated
01/01/2020 to 31/12/2020. An overview of the research can be seen in Figure 1 below.

1. Problem Identification: This study deals with a case study on the prediction of
the air pollution level in the city of Surabaya.

2. Data Acquisition: The data used in this study is secondary data sourced from
the Surabaya City air conditions as of 01/01/2020 to 31/12/2020.

3. Data Preprocessing and Analytics: Basically, data preprocessing and analytics
are used to see the initial condition of the dataset obtained from the source. At
this stage, the dataset is identified from the data type to missing values that may
occur.

4. Feature Selection: This study uses the Pearson Product correlation analysis
technique to find a linear relationship between two variables having a normal dis-
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DATE PM10 SO2 CO O3 NO2 MAX RESULT
01/01/2020 30 20 10 32 9 32 GOOD
02/01/2020 27 22 12 29 8 29 GOOD
03/01/2020 39 22 14 32 10 39 GOOD
04/01/2020 34 22 14 38 10 38 GOOD
05/01/2020 35 22 12 31 9 35 GOOD
06/01/2020 46 23 16 32 9 46 GOOD
07/01/2020 37 23 26 33 11 37 GOOD
08/01/2020 41 26 20 30 11 41 GOOD
09/01/2020 52 23 29 24 12 52 AVERAGE
10/01/2020 24 24 18 25 8 25 GOOD
11/01/2020 34 31 25 23 8 34 GOOD
12/01/2020 27 23 9 33 4 33 GOOD
13/01/2020 33 26 12 36 8 36 GOOD
14/01/2020 34 28 13 27 7 34 GOOD
15/01/2020 29 22 13 36 8 36 GOOD
01/01/2020 30 20 10 32 9 32 GOOD
16/01/2020 52 60 19 30 8 60 AVERAGE

. . . . . . . . . . . . . . . . . . . . . . . .
31/12/2020 18 13 6 24 3 24 GOOD

Table 1: Dataset.

tribution [10]. Below is the function of the Pearson Product:

rxy =
NΣXY − (X)(Y )√

NΣX2 − ΣX2NΣY 2 − ΣY 2
. (1)

Notes: rxy is the relationship coefficient; N is the number of samples used; X is
the total score of questions; Y is the sum of total scores.

5. Model Selection: Support Vector Regression (SVR) is a development algorithm
of the Support Vector Machine (SVM) algorithm introduced by Cortes and Vapnik
[11]. Like SVM, SVR also uses the best hyperplane in the form of a regression
function by making the error as small as possible. The function of the SVR can
generally be written as follows:

f(x) = wφ(x) + b (2)

with f(x) being the regression function; w being the vector; b being the bias and
the decision boundary equation

Wx + b = +e

Wx + b = −e

so that the hyperplane fulfills the inequality

e < y −Wx + b < +e
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Figure 1: Research methods.

with the minimization function

MIN
1

2
∥w2∥+ C

n∑
i=1

|ξi|

and the constraint function

|yi − wixi| ≤ ε+ |ξi|.

Then, for the K-Nearest Neighbor (K-NN) algorithm calculated using the Euclidean
rule, the mathematical function can be written as follows:

D =
√

(x2 − x1) ∗ 2− (y2 − y1) ∗ 2 (3)

with D being the distance; x being the data sample; y being the testing data.

6. Model Training: At this stage, the predicted values of the Support Vector Re-
gression (SVR) and K-Nearest Neighbor (K-NN) algorithms are trained based on
the division of training data and testing data to obtain error values and accuracy
values.

7. Model Testing: Model testing of the learning outcomes with the prepared test
data.

8. Evaluation Model: At the evaluation stage, the model trained and tested is
calculated for accuracy based on the resulting error value. This study uses the
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Root Mean Square Error (RMSE) method to calculate the error value generated
by the model. The function of the Root Mean Square Error (RMSE) is as follows:

RMSE =

√
Σ(yi − ŷi)2

n
(4)

with n being the quantity of data; yi being the actual value at the i-th data; ŷi
being the predicted value at the i-th data.

3 Result and Discussion

This study tries to implement two machine learning algorithms, namely SVR and KNN,
to forecast air pollution using the Python programming language. This study shows the
comparison based on the methods and the difference in the quantity of training data
and testing data shown in Figures 2-4. Figure 2 is the simulation result of the SVR and
K-NN algorithms with 70% of training data and 30% of testing data.

Figure 2: Results of forecasting air pollution by 70% of training data and 30% of testing data.

The simulation results in Figure 2 show the performance comparison of the SVR and
K-NN methods in predicting O3 levels in Surabaya with a data split into 70% of training
data and 30% of testing data. It appears in the simulation results in Figure 2, that the
simulation results using the KNN have a smaller error than those of the SVR, with the
RMSE of the KNN of around 0.0486 and the RMSE of the SVR of around 0.0583.

It can be seen that the prediction using the KNN (marked by the black line) is more
accurate and consistently close to the actual value (marked by the red line) compared
to the prediction using the SVR (marked by the blue line). The graph clearly illustrates
that the KNN is more effective in following the fluctuations and dynamics of O3 historical
data, thus providing predictions that are closer to reality.

The simulation results in Figure 3 show the performance comparison of the SVR and
K-NN methods in predicting O3 levels in Surabaya with a data split into 80% of training
data and 20% of testing data. It appears in the simulation results in Figure 3 that the
simulation results using the KNN have a smaller error than those of the SVR, with the
RMSE of the KNN of around 0.0504 and the RMSE of the SVR of around 0.0588.
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Figure 3: Results of forecasting air pollution by 80% of training data and 20% of testing data.

Figure 4: Results of forecasting air pollution by 90% of training data and 10% of testing data.

The simulation results in Figure 4 show the performance comparison of the SVR
and K-NN methods in predicting O3 levels in Surabaya with a data split into 90% of
training data and 10% of testing data. It appears in the simulation results in Figure 4
that the simulation results using the KNN have a smaller error than those of the SVR,
with the RMS of the KNN method having a smaller error than that of the SVR method.
A recapitulation of the results of each simulation can be seen in Tables 2-4.

In Table 2, it can be seen that the RMSE value produced by the SVR algorithm is
the best in the first simulation with a ratio of 70% of training data and 30% of testing
data. Then, in the second and third simulations, there is an increase in the RMSE value
with a difference of 0.0005 to 0.0046 compared to the first simulation.

In Table 3, it can be seen that the RMSE value produced by the KNN algorithm
is best in the first simulation with a ratio of 70% of training data and 30% of testing
data. Then, in the second and third simulations, there is an increase in the RMSE value,
which has a difference of 0.0014 to 0.0018 compared to the first simulation. A complete
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70% Training 80% Training 90% Training
Data and 30% Data and 20% Data and 10%
Testing Data Testing Data Testing Data

RMSE from
Forecasting 0.0583 0.0588 0.0629
Results

Table 2: Comparison of SVR RMSE Values

70% Training 80% Training 90% Training
Data and 30% Data and 20% Data and 10%
Testing Data Testing Data Testing Data

RMSE from
Forecasting 0.0486 0.0504 0.0500
Results

Table 3: Comparison of SVR-KNN RMSE values.

comparison of the RMSE values of the two algorithms can be seen in Table 4.

70% Training 80% Training 90% Training
Data and 30% Data and 20% Data and 10%
Testing Data Testing Data Testing Data
SVR KNN SVR KNN SVR KNN

RMSE from
Forecasting 0.0583 0.0486 0.0588 0.0504 0.0629 0.0500
Results

Table 4: Comparison of KNN RMSE values.

In Table 4, it can be seen that the RMSE value produced by the SVR and KNN
algorithms is the best in the first simulation with a ratio of 70% of training data and
30% of testing data. Then, in the second and third simulations, there is an increase in
the RMSE value occurring in each algorithm. The table above shows that the RMSE
value of the simulation results generated by the two algorithms does not touch 1%.

4 Conclusion

Based on the simulation results obtained, it can be concluded that the first simulation
results of the SVR and KNN algorithms are the best simulation results with an SVR
RMSE value of 0.0583 and a KNN RMSE value of 0.0486. These results prove that the
SVR and KNN methods provide good prediction results.
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