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Domination of Hyperbolic Systems

with Respect to the Gradient Observation

H. Aichaoui ∗ and S. Benhadid

Department of Mathematics, Faculty of Exact Sciences, University of Constantine 1 Mentouri
Brothers, Constantine, Algeria

Received: June 8, 2024; Revised: February 28, 2025

Abstract: In this paper, we introduce the notions of domination for a class of
controlled and observed hyperbolic systems. We study, with respect to the gradient
observation, the possibility to make a comparison of input operators of a controlled
system. We give various characterizations and main properties in the general case
and then by means of the choice of actuators and sensors. As an application, we
examine the case of a one dimension wave equation.

Keywords: hyperbolic systems; domination; gradient; control; actuators; sensors.

Mathematics Subject Classification (2020): 35L20, 93B05, 93B07, 93C20.

1 Introduction

Modeling a system consists in representing its dynamic behavior by a mathematical
model. The mathematical model obtained is generally in the form of linear or nonlinear
differential equations. The methods used in the analysis of linear systems are very pow-
erful because of the existence of available tools. However, these linear analysis methods
have several limitations because most systems are not linear, so linear methods are only
applicable in a limited domain. These limitations explain the complexity and diversity of
nonlinear systems and the analysis methods that apply to them. Therefore, there are no
general theories for nonlinear systems, but there are several methods adapted to certain
classes of nonlinear systems to overcome these difficulties, a linearization of the system
and the output which consists in transforming the dynamics of the nonlinear system into
a completely (or partially) linear system, so that the techniques of linear systems can be
applied. Therefore, we can extend the concepts presented for linear systems to nonlinear

∗ Corresponding author: mailto:houda.aichaoui@umc.edu.dz

© 2025 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua113
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systems, and among these concepts, there is the concept of domination, which has been
discussed in this paper.

This work is an extension of the previous works which concern the analysis of a class of
linear systems within certain concepts. These concepts consist of a set of notions such as
controllability [13], detectability, observability [10], remediability [3] and domination [5,6]
which enable a better knowledge and understanding of the system to be obtained. For
some related studies in nonlinear cases, see [8, 12].

The extensions of these concepts that are very important in practical applications are
those of gradient controllability [9, 11], gradient detectability [7], gradient observability
[15], gradient remediability [14].

This work concerns the notion of domination for a general class of controlled and
observed hyperbolic systems used to study the possibility of comparing the input oper-
ators with respect to the gradient observation. It is an extension of the previous works
on parabolic distributed systems [1, 5]. A more general approach is given in [2–4] for
controlled and observed systems in the global, regional and asymptotic cases.

This paper is organized as follows. In Section 2, we present the systems. We define
and characterize the concepts of exact and weak domination for controlled hyperbolic
systems with respect to the gradient observation in Section 3. In Section 4, we give the
main properties and characterization results and the case of sensors and actuators is also
examined. Finally, we examine the case of a one dimension wave equation.

2 Considered System

Let Ω be an open and bounded subset of Rn with a sufficiently regular boundary and
]0, T [ be the finite time interval. We consider the following system:

∂2y

∂t2
(x, t) = Ay(x, t) +B1u1(t) +B2u2(t), Ω×]0, T [,

y(x, 0) = y0(x), ∂y1

∂t (x, 0) = y1(x), Ω,
y(ξ, t) = 0, ∂Ω×]0, T [,

(1)

where A is a second order elliptic linear operator given by

A =

n∑
i,j=1

∂

∂xi

(
aij

∂

∂xj

)
,

with the domain D(A) = H1
0 (Ω) ∩H2(Ω) and verified elliptic conditions

aij = aji ∈ L∞(Ω), 1 ≤ i, j ≤ n,

∃α > 0,∀ξ = (ξ1, ξ2, . . . , ξn) ∈ Rn,
∑n

i,j=1 aij(x)ξiξj ≥ α
∑n

i=1 |ξi|
2
, pp. in Ω,

B1 ∈ L(U1, X), B2 ∈ L(U2, X), u1 ∈ L2(0, T ;U1) and u2 ∈ L2(0, T ;U2), where U1 and
U2 are two Hilbert spaces (control spaces) and X = H1

0 (Ω) is the state space.
For

(
y0, y1

)
in H1

0 (Ω) × L2(Ω), the system (1) admits a unique solution y in

C
(
0, T ;H1

0 (Ω)
)
∩ C1

(
0, T ;L2(Ω)

)
. The system (1) is augmented with the output equa-

tion

z(t) = C∇y(t), (2)
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where C ∈ L
((
L2(Ω)

)n
,O
)
,O is the observation space (Hilbert space). In the case of

an observation with q sensors, we take generally O = Rq.
The gradient operator ∇ is given by the formula

∇ : H1
0 (Ω) →

(
L2(Ω)

)n
,

y 7→ ∇y =

(
∂y

∂x1
,
∂y

∂x2
, · · · , ∂y

∂xn

)
.

We consider the operator Ā defined by

Ā (y1, y2) = (y2, Ay1) ,∀ (y1, y2) ∈ D(Ā),

with D(Ā) = D(A) × H1
0 (Ω). The operator Ā is linear, closed with a dense domain in

the state space X̄ = H1
0 (Ω)×H1

0 (Ω), which is a Hilbert space for the inner product

⟨(y1, y2) , (z1, z2)⟩H1
0 (Ω)×L2(Ω) =

〈√
−Ay1,

√
−Az1

〉
L2(Ω)

+ ⟨y2, z2⟩L2(Ω) .

The adjoint operator of Ā is given by Ā∗ = −Ā.
The operator Ā generates on X̄ a strongly continuous semi-group (S(t))t≥0 defined

by

S(t)

(
y1
y2

)
=

 W1(t)

(
y1
y2

)
W2(t)

(
y1
y2

)
 ,

with

W1(t)

(
y1
y2

)
=

∑
m≥1

rm∑
j=1

(
⟨y1, wmj⟩L2(Ω) cos

√
−λmt+

1√
−λm

⟨y2, wmj⟩L2(Ω) sin
√
−λmt

)
wmj

and

W2(t)

(
y1
y2

)
=

∑
m≥1

rm∑
j=1

(
−
√
−λm ⟨y1, wmj⟩L2(Ω) sin

√
−λmt+ ⟨y2, wmj⟩L2(Ω) cos

√
−λmt

)
wmj .

Its adjoint is S∗(t) = S(−t), ∀t ≥ 0. On the other hand, we consider the operators

B̄1 : U1 → X̄ and B̄2 : U2 → X̄
u1 7→ B̄1u1 = (0, B1u1)

tr u2 7→ B̄2u2 = (0, B2u2)
tr.

If we put ȳ(t) =

(
y(t),

∂y(t)

∂t

)tr

, ȳ0 =
(
y0, y1

)tr
and

∂ȳ

∂t
(t) =

(
∂y(t)

∂t
,
∂2y(t)

∂t2

)tr

, then

the system (1) is equivalent to the following system:{
∂ȳ

∂t
(t) = Āȳ(t) + B̄1u1(t) + B̄2u2(t), 0 < t < T,

ȳ(0) = ȳ0.
(3)

The unique solution of system (3) is

ȳ(t) = S(t)ȳ0 +

∫ t

0

S(t− s)B̄1u1(s)ds+

∫ t

0

S(t− s)B̄2u2(s)ds.
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The system (3) is augmented by the output equation

z̄(t) = C̄∇̄ȳ(t), (4)

where C̄ is defined by

C̄ (y1, y2) = Cy1, ∀(y1, y2) ∈
(
L2(Ω)

)n ×
(
L2(Ω)

)n
,

and
∇̄ : H1

0 (Ω)×H1
0 (Ω) →

(
L2(Ω)

)n ×
(
L2(Ω)

)n
(y1, y2) 7→ ∇̄ (y1, y2) = (∇y1,∇y2) .

We consider the following operators:

H1 : L2(0, T ;U1) → X̄

u1 7→ H1u1 =
∫ T

0
S(T − s)B̄1u1(s)ds

and
H2 : L2(0, T ;U2) → X̄

u2 7→ H2u2 =
∫ T

0
S(T − s)B̄2u2(s)ds,

while their adjoints, denoted by H∗
1 and H∗

2 , are given by H∗
1 = B̄1

∗
S(· − T ) and

H∗
2 = B̄2

∗
S(· − T ), respectively. The state of system (3) at time T is given by

ȳ(T ) = S(T )ȳ0 +H1u1 +H2u2.

3 Domination with respect to C

Definition 3.1 We say that

1. B1 dominates B2 exactly on [0, T ] with respect to C if for any u2 ∈ L2 (0, T ;U2),
there exists a control u1 ∈ L2 (0, T ;U1) such that

C̄∇̄H1u1 + C̄∇̄H2u2 = 0.

2. B1 dominates B2 weakly on [0, T ] with respect to C if for any ϵ > 0 and for any
u2 ∈ L2 (0, T ;U2), there exists a control u1 ∈ L2 (0, T ;U1) such that

∥C̄∇̄H1u1 + C̄∇̄H2u2∥O < ϵ.

Lemma 3.1 Let V , W and Z be reflexive Banach spaces, P ∈ L(V,Z) and
Q ∈ L(W,Z). Then the following properties are equivalent:

1. ImP ⊂ ImQ.

2. ∃γ > 0 such that ∥P ∗z∗∥V ∗ ≤ γ ∥Q∗z∗∥W∗ , ∀z∗ ∈ Z∗.

Proposition 3.1 The following properties are equivalent:

1. B1 dominates B2 exactly on [0, T ] with respect to C.

2. Im
(
C̄∇̄H2

)
⊂ Im

(
C̄∇̄H1

)
.
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3. There exists γ > 0 such that for every θ ∈ O∗, we have∥∥B̄∗
2S(· − T )∇̄∗C̄∗θ

∥∥
L2(0,T ;U∗

2 )
≤ γ

∥∥B̄∗
1S(· − T )∇̄∗C̄∗θ

∥∥
L2(0,T ;U∗

1 )
.

Proof.
- 1 ⇔ 2 : B1 dominates B2 exactly on [0, T ] with respect to C if and only if

∀u2 ∈ L2(0, T ;U2), ∃u1 ∈ L2(0, T ;U1), such that C̄∇̄H1u1 + C̄∇̄H2u2 = 0,

i.e., if and only if

∀u2 ∈ L2(0, T ;U2), ∃u ∈ L2(0, T ;U1), such that C̄∇̄H1u2 = C̄∇̄H2u,

where u = −u1 ∈ L2(0, T ;U1), this is equivalent to saying that Im
(
C̄∇̄H2

)
⊂

Im
(
C̄∇̄H1

)
.

- 2 ⇔ 3 : In Lemma 3.1, we put

P = C̄∇̄H2 and Q = C̄∇̄H1,

where
H∗

1 = B̄1
∗
S(· − T ) and H∗

2 = B̄2
∗
S(· − T ).

Hence the result. 2

Proposition 3.2 The following properties are equivalent:

1. B1 dominates B2 weakly on [0, T ] with respect to C.

2. Im
(
C̄∇̄H2

)
⊂ Im

(
C̄∇̄H1

)
.

3. ker
(
B̄1

∗
S(· − T )∇̄∗C̄∗) ⊂ ker

(
B̄2

∗
S(· − T )∇̄∗C̄∗).

Proof.
- 1 ⇔ 2 : B1 dominates B2 weakly on [0, T ] with respect to C if and only if

∀ε > 0, ∀u2 ∈ L2(0, T ;U2), ∃u1 ∈ L2(0, T ;U1) such that ∥C̄∇̄H1u1 + C̄∇̄H2u2∥O < ε,

i.e., if and only if

∀ε > 0, ∀u2 ∈ L2(0, T ;U2), ∃u ∈ L2(0, T ;U1) such that ∥C̄∇̄H2u2 − C̄∇̄H1u∥O < ε,

where u = −u1 ∈ L2(0, T ;U1), this is equivalent to saying that

Im(C̄∇̄H2u2) ⊂ Im(C̄∇̄H1).

- 2 ⇒ 3 : Let σ ∈ ker
(
B̄1

∗
S(· − T )∇̄∗C̄∗), we have

Im(C̄∇̄H2) ⊂ Im(C̄∇̄H1),

then
Im(C̄∇̄H2) ⊂

[
ker
(
B̄1

∗
S(· − T )∇̄∗C̄∗)]⊥ ,

hence
⟨C̄∇̄H2u2, σ⟩O×O∗ = 0, ∀u2 ∈ L2(0, T ;U2),
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then σ ∈ [Im(C̄∇̄H2)]
⊥, this gives σ ∈ ker

(
B̄2

∗
S(· − T )∇̄∗C̄∗).

- 3 ⇒ 2 : We assume that

ker
(
B̄1

∗
S(· − T )∇̄∗C̄∗) ⊂ ker

(
B̄2

∗
S(· − T )∇̄∗C̄∗) ,

let σ ∈ ker(B̄1
∗
S(· − T )∇̄∗C̄∗), then B̄2

∗
S(· − T )∇̄∗C̄∗σ = 0, and

⟨C̄∇̄H2u2, σ⟩O×O∗ = 0, ∀u2 ∈ L2(0, T ;U2),

hence

C̄∇̄H2u2 ∈
[
ker
(
B̄1

∗
S(· − T )∇̄∗C̄∗)]⊥ = Im(C̄∇̄H1), ∀u2 ∈ L2(0, T ; X̄). 2

Remark 3.1 Let us give the following properties and remarks:

1. In the case where C is the identity operator, we say that B1 dominates B2 exactly
on [0, T ] (respectively weakly).

2. The exact domination with respect to C implies the weak domination with respect
to C but the converse is not true.

3. If the system 
∂2y

∂t2
(x, t) = Ay(x, t) +B1u1(t), Ω×]0, T [,

y(x, 0) = y0(x), ∂y1

∂t (x, 0) = y1(x) Ω,
y(ξ, t) = 0, ∂Ω×]0, T [,

is gradient controllable exactly (respectively weakly), or equivalently to

Im
(
∇̄H1

)
= X̄ [9] (respectively Im

(
C̄∇̄H1

)
= X̄), then B1 dominates exactly

(respectively weakly) any operator B2 with respect to any output operator C.

4 Domination with respect to C and Actuators

This section focuses on the notions of actuators and sensors.
In the case where U1 = Rp1 and U2 = Rp2 , i.e., the system (1) is excited by p1 zone
actuators (Ωi, ai)1≤i≤p1

, where ai ∈ L2 (Ωi) ,Ωi = supp (ai) ⊂ Ω, for i = 1, 2, . . . , p1, and

by other p2 zone actuators
(
Ω̃i, ãi

)
1≤i≤p2

, where ãi ∈ L2
(
Ω̃i

)
, Ω̃i = supp (ãi) ⊂ Ω, for

i = 1, 2, . . . , p2, the operators B̄1 and B̄2 are given by

B̄1 : Rp1 → X̄

u1(t) =
(
u1
1(t), u

2
1(t), . . . , u

p1

1 (t)
)
7→ B̄1u1(t) =

(
0

p1∑
i=1

χΩi(x)ai(x)u
i
1(t)

)tr

and

B̄2 : Rp2 → X̄

u2(t) =
(
u1
2(t), u

2
2(t), . . . , u

p2

2 (t)
)
7→ B̄2u2(t) =

(
0

p2∑
i=1

χΩ̃i
(x)ãi(x)u

i
2(t)

)tr

,
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and their adjoints are, respectively,

B̄1
∗
(y1, y2) =

(
⟨a1, y2⟩Ω1

⟨a2, y2⟩Ω2
. . . ⟨ap1

, y2⟩Ωp1

)tr
∈ Rp1 ,

B̄2
∗
(y1, y2) =

(
⟨ã1, y2⟩Ω̃1

⟨ã2, y2⟩Ω̃2
. . . ⟨ãp2

, y2⟩Ω̃p2

)tr
∈ Rp2 .

Corollary 4.1 (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

exactly on [0, T ] with respect

to C if and only if there exists γ > 0 such that for all σ in O∗, we have

p2∑
i=1

∫ T

0

〈
ãi,W2(s− T )∇̄∗C̄∗σ

〉2
Ω̃i

ds ≤ γ

p1∑
i=1

∫ T

0

〈
ai,W2(s− T )∇̄∗C̄∗σ

〉2
Ωi

ds.

Proof. According to Proposition 3.1, B1 dominates B2 exactly on [0, T ] if and only
if there exists γ > 0 such that for all σ in O∗, we have∥∥B̄2

∗
S(· − T )∇̄∗C̄∗σ

∥∥2
L2(0,T ;Rp2 )

≤ γ
∥∥B̄1

∗
S(· − T )∇̄∗C̄∗σ

∥∥2
L2(0,T ;Rp1 )

.

Firstly, we have

S(· − T )∇̄∗C̄∗σ =

(
W1(· − T )∇̄∗C̄∗σ
W2(· − T )∇̄∗C̄∗σ

)
,

and we have then

∥∥B̄2
∗
S(· − T )∇̄∗C̄∗σ

∥∥2
L2(0,T ;Rp2 )

=

p2∑
i=1

∫ T

0

〈
ãi,W2(s− T )∇̄∗C̄∗σ

〉2
Ω̃i

ds

and

∥∥B̄1
∗
S(· − T )∇̄∗C̄∗σ

∥∥2
L2(0,T ;Rp1 )

=

p1∑
i=1

∫ T

0

〈
ai,W2(s− T )∇̄∗C̄∗σ

〉2
Ωi

ds.

Hence the result. 2

Corollary 4.2 (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

exactly on [0, T ] with respect

to C if and only if there exists γ > 0 such that for all σ in O∗, we have

p2∑
i=1

∫ T

0

∑
m≥1

√
−λm sin

(√
−λm(T − s)

) rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ãi, wmj

〉
Ω̃i

2

ds ≤

γ

p1∑
i=1

∫ T

0

∑
m≥1

√
−λm sin

(√
−λm(T − s)

) rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ai, wmj

〉
Ωi

2

ds.
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Proof. We have

p1∑
i=1

∫ T

0

〈
ai,W2(s− T )∇̄∗C̄∗σ

〉2
Ωi

ds

=

p1∑
i=1

∫ T

0

〈
χΩi

ai,
∑
m≥1

rm∑
j=1

−
√
−λm

〈
∇∗C∗σ,wmj

〉
Ω
sin
(√

−λm(s− T )
)
wmj

〉2

Ω

ds

=

p1∑
i=1

∫ T

0

∑
m≥1

√
−λm sin

(√
−λm(T − s)

) rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ai, wmj

〉
Ωi

2

ds

and

p2∑
i=1

∫ T

0

〈
ãi,W2(s− T )∇̄∗C̄∗σ

〉2
Ω̃i

ds

=

p2∑
i=1

∫ T

0

〈
χΩ̃i

ãi,
∑
m≥1

rm∑
j=1

−
√
−λm

〈
∇∗C∗σ,wmj

〉
Ω
sin
(√

−λm(s− T )
)
wmj

〉2

Ω

ds

=

p2∑
i=1

∫ T

0

∑
m≥1

√
−λm sin

(√
−λm(T − s)

) rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ãi, wmj

〉
Ω̃i

2

ds.

Hence, the result follows immediately from Corollary 4.1. 2

Corollary 4.3 (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

weakly on [0, T ] with respect

to C if and only if

rm∑
j=1

⟨C∗σ,∇wmj ⟩(L2(Ω))n
⟨ai, wmj ⟩Ωi

= 0, ∀i ∈ {1, 2, · · · , p1}, ∀m ≥ 1

⇒
rm∑
j=1

⟨C∗σ,∇wmj ⟩(L2(Ω))n
⟨ãi, wmj ⟩Ω̃i

= 0, ∀i ∈ {1, 2, · · · , p2}, ∀m ≥ 1.

Proof. We assume that (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

weakly on [0, T ]

with respect to C and

rm∑
j=1

⟨C∗σ,∇wmj ⟩(L2(Ω))n
⟨ai, wmj ⟩Ωi

= 0, ∀i ∈ {1, 2, · · · , p1}, ∀m ≥ 1.

Since B̄1
∗
S(· − T )∇̄∗C̄∗σ is equal to∑

m≥1

√
−λm sin

(√
−λm(T − ·)

) rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ai, wmj

〉
Ωi


1≤i≤p1

,

one has
σ ∈ ker

(
B̄1

∗
S(· − T )∇̄∗C̄∗) ,
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hence
σ ∈ ker

(
B̄2

∗
S(· − T )∇̄∗C̄∗) ,

i.e., for all i ∈ {1, . . . , p2}, we have∑
m≥1

√
−λm sin

(√
−λm(T − ·)

) rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ãi, wmj

〉
Ω̃i

= 0.

The set
(
sin(

√
−λm(T − .))

)
m≥1

forms a complete orthogonal set of L2(0, T ), then

rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ãi, wmj

〉
Ω̃i

= 0, ∀i ∈ {1, . . . , p2}, ∀m ≥ 1.

Conversely, we assume that

rm∑
j=1

⟨C∗σ,∇wmj
⟩
(L2(Ω))n

⟨ai, wmj
⟩
Ωi

= 0, ∀i ∈ {1, 2, · · · , p1}, ∀m ≥ 1

⇒
rm∑
j=1

⟨C∗σ,∇wmj ⟩(L2(Ω))n
⟨ãi, wmj

⟩ = 0, ∀i ∈ {1, 2, · · · , p2}, ∀m ≥ 1,

we have

σ ∈ ker
(
B̄1

∗
S(· − T )∇̄∗C̄∗)

⇒
rm∑
j=1

⟨C∗σ,∇wmj
⟩
(L2(Ω))n

⟨ai, wmj
⟩
Ωi

= 0, ∀i ∈ {1, 2, · · · , p1}, ∀m ≥ 1

⇒
rm∑
j=1

⟨C∗σ,∇wmj
⟩
(L2(Ω))n

⟨ãi, wmj
⟩
Ω̃i

= 0, ∀i ∈ {1, 2, · · · , p2}, ∀m ≥ 1

⇒ σ ∈ ker
(
B̄2

∗
S(· − T )∇̄∗C̄∗) ,

then (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

weakly on [0, T ] with respect to C. 2

In order to give it a characterization, we use the following definitions: for m ≥ 1,
- The matrix Am of order (p1 × rm) is defined by

Am =
(〈

ai, wmj

〉
Ωi

)
ij
, 1 ≤ i ≤ p1 and 1 ≤ j ≤ rm.

- The matrix Ãm of order (p2 × rm) is defined by

Ãm =
(〈

ãi, wmj

〉
Ω̃i

)
ij
, 1 ≤ i ≤ p2 and 1 ≤ j ≤ rm.

Corollary 4.4 (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

weakly on [0, T ] with respect

to C if and only if ⋂
m≥1

ker (Amgm) ⊂
⋂
m≥1

ker
(
Ãmgm

)
.

Here, for σ ∈ Rq and m ≥ 1,

gm(σ) =
(
⟨C∗σ,∇wmi⟩(L2(Ω))n

)
1≤i≤rm

.
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Proof. We assume that (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

weakly on [0, T ]

with respect to C and σ ∈
⋂

m≥1

ker (Amgm), then Amgm(σ) = 0, ∀m ≥ 1. Since

Amgm(σ) =



rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
a1, wmj

〉
Ω1

rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
a2, wmj

〉
Ω2

...
rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ap1

, wmj

〉
Ωp1


, ∀m ≥ 1,

one has
rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ai, wmj

〉
Ωi

= 0, ∀i ∈ {1, . . . , p1}, ∀m ≥ 1,

hence
rm∑
j=1

〈
C∗σ,∇wmj

〉
(L2(Ω))n

〈
ãi, wmj

〉
Ω̃i

= 0, ∀i ∈ {1, . . . , p2}, ∀m ≥ 1,

i.e.,
Ãmgm(σ) = 0, ∀m ≥ 1,

and therefore σ ∈
⋂

m≥1

ker
(
Ãmgm

)
. 2

Now, in the case where O = Rq, i.e., the output of the system (4) is given by q
sensors (Di, si)1≤i≤q, where si ∈ L2 (Di), Di = supp (si) ⊂ Ω for i = 1, 2, . . . , q, and

Di ∩Dj = ∅ for i ̸= j, the operator C =
(
C 0

)
is given by

C :
(
L2 (Ω)

)n → Rq

y 7→ Cy =
( n∑
i=1

⟨s1, yi⟩D1

n∑
i=1

⟨s2, yi⟩D2
. . .

n∑
i=1

⟨sq, yi⟩Dq

)tr
,

and its adjoint is C
∗
=
(
C∗ 0

)tr
, and for σ = (σ1, σ2, . . . , σq) ∈ Rq,

C∗σ=
( q∑
i=1

χDi
(x)σisi(x)

q∑
i=1

χDi
(x)σisi(x) . . .

q∑
i=1

χDi
(x)σisi(x)

)tr
. (5)

In this case, the exact and weak dominations with respect to the gradient observation are
equivalent. The following result gives a necessary and sufficient condition for domination
with respect to the sensors.

Corollary 4.5 (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

on [0, T ] with respect to the

sensors (Di, si)1≤i≤q if and only if there exists γ > 0 such that for all σ in Rq, we have

p2∑
i=1

∫ T

0

[ ∑
m≥1

√
−λm sin(

√
−λm(T − s))

rm∑
j=1

q∑
l=1

n∑
k=1

σl⟨sl,
∂wmj

∂xk
⟩Dl

⟨ãi, wmj ⟩Ω̃i

]2
ds

≤γ

p1∑
i=1

∫ T

0

[ ∑
m≥1

√
−λm sin(

√
−λm(T − s))

rm∑
j=1

q∑
l=1

n∑
k=1

σl⟨sl,
∂wmj

∂xk
⟩Dl

⟨ai, wmj
⟩Ωi

]2
ds.
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Proof. It suffices to use Corollary 4.2 and the relation (5). 2

In order to give it another characterization, we pose the following definition: for
m ≥ 1, -The matrix Sm of order (q × rm) is defined by

Sm =

(
n∑

k=1

〈
si,

∂wmj

∂xk

〉
Di

)
ij

, 1 ≤ i ≤ q and 1 ≤ j ≤ rm.

Corollary 4.6 (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

on [0, T ] with respect to the

sensors (Di, si)1≤i≤q if and only if⋂
m≥1

ker
(
AmStr

m

)
⊂
⋂
m≥1

ker
(
ÃmStr

m

)
.

Proof. Let σ ∈ Rq, we have

σ ∈
⋂
m≥1

ker
(
AmStr

m

)
⇔ σ ∈ ker

(
AmStr

m

)
, ∀m ≥ 1 ⇔ AmStr

mσ = 0, ∀m ≥ 1

⇔
q∑

l=1

rm∑
j=1

n∑
k=1

σl⟨sl,
∂wmj

∂xk
⟩Dl

〈
ai, wmj

〉
Ωi

= 0, ∀i ∈ {1, 2, . . . , p1}, ∀m ≥ 1

⇔
rm∑
j=1

⟨C∗σ,∇wmj
⟩
(L2(Ω))n

⟨ai, wmj
⟩
Ωi

= 0, ∀i ∈ {1, 2, . . . , p1}, ∀m ≥ 1

⇔ (Amgm) (σ) = 0,∀m ≥ 1 ⇔ σ ∈ ker (Amgm) ,∀m ≥ 1 ⇔ σ ∈
⋂
m≥1

ker (Amgm) ,

this gives ⋂
m≥1

ker
(
AmStr

m

)
=
⋂
m≥1

ker (Amgm) .

By the same method, we obtain⋂
m≥1

ker
(
ÃmStr

m

)
=
⋂
m≥1

ker
(
Ãmgm

)
.

From Corollary 4.4, we get the result. 2

Corollary 4.7 (Ωi, ai)1≤i≤p1
dominates

(
Ω̃i, ãi

)
1≤i≤p2

on [0, T ] with respect to the

sensors (Di, si)1≤i≤q if and only if

rm∑
j=1

n∑
k=1

⟨sl,
∂wmj

∂xk
⟩Dl

〈
ai, wmj

〉
Ωi

= 0, ∀l ∈ {1, 2, . . . , q}, ∀i ∈ {1, 2, . . . , p1}, ∀m ≥ 1

⇒
rm∑
j=1

n∑
k=1

⟨sl,
∂wmj

∂xk
⟩Dl

〈
ãi, wmj

〉
Ω̃i

= 0, ∀l ∈ {1, 2, . . . , q}, ∀i ∈ {1, 2, . . . , p2}, ∀m ≥ 1.

Proof. It suffices to use Corollary 4.3. 2
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Corollary 4.8 If there exists m0 ≥ 1 such that rank
(
Am0

Str
m0

)
= q, then

(Ωi, ai)1≤i≤p1
dominates any zone actuators

(
Ω̃i, ãi

)
1≤i≤p2

on [0, T ] with respect to the

sensors (Di, si)1≤i≤q.

Proof. If there exists m0 ≥ 1 such that rank
(
Am0

Str
m0

)
= q, and the matrix(

Am0
Str
m0

)
is of order (p× q), then from the rank-nullity theorem, we have

rank
(
Am0S

tr
m0

)
+ dim

(
ker
(
A1

m0
Str
m0

))
= q,

then dim
(
ker
(
Am0

Str
m0

))
= 0, which is equivalent to ker

(
Am0

Str
m0

)
= {0}, then⋂

m≥1

ker
(
AmStr

m

)
= {0}.

From Corollary 4.6, the operator (Ωi, ai)1≤i≤p1
dominates any zone actuators(

Ω̃i, ãi

)
1≤i≤p2

with respect to the sensors (Di, si)1≤i≤q. 2

Corollary 4.9 If there exists m0 ≥ 1 such that

rank (Am0
) = rm0

and rank
(
Str
m0

)
= q,

then (Ωi, ai)1≤i≤p1
dominates any zone actuators

(
Ω̃i, ãi

)
1≤i≤p2

on [0, T ] with respect to

the sensors (Di, si)1≤i≤q.

Proof. We suppose that

rank
(
Str
m0

)
= q and rank (Am0

) = rm0
.

The matrix
(
Str
m0

)
is of order (rm0

× q) , then from the rank-nullity theorem, we have

rank
(
Str
m0

)
+ dim

(
ker
(
Str
m0

))
= q,

then
dim

(
ker
(
Str
m0

))
= 0,

which is equivalent to

ker
(
Str
m0

)
= {0}. (6)

Similarly, the matrix (Am0
) is of order (p× rm0

), then from the rank-nullity theorem,
we have

rank (Am0
) + dim (ker (Am0

)) = rm0
,

then
dim (ker (Am0)) = 0,

which is equivalent to

ker (Am0
) = {0}. (7)

On the other hand, if σ ∈ ker
(
Am0

Str
m0

)
, then

(
Am0

Str
m0

)
σ = 0, which gives

Am0

(
Str
m0

σ
)
= 0.
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From (6), we obtain Str
m0

σ = 0, and from (7), we obtain σ = 0. Then

ker
(
Am0

Str
m0

)
= {0}.

From Corollary 4.6, (Ωi, ai)1≤i≤p1
dominates any zone actuators

(
Ω̃i, ãi

)
1≤i≤p2

with

respect to the sensors (Di, si)1≤i≤q. 2

5 Application to the Wave Equation

We consider a hyperbolic system described by the following wave equation:
∂2y

∂t2
(x, t) = ∆y(x, t) +

p1∑
i=1

χΩi
ai(x)u

i
1(t) +

p2∑
i=1

χΩ̃i
ãi(x)u

i
2(t), Ω×]0, T [,

y(x, 0) = y0(x),
∂y

∂t
(x, 0) = y1(x), Ω,

y(ξ, t) = 0, ∂Ω×]0, T [,

(8)

where Ω ⊂ Rn is an open and bounded domain with a sufficiently regular boundary, and
we consider the system (8) augmented by the output equation

z(t) =

(
n∑

i=1

⟨s1,
∂y

∂xi
(·, t)⟩

D1

n∑
i=1

⟨s2,
∂y

∂xi
(·, t)⟩

D2

. . .
n∑

i=1

⟨sq,
∂y

∂xi
(·, t)⟩

Dq

)tr

.

There exists an orthonormal basis of eigenfunctions
(
wmj

)
m≥1
1≤j≤rm

of ∆ associated to

eigenvalues (λm)m≥1 with multiplicity rm and given by ∆wmj = λmwmj , ∀m ≥ 1 and
j = 1, 2, . . . , rm.
For Ω = ]0, 1[, the eigenfunctions of ∆ are

wm (x) =
√
2 sin (mπx) , ∀m ≥ 1,

and the simple associated eigenvalues are

λm = −m2π2, ∀m ≥ 1.

The semigroup generated by ∆ is

S(t)

(
y1
y2

)
=


∑
m≥1

(⟨y1, wm⟩Ω cos (mπt) +
1

mπ
⟨y2, wm⟩Ω sin (mπt))wm∑

m≥1

(−mπ⟨y1, wm⟩Ω sin (mπt) + ⟨y2, wm⟩Ω cos (mπt))wm

 .

If D = supp (s) ⊂]0, 1[, (q = 1 and O = R), the system is augmented with the following
output equation:

z(t) = ⟨s, ∂y
∂x

(·, t)⟩D,

and the system (8) is excited by the zone actuators (Ω1, a1) and (Ω̃1, ã1) such that
Ω1 = supp (a1) ⊂]0, 1[ and Ω̃1 = supp (ã1) ⊂]0, 1[.

Using Corollary 4.7, we deduce the following characterization.
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Proposition 5.1 (Ω1, a) dominates
(
Ω̃1, ã

)
on [0, T ] with respect to the sensors

(D, s) if and only if(
⟨s, w′

m⟩D⟨a,wm⟩Ω1
= 0, ∀m ≥ 1

)
⇒
(
⟨s, w′

m⟩D⟨ã, wm⟩Ω̃1
= 0, ∀m ≥ 1

)
.

If there exists m0 such that
〈
s, w′

m0

〉
D

̸= 0, then, from Corollary 4.9, an actuator (Ω1, a1)

dominates
(
Ω̃1, ã1

)
if

⟨a1, wm0⟩Ω1
=

∫
Ω1

a1 (x) sin (m0πx) dx ̸= 0.

Thus, for example, if a1 = wm0
, then the actuator (Ω1, a1) dominates any zone actuator(

Ω̃1, ã1

)
weakly on [0, T ] with respect to the considered sensor (D, s).

6 Conclusion

In this paper, important results and general properties related to the notion of domination
of a general class of controlled and observed hyperbolic systems with respect to gradient
observation are obtained. The role of actuators and sensors is also examined. The
obtained results are related to the choice of convenient efficient actuators. An application
to the case of a one dimension wave equation was conducted, it illustrates the notion
proposed and confirms the results obtained. Many questions remain open, namely some
cases of linear and nonlinear systems. These questions are still under consideration and
the results will appear in separate papers.
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1 Introduction

In various scenarios, information about a particular medium is often depicted as a series
of measurements taken over consecutive time intervals, commonly known as a time series.
The key disparity between the analysis of time series and situations typically examined in
classical statistics lies in the fact that measurements within a time series tend to exhibit
stochastic dependence, whereas classical statistics assumes independence among obser-
vations. One potential contributor to the intricate nature of time series is the presence of
random elements such as measurement errors, system noise, and so forth. At the highest
level of randomness, we may encounter a time series representing a sequence of outcomes
from independent random variables without any discernible structure. Conversely, the
theory of dynamical systems explores the opposite of pure randomness, where future
evolution is uniquely determined by the initial state and governing laws. However, the
behavior of a deterministic system is not necessarily straightforward. Indeed, advance-
ments in nonlinear dynamical systems reveal the existence of deterministic time series
exhibiting highly erratic behavior, resembling realizations of random processes. Such
instances are often referred to as chaotic dynamics.

The primary objective of time series analysis revolves around capturing the rela-
tionship between future observations and their preceding ones. Dating back to Yule’s
introduction of linear autoregression in 1927 to analyze sunspot data, linear models have
held sway in time series analysis for roughly fifty years. To accommodate complex behav-
iors within such a simplistic framework, the presence of external random perturbations
is necessary. In conventional models propelled by noise, for example, the AR and ARMA
models, a future observation is construed as a combination of a specific number of pre-
ceding observations and random disturbances, often Gaussian in nature, referred to as
innovations (see [1]). However, there are straightforward examples of time series such as
those related to chaotic dynamical systems. This poses new challenges: how to recognize
such time series and which methods to employ for their modeling and prediction.

In general, when discussing stationary time series, we have a concept of representing
the model Xt, where t ∈ Z, representing the observations of the dynamical system, from
which we can define a set of autocovariance as

γ(t; s) = E [(Xt − µ)(Xs − µ)] .

This autocovariance depends only on the distance between t and s, γ(t; s) = γ(t +
h; s + h) for all h ∈ Z. The idea here is to approximate an analytical function by a
weighted sum of sine or cosine functions [12], [13]. The idea is as follows: we seek a
model of the form

Xt =
∑
i

ai cos(ωit) + bi sin(ωit) + εi =
∑
i

√
a2i + b2i sin(ωi − θi) + εi, (1)

where (εi) is a sequence of independently and identically distributed random variables. If
we define ρi =

√
a2i + b2i , then ρi represents the amplitude of the ith periodic component,

indicating the weight of that component within the sum.

When considering a sample X0, X2, ...XN−1 and using frequencies ωj = 2πj
N , the
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dynamical periodogram is defined as

I(ωj) =
1

2πN

∣∣∣∣∣
k=N−1∑
k=0

Xke
ikωj

∣∣∣∣∣
2

.

It is then possible to demonstrate that
I(ωj)
N is a consistent estimator of ρj in the sense

that this estimator converges in probability as the number of observations increases.

Spectral density estimation is an important problem and there is a rich literature.
However, restrictive structural conditions have been imposed in many earlier results. For
example, Brillinger [5] assumed that all moments existed and cumulants of all orders were
summable. Reuman et al. [8] revealed a spectral analysis of stochasticity on nonlinear
population dynamics. Recently, Grytsay and Musatenko [4] gave invariant measurements
in studying the dynamics of a metabolic process for spectral analysis. Spectral analysis
is commonly used in signal processing with the aim of enhancing our understanding
of a signal by exploring its frequency domain. Spectral analysis seeks to extract the
energy spectrum of a signal. When assuming stationarity, the spectrum becomes a one-
dimensional representation of frequency and fully describes the signal’s energy content up
to the second order. Since most signals originate from random processes, spectral analysis
often relies on the domains of probability and statistics [15], [16]. A spectrum can be
estimated through a diverse range of methods that utilize information from the observed
signal and possibly a priori signal models, whether they are physical or mathematical
models. This leads to algorithmic complexity generated by a set of parameters whose
choice influences performance. The choices made, the a priori assumptions, and the
statistical performance are crucial elements for interpreting the spectrum [10].

Our work involves the analysis of time series for the system with estimation of the
spectral density. We employ a technique to construct a spectral density estimator, this is
carried out as an asymptotic study. The paper is organized as follows. Section 2 presents
the formulation of the baseline model, including some essential concepts and our problem
definition. Section 3 lists the asymptotic properties, and exhibits our results. In Section
4, we present a numerical example with simulations.

2 Baseline Model Formulation

Consider any set of observations x1, . . . , xn that can take complex values. If u =
(u1, . . . , un)

′ and v = (v1, . . . , vn)
′ are two vectors in Cn, we can define the inner product

of u and v as follows:

⟨u, v⟩ =

i=n∑
i=1

uivi. (2)

Let Fn be a dynamical system of Fourier frequencies defined as

Fn = j ∈ Z,−π < ωj =
2πj

n
≤ π = −[

n− 1

2
], . . . , [

n

2
],

where [x] denotes the floor function of x.
We define the vectors ej for j in Fn as

ej = n−1/2(eiωj , e2iωj , . . . , eniωj)′. (3)
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Proposition 2.1 The vectors ej, for j ∈ Fn, defined above form an orthonormal
basis for Cn.

Proof. We have

⟨ej , ek⟩ = n−1
r=n∑
r=1

eir(ωj−ωk)

=

{
n−1

∑r=n
r=1 e

0 = n
n = 1, if j = k;

n−1ei(ωj−ωk)( 1−ein(ωj−ωk)

1−ei(ωj−ωk) ) = 0, ifj ̸= k.

Let us further justify the case when j ̸= k. The first equality arises because we have
a geometric series with a common ratio of ei(ωj−ωk).

Furthermore, the numerator of the fraction becomes zero because, by the definition
of ωj and ωk,

ein(ωj−ωk) = ei2π(j−k) = 1

since j − k is a non-zero integer. 2

The value I(ωj) of the dynamical periodogram of the vector x = (x1, . . . , xn) at
frequency ωj =

2πj
n is given by

I(ωj) =
1

n

∣∣∣∣∣
t=n∑
t=1

xte
−itωj

∣∣∣∣∣
2

=
1

n

[(∑
t = 1t=nxt cosωjt

)2

+

(∑
t = 1t=nxt sinωjt

)2]
. (4)

The dynamical periodogram is a powerful tool for detecting a signal because if X
contains a sinusoidal component with frequency ω0, then, when we are close to this
frequency, the factors X(t) and e−iω0t are in phase and make a significant contribution
to the sum in equation (4). For other values of ω, some terms in the sum are positive,
while others are negative, thus canceling each other out in the sum, which becomes small.
In summary, we can detect the presence of a sinusoidal signal when a large value of I(.)
appears for a certain value of ω.

Proposition 2.2 If ωj is a non-zero Fourier frequency, then

I(ωj) =
∑

|K|<n

γ̂(k)e−ikωj ,

where

γ̂(k) = n−1
t=n−k∑
t=1

(xt+k −m)(xt −m)

with m being the empirical mean of xi, m = n−1
∑t=n

t=1 xt, and (.) denoting complex

conjugation. Also, γ̂(−k) = γ̂(k) when k < 0.
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We show a strong resemblance between the obtained expression for I(ωj) and the
expression of the spectral density of a stationary dynamical system given by

f(ω) =
1

2π

+∞∑
k=−∞

γ(k)e−ikω when

+∞∑
k=−∞

|γ(k)| <∞.

So, we can take
I(ωj)
2π as an estimator of f(ωj).

3 Asymptotic Properties and Main Results

In this section, we will focus on the asymptotic properties of the periodogram of a
stationary dynamical system with a mean µ and a covariance function that is absolutely
summable, i.e.,

∑+∞
k=−∞ |γ(k)| <∞. Based on the previous remark, we take the estimator

of f(ωj) as I(ωj)/(2π).
We begin by extending the dynamical periodogram to all ω ∈ [−π, π] so that it is no

longer limited to the Fourier frequencies.
For any ω ∈ [−π, π], the dynamical periodogram is defined as follows:

In(ω) =

 In(ωj) = n−1|
∑t=n

t=1 Xte
−itωj |2

if −π
n < ω ≤ π

nand ω ∈ [0, π];
In(−ω) if ω ∈ [−π, 0].

For every ω ∈ [0, π], let us denote g(n, ω) as the multiple of 2π
n closest to ω. For every

ω ∈ [−π, 0], we define g(n, ω) = g(n,−ω). Thus

In(ω) = In(g(n, ω)).

Proposition 3.1 Let (Xt)t ∈ Z be a second-order stationary dynamical system with

a mean µ and an absolutely summable autocovariance function γ(.)

( ∞∑
k=−∞

|γ(k)| <∞

)
,

then

when n→ ∞ :

{
(E(In(0))− nµ2) −→ 2πf(0),
E(In(ω)) −→ 2πf(ω) if ω ̸= 0

with
In(0) = n|X|2 and I(ωj) =

∑
|K|<n

γ̂(k)e−ikωj if ωj ̸= 0.

Remark 3.1 If µ = 0, then E(In(ω)) converges uniformly to 2πf(ω) for all ω ∈
[−π, π].

Proof.

E(In(0)) = nE(|X|2) = n[V ar(X) + (E(X))2] = nV ar(X) + nµ2.

So

E(In(0))− nµ2 = nV ar(X).
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On the other hand,

nV ar(X) =
1

n

i=n∑
i=1

j=n∑
j=1

cov(Xi, Xj) =
∑
|h|<n

(1− |h|
n
)γ(h)

if
∑∞

k=−∞ |γ(k)| < ∞. According to the dominated convergence theorem (Theorem
3.3.1) from [6], we have

lim
n→∞

nV ar(X) = lim
n→∞

∑
|h|<n

(1− |h|
n
)γ(h) =

∞∑
h=−∞

γ(h) = 2πf(0),

E(In(ω)) =
∑
|k|<n

1

n

n−|k|∑
t=1

E
[
(Xt − µ)(Xt+|k| − µ)

]
e−ikg(n,ω) =

∑
|k|<n

(
1−|k|

n

)
γ(k)e−ikg(n,ω).

Since
∑

k∈Z |γ(k)| <∞ and according to the dominated convergence theorem (Theorem
3.3.1) from [6],

∑
|k|<n

(
1− |k|

n

)
γ(k)e−ikg(n,λ) → 2πf(λ).

On the other hand, we have g(n, ω) → ω. So

E(In(ω)) → 2πf(ω).

2

Theorem 3.1 Let {Xt} be a time series process defined by

Xt =

+∞∑
k=−∞

ψkεt−k,

where εt is a strong white noise IID(0, σ2) with E(ε2t ) < ∞. We assume that
+∞∑

j=−∞
|ψj ||j|

1
2 and ψ(e−iλ) =

+∞∑
k=−∞

ψke
−ikλ ̸= 0. We know that

fX(ω) =
σ2

2π
|ψ(e−iω)|2.

1. For fixed frequencies 0 < λ1 < . . . λm < π as n → +∞, the random vector
(In,X(λ1)/fX(λ1), ..., In,X(λm)/fX(λm))′ converges by law to a vector of indepen-
dent random variables with the same exponential distribution with a mean of 1.

2. We have

V ar(In,X(ωj)) =


2f2X(ωj) +O(n− 1

2 )
if ωj = 0 or π;

f2X(ωj) +O(n− 1
2 )

if 0 < ωj < π
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and Cov(In,X(ωj), In,X(ωk)) = O(n−1) if ωj ̸= ωk.

Thus, we show the previous Theorem 3.1 by using the following intermediate lemmas.

Lemma 3.1 Let {εt}{t∈Z} be an i.i.d. white noise process with a zero mean and

finite variance σ2 < ∞. Its spectral distribution has a density function of fε(ω) = σ2

2π
and let In be the dynamical periodogram of {εt}.

1. Suppose 0 < λ1 < λ2 < . . . λm < π are fixed frequencies. Then, as n → +∞,
the random vector (In(λ1), In(λ2), . . . , In(λm))′ converges by law to a vector of

independent random variables same as a mean of σ2

2π ;

2. If E(ε4t ) = ησ4 <∞ and 0 ≤ ωj =
2πj
n ≤ π are the Fourier frequencies, then

V ar(In(ωj)) =


2f2ε (ωj) + κ4

4π2n
if ωj = 0 or π;

fε2(ωj) + κ4

4π2n
if 0 < ωj < π

=


σ4

2π2 + κ4

4π2n
if ωj = 0 or π;

σ4

4π2 + κ4

4π2n
if 0 < ωj < π

and Cov(In(ωj), In(ωk)) = κ4

4π2n if ωj ̸= ωk, where κ4 is the fourth-order
cumulant of the variable εt defined as κ4 = E{ε4t} − 3(E{ε2t})2;

3. Let us assume that the random variables εt are Gaussian. In this case, κ4 = 0 and

for all n, the random variables In(ωk)/fε(ω), k ∈ {1, ...⌊ (n−1)
2 ⌋} are independent

and identically distributed according to an exponential distribution with a mean of 1.

Proof.

1. Let us note {
αn(ωj) =

√
2πn

∑n
t=1 εtcos(ωjt),

βn(ωj) =
√
2πn

∑n
t=1 εtsin(ωjt)

(5)

are the real and imaginary parts of the discrete Fourier transform of εt at the
frequency points ωj =

2πj
n . For an arbitrary frequency ω, we have

In(ωj) =
1

2
(αZ

n (g(n, ωj))
2 + βZ

n (g(n, ωj))
2)2.

Recall that if a sequence of random vectors Yn converges by law to a random
variable Y and ϕ is a continuous function, then ϕ(Yn) converges by law to ϕ(Y ).
It is sufficient to show that the random vector

(αn(ω1), βn(ω1), . . . , αn(ωm), βn(ωm)) (6)

converges by law to a normal distribution with a zero mean and an asymptotic

covariance matrix (σ
2

4π )I2m, where I2m is the identity matrix (2m × 2m). We will
first focus on the case m = 1. The proof follows from the following corollary.
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Corollary 3.1 Let Un,t, where t = 1, . . . , n and n = 1, 2, . . . , be a triangular se-
quence of centered random variables with finite variances. For all n, the dynam-
ics variables {Un,1, . . . , Un,n} are independent. We define Yn =

∑n
t=1 Un,t and

ϑ2n =
∑n

t=1 var(Un,t). Then, if for every ϵ > 0,

lim
n→+∞

n∑
t=1

1

ϑ2n
E
[
U2
n,tI(|Un,t| > ϵϑn)

]
= 0,

we have
Yn/ϑn −→d N (0, 1).

Let u and v be arbitrary fixed real numbers, and ωj ∈ (0, π). Consider the variable
Yn = uαn(g(n, ωj)) + vβn(g(n, ωj)), which can also be written as

Yn =

n∑
t=1

Un,t,where Un,t =
1√
2πn

(u cos(g(n, ωj)t) + v sin(g(n, ωj)t))εt.

Note that, for a fixed n, the random variables {Un,t} are independent. Furthermore,
for all ωj ̸= 0, it is easy to verify that

n∑
t=1

cos2(g(n, ωj)t) =

n∑
t=1

sin2(g(n, ωj)t) =
n

2

and
n∑

t=1

cos(g(n, ωj)t) sin(g(n, ωj)t) = 0.

As a result, we can write

ϑ2n =

n∑
t=1

var(Un,t)

=
1

2πn

n∑
t=1

[
u2 cos2(g(n, ωj)t) + v2 sin2(g(n, ωj)t)

+ 2uv cos(g(n, ωj)t) sin(g(n, ωj)t)
]

=
(u2 + v2)

4π
= ϑ21.

Hence, by setting c0 = (|u|+ |v|)/2πϑ1 and ϵ′ = ϵ
√
2πϑ1/(|u|+ |v|) , we have

n∑
t=1

1

ϑ2n
E
[
U2
n,tI(|Un,t| ⩾ ϵϑn)

]
≤ c0

n

n∑
t=1

E
[
ε2t I(|εt| ⩾ ϵ′

√
n)
]
= c0E

[
ε2t I(|εt| ⩾ ϵ′

√
n)
]
.

The last term tends to 0 as we have E
[
ε21I(|ε1| ⩾ ϵ′

√
n)
]
≤ E

[
|ε1|3

]
/ϵ′

√
n) and

E
[
|ε1|3

]
<∞ since E

[
|ε1|4

]
<∞.

The proof can be easily extended to a set of frequencies ω1 . . . ωm using the Cramer-
Wold method as we recall the following. Let {Vn}n⩾0 be a sequence of real random
vectors of dimension m. Vn −→d W if and only if, for any sequence {ω1 . . . ωm} ∈
Rm, the random variable Yn = ω1Vn,1 + · · ·+ ωmVn,m −→d ω1W1 + · · ·+ ωmWm.
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2. By definition of In(ωj), we have, at the first order,

E [In(ωj)] =
1

2πn

n∑
s,t=1

E [εsεt] e
iωj(t−s) =

σ2

2π
. (7)

At the second order, we have

E
[
In(ωj)I

Z
n (ωk)

]
=

1

(2πn)2
×

n∑
s,t,u,v=1

E [εsεtεuεv] e
i(ωj(t−s)+ωk(v−u)). (8)

Using the fact that the random variables εt are independent, centered, have the
same variance σ2 and finite fourth moments, and setting E[ε41] = κ4 + 3σ4, we
obtain

E [εsεtεuεv] = κ4δs,t,u,v + σ4(δs,tδu,v + δs,uδt,v + δs,vδt,u). (9)

Plugging this expression into 8, we get

E [In(ωj)In(ωk)] =
κ4

(4π2n)
+

σ4

(4π2n2)
×

n2 + ∣∣∣∣∣
n∑

t=1

ei(ωj+ωk)t

∣∣∣∣∣
2

+

∣∣∣∣∣
n∑

t=1

ei(ωk−ωj)t

∣∣∣∣∣
2


and therefore

cov [In(ωj), In(ωk)] = E [In(ωj)In(ωk)]− E [In(ωj)]E [In(ωk)]

=
κ4

(4π2n)
+

σ4

(4π2n2)
×

∣∣∣∣∣
n∑

t=1

ei(ωj+ωk)t

∣∣∣∣∣
2

+

∣∣∣∣∣
n∑

t=1

ei(ωk−ωj)t

∣∣∣∣∣
2
 .

This allows us to conclude.

3. When {εt} is a centered Gaussian variable, the vector

Qn = [αn(ω1) βn(ω1) . . . αn(ωñ)βn(ωñ)] .

It is sufficient to calculate the mean vector and its covariance matrix. It is easy to
verify that the mean vector is zero, and that for 0 < ωk ̸= ωj < π, we have

E
[
(αn(ωk))

2
]
= E

[
(βn(ωk))

2
]
=

1

4π
, E [αn(ωk)βn(ωk)] = 0,

E [αn(ωk)αn(ωj)] = E
[
βn(ωk)β

Z
n (ωj)

]
= 0, E [αn(ωk)βn(ωj)] = 0.

The covariance matrix is thus σ2Iñ
4π , where Iñ is the identity matrix of size ñ.

Consequently, the components of Qn are independent. Recall that

In(ωj) = (αn(ωj))
2 + (βn(ωj))

2.

From the independence of the components of Qn, we deduce that the random

variables In(ωj) are themselves independent, and that
4πIn(ωj)

σ2 is the sum of the
squares of two independent, centered, identically distributed Gaussian variables,
each with a variance of 1, whose probability distribution is the law of χ2 distribution
with two degrees of freedom. This concludes the proof. 2
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The following lemma shows that there is a similar relationship to the previous one that
relates the dynamical periodogram In,X(ω) of the time series process {Xt} and the dy-
namical periodogram In,ε(ω) of the strong white noise {εt}.

Lemma 3.2 Let {Xt} be a strong time series process, Xt =

+∞∑
k=−∞

ψkεt−k. Suppose

+∞∑
j=−∞

|ψj ||j|
1
2 <∞ and E{ε4t} <∞. Then we have

In,X(ωk) = |ψ(e−iωk)|2In,ε(ωk) +Rn(ωk),

where Rn(ωk) satisfies

max
k∈{1,...⌊ (n−1)

2 ⌋}
E{|Rn(ωk)|2} = O(

1

n
) (10)

and ωk = 2πk
n , where k ∈ {1, ...⌊ (n−1)

2 ⌋} are the Fourier frequencies.

Proof. Let us denote dXn (ωk) and dZn (ωk) as the dynamical system of the discrete
Fourier transforms of the sequences {X1, ..., Xn} and {Z1, ..., Zn} at the frequency point
2πk
n with k ∈ {1, ..., [ (n−1)

2 ]}. We can write successively:

dXn (ωk) =
1

2πn

n∑
t=1

Xte
−iωkt

=
1

2πn

+∞∑
j=−∞

ψje
−iωkj

(
n∑

t=1

Zt−je
−iωk(t−j)

)

=
1

2πn

+∞∑
j=−∞

ψje
−iωkj

 n−j∑
t=1−j

Zte
−iωkt


=

1

2πn

+∞∑
j=−∞

ψje
−iωkj

(
n∑

t=1

Zte
−iωkt + Un,j(ωk)

)
= ψ(e−iωk)dZn (ωk) + Yn(ωk).

Here, we have defined

Un,j(ωk) =

n−j∑
t=1−j

Zte
−iωkt −

n∑
t=1

Zte
−iωkt (11)

and

Yn(ωk) =
1√
2πn

+∞∑
j=−∞

ψje
−iωkjUn,j(ωk). (12)

We observe that, for |j| < n, Un,j(ωk) is a sum of 2|j| independent centered variables with
variance σ2, while for |j| ≥ n, Un,j(ωk) is a sum of 2n independent centered variables
with variance σ2. Therefore, using (11), we have

E
[
|Un,j(ωk)|2

]
≤ 2σ2 min(|j|, n) (13)
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and
E
[
|Un,j(ωk)|4

]
≤ CRσ

4(min(|j|, n))2, (14)

where CR < ∞ is a constant. To establish (14), we only need to set E
[
Z4
t

]
= ησ4 and

use the inequality (15) for p = 4:

E

[
|

n∑
k=1

Xk|p
]
≤ C(p)

( n∑
k=1

E[X2
k ]

) p
2

+
n∑

k=1

E[|Xk|p]

 . (15)

Now, use (14) to bound E
[
|Yn(ωk)|4

]
. By adapting the notation ∥X∥p = (E[|X|p])

1
p

(for p > 0), we get, following the triangular inequality (Minkovski inequality) ∥X+Y ∥p ≤
∥X∥p + ∥Y ∥p,

sup
k∈{1,...,[ (n−1)

2 ]}
∥Yn(ωk)∥4 ≤ sup

k∈{1,...,[ (n−1)
2 ]}

1√
2πn

+∞∑
j=−∞

|ψj |∥U(n,j)(ωk)∥4.

From (14), ∥U(n,j)(ωk)∥4 ≤ Cσmin(|j|, n) 1
2 . Therefore

sup
k∈{1,...,[ (n−1)

2 ]}
∥Yn(ωk)∥4 ≤ Cσ(

1√
2πn

)

+∞∑
j=−∞

|ψj |min(|j|, n) 1
2 .

Now we can write
+∞∑

j=−∞
|ψj |min(|j|, n) 1

2 ≤
+∞∑

j=−∞
|ψj ||j|

1
2 .

Therefore, ∥Yn(ωk)∥4 is of the same order as O(n
−1
2 ).

We can now expressRn(ωk) = IXn (ωk)−|ψ(e−iωk)|2IZn (ωk) in terms of Yn(ωk) = dXn (ωk)−
ψ(e−iωk)dZn (ωk). It follows that

Rn(ωk) = |ψ(e−iωk)dZn (ωk) + Yn(ωk)|2 − |ψ(e−iωk)|2IZn (ωk)

= ψ(e−iωk)dZn (ωk)Yn(−ωk) + ψ(e−iωk)dZn (−ωk)Yn(ωk) + |Yn(ωk)|2.

According to Holder’s inequality, ∥XY ∥r ≤ ∥X∥p∥Y ∥q if 1
p + 1

q = 1
r . Taking p = q = 4

and r = 2, we get

(E
[
|Rn(ωk)|2

]
)

1
2 = ∥Rn(ωk)∥2 ≤ 2

∑
j

|ψj |∥dZn (ωk)∥4∥Yn(ωk)∥4 + ∥Yn(ωk)∥4.

According to Lemma 3.1, ∥dZn (ωk)∥4 is of the order of σ√
2π

. Therefore, ∥Rn(ωk)∥2 is of

the order of 1√
n
and E[|Rn(ωk)|2] = ∥Rn(ωk)∥22 is of the order of 1

n .

This completes the proof of Theorem 3.1. 2

4 Applications

4.1 Numerical example

Let Xt be an AR(p) process defined by the equation

Xt + ϕ1Xt−1 + ϕ2Xt−2 + · · ·+ ϕpXt−p = εt. (16)
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This equation can be written in the following form. Let Xt be an AR(p) process defined
by the equation

p∑
k=0

ϕkXt−k = εt with ϕ0 = 1. (17)

By multiplying equation (17) by Xt−1, we get

p∑
k=0

ϕkE {Xt−kXt−l} = E {εtXt−l} , a0 = 1. (18)

We can easily identify the terms of autocorrelation and cross-correlation in the Yule-
Walker equation:

N∑
k=0

ϕkρxx[l − k] = ρεx[l] with ϕ0 = 1. (19)

The next step is to calculate the identified cross-correlation term ρεx(l) and relate it to
the autocorrelation term ρxx(l − k).
The term Xt−l can also be obtained from equation (16):

Xt−l = −
p∑

k=1

ϕkXt−k−l + εt−l. (20)

Note that the data and the noise are uncorrelated, so (Xt−lwt = 0). Also, the auto-
correlation of the noise is zero at all lags, except for lag 0, where its value is equal to
σ2 (recall the flat power spectral density of white noise and its autocorrelation). These
two properties are used in the following steps. We restrict the lags only to non-negative
values and zero,

ρεX(l) = E {εtXt−l}

= E

{
εt

(
−

N∑
k=1

ϕkXt−k−l + εt−l

)}

= E

{
−

N∑
k=1

ϕkXt−k−lεt + εt−lεt

}
= E {0 + εt−lεt}
= E {εt−lεt}

=

{
0 , l > 0

σ2 , l = 0.

(21)

By substituting equation (21) into equation (19), we obtain

N∑
k=0

ϕkρxx[l − k] =

{
0, l > 0,

σ2, l = 0,
a0 = 1. (22)

Here, there are two cases to solve, when (l > 0) and when (l = 0). For the case when
l > 0, equation (22) becomes

N∑
k=1

ϕkρxx[l − k] = −ρxx[l]. (23)
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Equation (23) can be written in the matrix form
ρxx(0) ... ρxx(2− P ) ρxx(1− P )
ρxx(1) ... ρxx(3− P ) ρxx(2− P )

...
. . .

...
...

ρxx(P − 1) . . . ρxx(1) ρxx(0)




ϕ1
ϕ2
...
ϕP

 = −


ρxx(1)
ρxx(2)

...
ρxx(P )

 . (24)

This is the Yule-Walker system, which consists of a set of P equations and P unknown
parameters. Represent equation (24) in a compact format

ϱ̄ϕ̄ = −ρ̄. (25)

The solutions ā can be obtained by

ϕ̄ = −ϱ̄−1ρ̄. (26)

Once we solve for ϕ̄, which corresponds to the model parameters ϕk, the noise variance σ
2

is obtained by applying the estimated ϕk in equation (22) with l = 0. Matlab’s ”aryule”
efficiently solves the Yule-Walker system using the Levinson Algorithm.

4.2 Simulation

We will generate an AR(3) process and assume that we know nothing about the model
parameters (see Figure 1).

Figure 1: Simulated data for an AR(3) process.

We will take this as an input to the Yule-Walker system and check if it can correctly
estimate the model parameters.

Xt = −Xt−1 − 0.8Xt−2 − 0.4Xt−3 + εt.

Generation of data from the AR(3) process is given above.

To execute the simulation and determine which model order fits best, one should
follow the steps below.
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Step 1. Plot the dynamical periodogram (Power Spectral Density - PSD) of the simu-
lated data for reference (see Figure 2).

Step 2. Estimate the PSD for three different model orders (e.g., AR(2), AR(3), AR(4)).

Step 3. Compare the estimated PSD for each model order to the reference dynamical
periodogram to see which model order best fits the data.

Figure 2: Dynamical periodogram (estimator of the Power Spectral Density ”PSD”).

The order (P ) The estimated parameters (ϕk) The prediction error
2 [1 0.83 0.43 ] 1.010
3 [1 0.81 0.39 -0.037] 1.009
4 [1 0.81 0.39 -0.045 -0.009] 1.009

Table 1: The estimated model parameters and the prediction errors.

The estimated model parameters and the noise variances calculated by the Yule-
Walker system are provided in Table 1.

It can be established that the estimated parameters are nearly identical to what is
expected. See how the error decreases as the model order ’p’ increases. The optimal
model order in this case is P = 3 since the error did not change significantly when
increasing the order, and also, the model parameter ϕ4 of the AR(4) process is not
significantly different from zero.

5 Conclusion

In this paper, the estimation of spectral density provides useful insights into the analysis
of time series data. The study emphasizes the importance of understanding the frequency
domain of time series by applying techniques of spectral analysis, providing a unique
point of view that complements traditional descriptive methods. Incorporating weighted
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windows, and addressing bias and variance, highlights the possibility for improvements
in estimation accuracy. Additionally, one of the most notable achievements of spectral
analysis for time series data is its ability to reveal hidden frequencies, allowing for the
detection of underlying patterns and behaviors that may not be readily identifiable in
the time domain.

It is important to add spectral analysis to the tools for studying time series data, the
spectral analysis provides a ”frequency” perspective on time series data, the dynamical
periodogram is a more sophisticated estimator of the spectrum compared to the autocor-
relation function, and the dynamical periodogram is a simple method for estimating the
spectral density. This estimator has drawbacks (bias, variance) that can be problematic
depending on its use. It is possible to improve this estimator by multiplying it by a
weighting window to reduce bias and variance. One of the successes of spectral analysis
for time series data is the detection of hidden frequencies.

Our research of spectral density estimation expands our toolbox for analyzing time
series data and opens the door to fresh perspectives and potential applications in a variety
of disciplines, including signal processing, finance, and economics. The study highlights
the usefulness of spectrum analysis in revealing hidden dynamics in time series, making
it a potent tool for researchers and analysts in the field.
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Abstract: Photovoltaic (PV) systems face challenges in maximizing their output
potential due to non-uniform sunlight distribution and unpredictable weather con-
ditions, known as partial shading. To address these challenges, hybrid control algo-
rithms have emerged as a promising solution. This paper presents a novel hybrid algo-
rithm called HGW-PSO, which combines the strengths of Particle Swarm Optimiza-
tion (PSO) and Grey Wolf Optimization (GWO). The hybrid approach utilizes the
exploration capabilities of GWO and the convergence capabilities of PSO to achieve
faster convergence, reduced oscillations, and improved implementation efficiency. The
performance of the proposed HGW-PSO algorithm was evaluated under various sce-
narios of uniform and non-uniform shading. The results showed that HGW-PSO
outperformed PSO, GWO, and Peafowl Optimization Algorithm (POA) in terms of
tracking accuracy and convergence speed. Specifically, HGW-PSO achieved an aver-
age efficiency of 99.96% and a convergence time of less than 40 milliseconds, compared
to 99.51% for GWO, 99.28% for POA, and 99.11% for PSO. These results demon-
strate the effectiveness of the HGW-PSO algorithm in maximizing power tracking
outcomes under challenging shading conditions.
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1 Introduction

In the last decade, the world has seen an increase in demand for energy due to the rapid
growth of industrial technology and urbanization, which in turn increases the use of fossil
fuels and traditional sources of energy [1], [2]. Therefore, it became essential to search
for new clean energy sources to replace traditional ones and reduce their serious negative
effects on the environment. Photovoltaic (PV) energy, in particular, has become the
most attractive among all renewable energy sources.

The performance of PV panels is mainly impacted by several factors such as solar ir-
radiation, temperature, and load values [3]. Moreover, in large-scale PV systems installed
in urban areas, the PV system commonly faces a major problem known as partial shading
(PS), which occurs when the PV array receives non-uniform irradiance levels [4]. Solar
radiation is distributed unequally on the PV array because of obstacles in the surrounding
installation sector such as clouds, trees, and buildings. The power-voltage characteristics
of a photovoltaic array under partially shaded conditions (PSCs) are highly nonlinear,
exhibiting multiple local peaks and a global peak denoted as GMPP [5], [6].

The maximum power is harvested from the photovoltaic panel only when the global
peak is tracked. Therefore, a maximum power point tracking (MPPT) controller with
proper technique becomes an essential component in any PV system to locate and track
the specific maximum power point (MPP) regardless of the operating conditions of the
PV system [7]. MPPT’s main function is to control the duty cycle of the boost converter
with the help of meta-heuristic algorithms to match the output power of the PV array
to the load, guaranteeing power optimization and improving system efficiency.

Among all the MPPT techniques existing in the literature, Artificial Intelligence tech-
niques (AI) including Artificial Fuzzy Logic (FL) [8], Ant Colony Optimization (ACO) [9],
and Whale Optimization Algorithm (WOA) [10] are the most popular and widely used
because of their accuracy and capabilities in dealing with MPP tracking, especially un-
der PSC. Despite the merits of these MPPT techniques, they still have some demerits
in relation to each other. Furthermore, no technique can assure the best result in all
terms and under all circumstances [11]. Hence, hybrid algorithms have been presented
in research papers to overcome the drawbacks of the original algorithms and merge their
strength features.

In this paper, a new intelligent hybrid algorithm is proposed as an MPPT technique.
The exploration potential of the GWO algorithm is combined with the exploitation po-
tential of the PSO algorithm to develop the suggested Hybrid Grey Wolf-Particle Swarm
Optimization (HGW-PSO) algorithm. The performance of the proposed HGW-PSO
was evaluated under various weather conditions, including the Standard Test Conditions
(STC), uniform fast-varying irradiance conditions as well as three different non-uniform
(partial shading) scenarios.

A comprehensive comparison was conducted between HGW-PSO and three of the
most commonly used MPPT techniques including GWO [12], Peafowl Optimization Al-
gorithm (POA) [13], and PSO [14]. By testing the system under different scenarios, the
study aimed to assess its ability to effectively track the maximum power output in dy-
namic and challenging conditions and to achieve a balance between response time, energy
efficiency, and stability.



146 N. DOUIFI, A. ABBADI, F. HAMIDIA, N. RAI AND A. TLEMÇANI

2 Proposed MPPT Algorithm

2.1 PSO

Particle Swarm Optimization algorithm is one of the most used and well-known
population-based optimization techniques. It was first developed in 1995 by Kennedy [15],
inspired by the intelligent swarm behaviour of birds. Initially, in the PSO technique, par-
ticles are distributed randomly in the search area with a unique position xi and velocity
vi.

During the search process for the optimum solution, a particle’s position is updated
based on the best solution found by the particle in the neighbourhood Pbesti and the
global best solution suggested by the whole population Gbest. Accordingly, the position
of the particle xi is modified by using the relations [16]

xk+1
i = xk

i + vk+1
i , (1)

vk+1
i = ωvki + c1r1(Pbesti − xk

i ) + c2r2(Gbest − xk
i ), (2)

where ω is the inertia weight, c1, c2 are the acceleration coefficients, r1, r2 denote the
random values within the interval [0, 1] and k is the current iteration number.

2.2 GWO

Grey Wolf Optimizion (GWO) is a bio-inspired meta-heuristic algorithm introduced by
Mirjalili et al. [17] in 2014, based on the hunting behavior and hierarchical structure
of grey wolves. Wolves are categorized into alpha (α), beta (β), delta (δ), and omega
(ω). In GWO, α represents the best solution, followed by β and δ. The hunting process
updates wolves’ positions through encircling, hunting, and attacking prey [18].

The encircling behaviour of grey wolves is mathematically modelled as follows [19]:

D⃗ = |C⃗.X⃗k
P − X⃗k|, (3)

X⃗k+1 = X⃗k
P − A⃗.D⃗, (4)

D⃗, A⃗ and C⃗ are the coefficient vectors, while k is the current iteration. X⃗ and X⃗P

denote the position vector of the search agent and the optimum solution (prey position),

respectively. The vectors A⃗ and C⃗ are calculated as

A⃗ = 2.⃗a.r⃗1 − a⃗, (5)

C⃗ = 2.r⃗2, (6)

r1, and r2 are the random vectors in the range [0,1]. The value a linearly decreases from
2 to 0 over the iterations.

In Grey Wolf Optimization, Alpha leads the hunt, assuming the best solution (prey
location), with Beta and Delta as the next best. Other wolves, including Omega, update
their positions to follow the best candidate. The search agent’s position is updated using
the formulas [20]

D⃗α = |C⃗1.X⃗
k
α − X⃗k|, D⃗β = |C⃗2.X⃗

k
β − X⃗k|, D⃗δ = |C⃗3.X⃗

k
δ − X⃗k|, (7)

X⃗1 = X⃗α − A⃗1.D⃗α, X⃗2 = X⃗β − A⃗2.D⃗β , X⃗3 = X⃗δ − A⃗3.D⃗δ, (8)

X⃗k+1 = (
X⃗1 + X⃗2 + X⃗3

3
). (9)
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2.3 HGW-PSO

This algorithm was developed by Narinder Singh et al. [21] in 2017. The main hybridiza-
tion principle of the HGW-PSO algorithm is to merge the exploration ability of GWO
with the exploitation ability of the PSO algorithm. In other words, the PSO algorithm
mechanism is used to replace the updating function of GWO represented in (9). This
hybridization is done to obtain the advantages and strengths of the individual algorithms
and reduce their limitations. In the suggested HGW-PSO algorithm, the effect of delta
wolves δ is eliminated to enhance its convergence time and efficiency. Pbesti and Gbest

in the velocity equation of the PSO algorithm are replaced with the Alpha solution X1

and the agent’s updated position is calculated using (9). In the HGW-PSO algorithm,
the position of search agents is then updated using the mathematical expressions

vk+1
i = ωvki + c1r1(X1 − xk

i ) + c2r2(X − xk
i ), (10)

xk+1
i = xk

i + vk+1
i . (11)

To apply the proposed HGW-PSO algorithm for MPPT in a PV system, each grey wolf
position is set as the duty cycle (Dc) of the boost converter and (11) is modified as
presented in the equations

D⃗α = |C⃗1.D⃗
k
cα − D⃗k

c |, D⃗β = |C⃗2.D⃗
k
cβ

− D⃗k
c |, (12)

D⃗c1 = D⃗cα − A⃗1.D⃗α, D⃗c2 = D⃗cβ − A⃗2.D⃗β , (13)

Dk+1
c =

Dc1 +Dc2

2
, (14)

∆Dk+1
ci = ω.∆Dk

ci + c1r1(Dc1 −Dk
ci) + c2r2(Dc −Dk

ci), (15)

Dk+1
ci = Dk

ci +∆Dk+1
ci . (16)

3 Simulation Results and Analysis

To verify the abilities of the proposed MPPT HGW-PSO algorithm, a PV system illus-
trated in the block diagram shown in Figure 1a is modelled and simulated with MATLAB-
Simulink. The PV array used as a PV source in the aforementioned system consists of
three series-connected sub-arrays with a total power of 100.37 kW in standard test con-
ditions (STC). The first and second-row sub-arrays contain 2*66 sub-modules, and the
third-row sub-array consists of 1*66 sub-modules.

The suggested MPPT algorithm is tested for various scenarios of uniform (fast varying
irradiance) and non-uniform shading (PSC) to validate its capabilities in tracking GMPP.
The simulated operating conditions are summarized in Table 1, and their corresponding
PV characteristic curves are shown in Figure 1b. The performance of the HGW-PSO is
also compared to the performance of the GWO, PSO, and POA algorithms to prove its
efficacy.

Figures 2 and 3 show the output power performance of the tested MPPT algorithms
under the studied scenarios of shading and fast varying irradiance. For a fair comparison,
all the obtained results are summarized in Table 2.
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Figure 1: a. Block diagram of the simulated PV system.-b. PV characteristic curves of the
studied PSC scenarios.

Case PV1 (KW/m2) PV2 (KW/m2) PV3 (KW/m2) PMPP (kW)

1 1, 0.3, 0.8, 0.5, 1 1, 0.3, 0.8, 0.5, 1 1, 0.3, 0.8, 0.5, 1 100.37, 29.418, 80.16, 49.704

2 0.6 0.25 0.6 26.016

3 0.5 0.9 0.7 53.85

4 0.8 0.6 0.25 50.29

Table 1: Irradiance levels for Cases 1 to 4.

Figure 2: Output power performance of MPPT GWO, POA, PSO and HGW-PSO for uniform
fast varying irradiance (Case 1).

3.1 Uniform irradiance

3.1.1 Case 1

This case study involves uniform irradiance levels that undergo an abrupt change from
1 KW/m2 to 0.3 KW/m2, as detailed in Table 1. In response to the rapid changes in
irradiance, all techniques exhibit rapid changes in output power. This can be observed
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from Figure 2 and Table 2. While all techniques achieve stable output, the suggested
technique stands out by attaining a steady output power with minimal oscillation and
the highest efficiency of 99.96%. The POA technique follows closely with an efficiency
of 99.88%, followed by PSO with 99.65% and GWO with 99.40%. Furthermore, the
proposed HGW-PS technique exhibits desirable tracking speeds of around 30 ms in the
fast-varying irradiance condition.

Figure 3: Output power performance of MPPT GWO, POA, PSO and HGW-PSO for partial
shading Cases 2,3 and 4.

3.2 Non uniform irradiance

3.2.1 Case 2

In this scenario, as illustrated in Figure 1b, the PV curve depicts the response of the
photovoltaic system under partial shading conditions. The shading induces two closely
spaced operating points on the curve: LMPP at 23.542 kW and GMPP at 26.016 kW.
The proposed technique effectively avoids the local peak and stabilises at the GMPP in
under 35 ms, outperforming other techniques. The HGW-PSO algorithm achieves the
highest efficiency of 99.98%, followed by GWO with 99.55%, POA with 99.36%, and PSO
with 99.13%.

3.2.2 Case 3

Under this scenario of partial shading conditions, the three PV sub-arrays receive dif-
ferent irradiance levels, resulting in a characteristic curve with three multiple peaks,
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including two closely spaced LMPPs and one global peak at 50.87 kW. The proposed
HGW-PSO algorithm demonstrates robustness against local peaks and efficiently reaches
the GMPP with minimal power loss. HGW-PSO achieves the highest efficiency of 99.96%,
outperforming GWO, POA, and PSO, which achieve efficiencies of 99.61%, 99.02%, and
98.40%, respectively. These results highlight the superior power output, faster conver-
gence, and superior tracking capabilities of the suggested algorithm under partial shading
conditions.

3.2.3 Case 4

To enhance the comprehensiveness of the comparative study, an additional partial shad-
ing case is included in Figure 1b, along with its corresponding PV curve. The maximum
output power achieved by HGW-PSO, GWO, POA, and PSO is 50.26 kW, 50.02 kW,
49.72 kW, and 49.92 kW, respectively. Particularly, HGW-PSO achieves the highest ef-
ficiency of 99.94% among the considered techniques. In contrast, GWO, POA, and PSO
achieve lower efficiencies of less than 99.46%. Moreover, HGW-PSO reaches the GMPP
faster, within 25 ms.

Technique Case MPP tracked (kW) Tc (s) Efficiency(%)

GWO

1 100.15,28.90,79.97,49.40,100.15 0.284 99.40 (avg)
2 25.90 0.275 99.55
3 53.66 0.30 99.61
4 50.02 0.272 99.46

POA

1 100.19,29.415,80.03,49.68,100.19 0.28 99.88 (avg)
2 25.85 0.285 99.36
3 53.34 0.29 99.02
4 49.72 0.276 98.87

PSO

1 99.87,29.405,79.78,49.57,99.87 0.285 99.65 (avg)
2 25.79 0.285 99.13
3 53.01 0.282 98.40
4 49.92 0.275 99.26

HGW-PSO

1 100.36,29.37,80.16,49.70,100.36 0.285 99.96 (avg)
2 26.01 0.262 99.98
3 53.85 0.286 99.96
4 50.26 0.265 99.94

Table 2: Comparative analysis of MPPT GWO, POA, PSO and HGW-PSO.

When analyzing the results presented in Table 2, it becomes apparent that the pro-
posed MPPT HGW-PSO algorithm exhibits a remarkable performance compared to the
other tested algorithms, particularly in terms of MPP tracking efficiency and convergence
time. Across all examined cases, HGW-PSO consistently achieves the highest efficiency,
boasting an average efficiency of 99.96%. This surpasses the performance of GWO, POA,
and PSO, which achieve average efficiencies of 99.40%, 99.88%, and 99.65%, respectively.
Moreover, HGW-PSO demonstrates quicker convergence times across most cases, further
underlining its effectiveness in optimizing power generation within photovoltaic systems
across a spectrum of operating conditions.
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4 Conclusion

In conclusion, this paper introduces and investigates a novel HGW-PSO MPPT-based
algorithm designed to optimize power harvesting within the proposed PV system across
various operating conditions. A 100 kW PV system was meticulously modeled and sim-
ulated using MATLAB-Simulink software to assess the performance of the HGW-PSO
algorithm under various shading scenarios, including uniform and partial shading con-
ditions (PSC). Through comparative analysis with existing MPPT techniques, namely
GWO, POA, and PSO algorithms, the capabilities of the proposed MPPT method were
rigorously validated. The results obtained across the four operating scenarios demon-
strate the superior performance of the HGW-PSO algorithm in terms of GMPP tracking
efficiency and convergence time.

Importantly, the nonlinear dynamics underlying the PV system behavior plays a cru-
cial role in the performance of the proposed HGW-PSO MPPT algorithm. The existence
of multiple local maxima and the complex interactions between environmental factors
such as shading patterns, result in highly nonlinear power-voltage characteristics in the
PV array. The HGW-PSO method’s ability to rapidly converge to the global maxi-
mum power point, even under partial shading, indicates its strong capacity to navigate
these nonlinear landscapes. By incorporating both global and local search strategies, the
HGW-PSO algorithm effectively overcomes the challenges posed by the inherent nonlin-
earities in the PV system. This highlights the significance of the obtained results for
advancing nonlinear optimization techniques applied to renewable energy systems.The
insights gained from this work have important implications for enhancing the power
generation efficiency of photovoltaic installations in real-world, dynamically changing
operating conditions.
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Abstract: Air pollution is one of the problems faced by big cities, including
Surabaya. One of the factors that drives air pollution in big cities is high popu-
lation mobility. As known, air is composed of oxygen (O2), carbon dioxide (CO2),
tropospheric ozone (O3), nitrogen (N2), and particles (PM10 and PM 2.5). High
concentration levels of O3 pollutants in an urban area can endanger human health
and ecosystems. To monitor air quality in Surabaya city, the city government uses
monitoring equipment and air control station facilities. The data obtained becomes a
reference for predicting air conditions at that time and forecasting future conditions
using certain methods. In this research, the methods used for forecasting are Sup-
port Vector Regression (SVR) and K-Nearest Neighbor (K-NN). The Support Vector
Regression (SVR) method showed the best error value of 0.0583 and the K-Nearest
Neighbor (K-NN) method had the best error value of 0.0486.
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1 Introduction

Air pollution is a serious problem faced in big cities, including Surabaya. Some of the
contributing factors include high mobility and motorized vehicles. According to the
Air Visual’s AQI (Air Quality Index) publication in 2019, Surabaya was ranked seventh
among the most polluted cities in Indonesia and ranked 226th among the cities of the
world [1]. Based on this fact, the Surabaya city government made efforts by issuing Local
Regulation Number 3 of 2008 concerning Air Pollution Control of Surabaya City [2].

The air condition of Surabaya with high population mobility is directly proportional
to the massive use of motorized vehicles. This is shown by two-wheeled vehicles increasing
7.03% per year from 1,944,802 vehicles in 2015 to 2,081,449 vehicles in 2016 and 2,159,069
in 2017. This resulted in the traffic in the city of Surabaya having a negative impact in the
form of air pollution from emissions released by vehicles [3]. Based on these conditions,
it is necessary to make a directed and scientific solution for handling such air pollution.

By the development of information technology, it is possible to make a machine
learning-based prediction system. The advantages of machine learning are that it pro-
vides easier implementation with low computational costs, as well as fast training, vali-
dation, testing, and evaluation with high performance compared to physical models, and
is relatively less complicated [4].

In this research, we use two methods, namely Support Vector Regression (SVR) and
K-Nearest Neighbor (K-NN). Support Vector Regression (SVR) is a development method
of the Support Vector Machine (SVM) which is applied for solving regression cases and
provides output in the form of continuous data with real numbers so that it can be used
for forecasting [5]. K-Nearest Neighbor (K-NN) is a machine learning algorithm used
for classification and regression. This algorithm is based on the idea that similar data
instances tend to be close to each other in feature space [6], [7].

In previous research, the SVR algorithm was successfully used to forecast the air
quality index in Makassar City [8], while the K-NN algorithm was successfully used in
predicting air quality in Jakarta City [9]. This research aims to develop and to compare
the performance of each method in predicting air pollution levels in the city of Surabaya.

2 Research Methods

The dataset used in this study comes from the Surabaya City air condition data dated
01/01/2020 to 31/12/2020. An overview of the research can be seen in Figure 1 below.

1. Problem Identification: This study deals with a case study on the prediction of
the air pollution level in the city of Surabaya.

2. Data Acquisition: The data used in this study is secondary data sourced from
the Surabaya City air conditions as of 01/01/2020 to 31/12/2020.

3. Data Preprocessing and Analytics: Basically, data preprocessing and analytics
are used to see the initial condition of the dataset obtained from the source. At
this stage, the dataset is identified from the data type to missing values that may
occur.

4. Feature Selection: This study uses the Pearson Product correlation analysis
technique to find a linear relationship between two variables having a normal dis-
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DATE PM10 SO2 CO O3 NO2 MAX RESULT
01/01/2020 30 20 10 32 9 32 GOOD
02/01/2020 27 22 12 29 8 29 GOOD
03/01/2020 39 22 14 32 10 39 GOOD
04/01/2020 34 22 14 38 10 38 GOOD
05/01/2020 35 22 12 31 9 35 GOOD
06/01/2020 46 23 16 32 9 46 GOOD
07/01/2020 37 23 26 33 11 37 GOOD
08/01/2020 41 26 20 30 11 41 GOOD
09/01/2020 52 23 29 24 12 52 AVERAGE
10/01/2020 24 24 18 25 8 25 GOOD
11/01/2020 34 31 25 23 8 34 GOOD
12/01/2020 27 23 9 33 4 33 GOOD
13/01/2020 33 26 12 36 8 36 GOOD
14/01/2020 34 28 13 27 7 34 GOOD
15/01/2020 29 22 13 36 8 36 GOOD
01/01/2020 30 20 10 32 9 32 GOOD
16/01/2020 52 60 19 30 8 60 AVERAGE

. . . . . . . . . . . . . . . . . . . . . . . .
31/12/2020 18 13 6 24 3 24 GOOD

Table 1: Dataset.

tribution [10]. Below is the function of the Pearson Product:

rxy =
NΣXY − (X)(Y )√

NΣX2 − ΣX2NΣY 2 − ΣY 2
. (1)

Notes: rxy is the relationship coefficient; N is the number of samples used; X is
the total score of questions; Y is the sum of total scores.

5. Model Selection: Support Vector Regression (SVR) is a development algorithm
of the Support Vector Machine (SVM) algorithm introduced by Cortes and Vapnik
[11]. Like SVM, SVR also uses the best hyperplane in the form of a regression
function by making the error as small as possible. The function of the SVR can
generally be written as follows:

f(x) = wφ(x) + b (2)

with f(x) being the regression function; w being the vector; b being the bias and
the decision boundary equation

Wx + b = +e

Wx + b = −e

so that the hyperplane fulfills the inequality

e < y −Wx + b < +e
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Figure 1: Research methods.

with the minimization function

MIN
1

2
∥w2∥+ C

n∑
i=1

|ξi|

and the constraint function

|yi − wixi| ≤ ε+ |ξi|.

Then, for the K-Nearest Neighbor (K-NN) algorithm calculated using the Euclidean
rule, the mathematical function can be written as follows:

D =
√

(x2 − x1) ∗ 2− (y2 − y1) ∗ 2 (3)

with D being the distance; x being the data sample; y being the testing data.

6. Model Training: At this stage, the predicted values of the Support Vector Re-
gression (SVR) and K-Nearest Neighbor (K-NN) algorithms are trained based on
the division of training data and testing data to obtain error values and accuracy
values.

7. Model Testing: Model testing of the learning outcomes with the prepared test
data.

8. Evaluation Model: At the evaluation stage, the model trained and tested is
calculated for accuracy based on the resulting error value. This study uses the
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Root Mean Square Error (RMSE) method to calculate the error value generated
by the model. The function of the Root Mean Square Error (RMSE) is as follows:

RMSE =

√
Σ(yi − ŷi)2

n
(4)

with n being the quantity of data; yi being the actual value at the i-th data; ŷi
being the predicted value at the i-th data.

3 Result and Discussion

This study tries to implement two machine learning algorithms, namely SVR and KNN,
to forecast air pollution using the Python programming language. This study shows the
comparison based on the methods and the difference in the quantity of training data
and testing data shown in Figures 2-4. Figure 2 is the simulation result of the SVR and
K-NN algorithms with 70% of training data and 30% of testing data.

Figure 2: Results of forecasting air pollution by 70% of training data and 30% of testing data.

The simulation results in Figure 2 show the performance comparison of the SVR and
K-NN methods in predicting O3 levels in Surabaya with a data split into 70% of training
data and 30% of testing data. It appears in the simulation results in Figure 2, that the
simulation results using the KNN have a smaller error than those of the SVR, with the
RMSE of the KNN of around 0.0486 and the RMSE of the SVR of around 0.0583.

It can be seen that the prediction using the KNN (marked by the black line) is more
accurate and consistently close to the actual value (marked by the red line) compared
to the prediction using the SVR (marked by the blue line). The graph clearly illustrates
that the KNN is more effective in following the fluctuations and dynamics of O3 historical
data, thus providing predictions that are closer to reality.

The simulation results in Figure 3 show the performance comparison of the SVR and
K-NN methods in predicting O3 levels in Surabaya with a data split into 80% of training
data and 20% of testing data. It appears in the simulation results in Figure 3 that the
simulation results using the KNN have a smaller error than those of the SVR, with the
RMSE of the KNN of around 0.0504 and the RMSE of the SVR of around 0.0588.
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Figure 3: Results of forecasting air pollution by 80% of training data and 20% of testing data.

Figure 4: Results of forecasting air pollution by 90% of training data and 10% of testing data.

The simulation results in Figure 4 show the performance comparison of the SVR
and K-NN methods in predicting O3 levels in Surabaya with a data split into 90% of
training data and 10% of testing data. It appears in the simulation results in Figure 4
that the simulation results using the KNN have a smaller error than those of the SVR,
with the RMS of the KNN method having a smaller error than that of the SVR method.
A recapitulation of the results of each simulation can be seen in Tables 2-4.

In Table 2, it can be seen that the RMSE value produced by the SVR algorithm is
the best in the first simulation with a ratio of 70% of training data and 30% of testing
data. Then, in the second and third simulations, there is an increase in the RMSE value
with a difference of 0.0005 to 0.0046 compared to the first simulation.

In Table 3, it can be seen that the RMSE value produced by the KNN algorithm
is best in the first simulation with a ratio of 70% of training data and 30% of testing
data. Then, in the second and third simulations, there is an increase in the RMSE value,
which has a difference of 0.0014 to 0.0018 compared to the first simulation. A complete
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70% Training 80% Training 90% Training
Data and 30% Data and 20% Data and 10%
Testing Data Testing Data Testing Data

RMSE from
Forecasting 0.0583 0.0588 0.0629
Results

Table 2: Comparison of SVR RMSE Values

70% Training 80% Training 90% Training
Data and 30% Data and 20% Data and 10%
Testing Data Testing Data Testing Data

RMSE from
Forecasting 0.0486 0.0504 0.0500
Results

Table 3: Comparison of SVR-KNN RMSE values.

comparison of the RMSE values of the two algorithms can be seen in Table 4.

70% Training 80% Training 90% Training
Data and 30% Data and 20% Data and 10%
Testing Data Testing Data Testing Data
SVR KNN SVR KNN SVR KNN

RMSE from
Forecasting 0.0583 0.0486 0.0588 0.0504 0.0629 0.0500
Results

Table 4: Comparison of KNN RMSE values.

In Table 4, it can be seen that the RMSE value produced by the SVR and KNN
algorithms is the best in the first simulation with a ratio of 70% of training data and
30% of testing data. Then, in the second and third simulations, there is an increase in
the RMSE value occurring in each algorithm. The table above shows that the RMSE
value of the simulation results generated by the two algorithms does not touch 1%.

4 Conclusion

Based on the simulation results obtained, it can be concluded that the first simulation
results of the SVR and KNN algorithms are the best simulation results with an SVR
RMSE value of 0.0583 and a KNN RMSE value of 0.0486. These results prove that the
SVR and KNN methods provide good prediction results.
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Abstract: In this research paper, a new chaotic jerk system is presented. The
specialty of the new system is that it can produce coexisting multiple attractors for
different initial conditions. This special behavior of the new system can be used to
increase the security of the communication system. The bifurcation diagram, Lya-
punov exponents, attractor diagrams, and basin of attraction are the important tools
used to validate the multistability of the proposed system. The simulation results
indicate that there are multiple coexisting attractors in the new system. Finally, an
electronic circuit is designed for the proposed system to realize the coexisting attrac-
tors in practice.

Keywords: jerk system; multistability; bifurcation analysis; circuit simulation.
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1 Introduction

In recent years, chaotic jerk systems have been introduced with hidden attractors [1],
multi-scroll attractors [2], multi-stability [3], mega-stability [4], hypogenetic system [5],
memristor [6], and coexisting attractors [7]. The invention of the chaotic jerk system
with coexisting multiple attractors is very important in recent days because of its many
engineering applications such as secure communication systems [8], image processing [9],
random number generation [10], etc. The coexisting attractors, which means multiple
attractors, can be observed in any nonlinear dynamical system for different initial condi-
tions and system parameters. This special behavior of the system increases its complexity
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(a) (b)

(c) (d)

Figure 1: (a-d) The attractors of the new system in 2D and 3D planes.

and can be used to improve the security of the communication system. Recently, many
researchers [11–14] introduced chaotic jerk systems with coexisting multiple attractors
and analyzed their dynamical properties employing a bifurcation diagram and Lyapunov
exponents. It was understood through dynamic analysis that the chaotic system can
have coexisting chaotic attractors, stable node attractors, and limit cycle attractors for
a certain range of system parameters. When the system produces an infinite number
of coexisting attractors for the variation of initial conditions, the phenomenon is called
extreme multistability.

The proposed chaotic jerk system has only one cubic nonlinearity and exhibits coex-
isting attractors in both periodic and chaotic states when initial conditions are changed.
The chaotic and coexisting attractor behavior in the new system is verified through the
bifurcation diagram, Lyapunov exponents spectrum, and attractor diagram. The dis-
sipativity, equilibrium points, and stability analysis were also conducted to verify the
chaotic nature of the proposed system. Furthermore, an electronic circuit is designed for
the proposed system using basic electronic components such as resistors, capacitors, and
OPAMP and simulated in Multisim software. As a result of the simulation, the chaotic
attractors are obtained for the practical implementation of the proposed system.
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(a) (b)

(c) (d)

Figure 2: (a) Bifurcation diagram with X1(0) (Blue) and X2(0) (Red); (b) Lyapunov
exponent plots of the system (1) under the parameter a; (c-d) Coexisting attractors in
the xz-plane at a = 125 and a = 133, respectively.

2 Theoretical Model of Novel Chaotic Jerk System

In this section, a new jerk system is introduced and its dynamical behaviors, including
dissipativity, equilibrium points, stability, Lyapunov exponents, and Lyapunov dimen-
sion, are analyzed in detail. The new system is of the form

ẋ = y,
ẏ = z,
ż = ax− x3 − by − cz.

(1)

Here, x,y,z are the state variables and a = 133, b = 51, c = 1.6 are the parameters of the
system (1).

2.1 Lyapunov exponents and Lyapunov dimension

The numerical values of Lyapunov exponents for the new system (1) can be calculated
as LE1 = 0.404527, LE2 = 0, LE3 = −2.028421. The Lyapunov dimension (DL) can be
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(a) (b)

(c) (d)

Figure 3: (a) Bifurcation diagram with X1(0) (Blue) and X2(0) (Red); (b) Lyapunov
exponent plots of the system (1) under the parameter b; (c-d) Coexisting attractors in
the xy-plane at b = 51 and b = 54, respectively.

obtained as DL = 2 + LE1+LE2

|LE3| = 2.199, which indicates the fractional dimension of the

proposed system (1).

2.2 Equilibrium points and stability

The equilibrium points can be calculated by letting ẋ = 0, ẏ = 0 and ż = 0 in (1) as
given by

y = 0,
z = 0,
ax− x3 − by − cz = 0.

(2)

The solution of (2) can be obtained as x = ±
√
a and thus the equilibrium points are

E1 =
[
0, 0, 0

]
, E2,3 =

[
±
√
a, 0, 0

]
.

Now, the Jacobian matrix (J) of the new system (1) can be written as
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(a) (b)

(c) (d)

Figure 4: (a) Bifurcation diagram with X1(0) (Blue) and X2(0) (Red); (b) Lyapunov
exponent plots of the system (1) under the parameter c; (c-d) Coexisting attractors in
the yz-plane at c = 16 and c = 18, respectively.

J =

 0 1 0
0 0 1

a− 3x2 −b −c

 . (3)

The Jacobian matrix at the equilibrium point E1 can be written as

J(E1) =

0 1 0
0 0 1
a −b −c

 . (4)

The corresponding eigenvalues are

λ1 = 2.233, λ2 = −1.917− j7.476, λ3 = −1.917 + j7.476.

Since λ1 is positive, the new system (1) is unstable at the equilibrium point E1. The
Jacobian matrix at the equilibrium points E2 and E3 can be written as

J(E2) = J(E3) =

 0 1 0
0 0 1

−2a −b −c

 (5)
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Figure 5: Basin of attraction in the x0 − y0 plane.

(a) (b)

Figure 6: (a-b) Chaotic attractors of the scaled system (6).

The corresponding eigen values are

λ1 = 1.333 + j7.784, λ2 = 1.333− j7.784, λ3 = −4.265.

Since the real parts of eigenvalues λ1 and λ2 are positive, the new system (1) is unstable
at the equilibrium points E2 and E3. Hence, we can conclude that the proposed system
(1) is unstable at all the equilibrium points. The attractors of the system (1) are given
in Figure 1 with the initial conditions X1(0) = (0, 1,−1).

3 Dynamic Analysis

In this section, the multistability in the proposed system (1) is shown with the help of
bifurcation diagrams, Lyapunov exponents spectrum, and attractor diagrams. When the
initial conditions are changed, the system (1) presents multistability with the same pa-
rameter values. The bifurcation diagram and Lyapunov exponents spectrum diagram can
be obtained by varying the particular parameter by keeping other parameters constant.
All the simulation results of the attractor diagram for the multistability are obtained
with the initial conditions X1(0) = (0, 1,−1) (blue color) and X2(0) = (0,−1, 1) (red
color). The new system (1) presents periodic and chaotic states when we vary the pa-
rameter values and coexisting attractors are evolved in both chaotic and periodic states
in the new system (1). The simulation results indicate that there is a wealth of chaotic
dynamics and the existence of coexisting attractors in the proposed system (1).
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(a)
(b)

(c)

Figure 7: (a-c) Electronic system design for the scaled system (6).

The dynamical behavior of the system (1)) is analysed under the parameters aϵ[110−
135]. Figure 2a shows the bifurcation diagram for the parameter a with the initial
conditions (0, 1,−1) (Blue) and (0,−1, 1) (Red). It is found that the system (1) has a
periodic state in aϵ[110− 130] and a chaotic state beyond a = 130. The non-overlapping
regions in Figure 2a indicate that there is the presence of coexisting multiple attractors
in the system (1). Figure 2b represents the variation of Lyapunov exponent values under
the parameter a and has at least one positive value beyond a = 130. Figures 2c and 2d
show the coexisting attractors of the system (1) under chaotic and periodic regions.

Next, the dynamic property of the system (1) is analyzed under the parameter
bϵ[49 − 57]. The corresponding bifurcation diagram and Lyapunov exponents spectrum
are shown in Figures 3a and 3b, which demonstrate that there is an inverse periodic dou-
bling nature in the system, i.e., the system (1) is in the chaotic state within bϵ[50.4−51.5]
and then it enters into the periodic state.

It is also observed from Figure 3a that the states of the system are not modified
by the different initial conditions but the bifurcation values are changed. Thus, we can
conclude that the system (1) produces coexisting multiple attractors for the different
values of initial conditions. The coexisting attractors of the system (1) under b = 51 and
b = 54 are given in Figures 3c and 3d, respectively.

The dynamic property of the system (1) is analyzed under the parameter c ∈ [1− 2].
The corresponding bifurcation diagram and Lyapunov exponents spectrum are shown in
Figures 4a and 4b, which demonstrate that the system (1) is in the chaotic state within
cϵ[1− 1.7] and then it produces period - 4, period - 2 and limit cycle attractors.

It is also observed from Figure 4a that the states of the system are not modified
by the different initial conditions but the bifurcation values are changed. Thus, we can
conclude that the system (1) produces coexisting multiple attractors for the different
values of initial conditions. The coexisting attractors of the system (1) under c = 16 and
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(a) (b)

(c) (d)

Figure 8: (a-d) Electronic simulation results with a = 133, b = 51, c = 1.6.

c = 18 are given in Figures 4c and 4d, respectively.
Finally, the presence of coexisting attractors in the proposed system is verified by

plotting the riddled basin of attraction relative to the x0 - y0 plane as shown in Figure
5, which indicates two types of attractors in the proposed system.

4 Electronic Circuit Implementation

In this section, an electronic circuit is designed for the proposed coexisting attractor jerk
system (1) to obtain its attractors for practical applications [15–17]. It is observed from
Figure(1) that the range of state signals x,y and z is (−4, 17), (−50, 70) and (−500, 400),
respectively. Since the practical circuit realization uses the voltage range (−15, 15)V olt,
the range of state signals also must be (−15, 15)V olt. This can be achieved by scaling
the proposed system (1). Now, assume that p = x

2 , q = y
5 and r = z

36 , where p, q and r
are the scaled state variables of the system (1). Thus, the scaled system can be written
as in (6), and its attractors are given in Figure 6 with a = 133, b = 51, c = 1.6. Note
that the phase diagrams of the scaled system are identical to those in Figure 1 but the
range of state variables is reduced within (−15,+15).

ṗ = 2.5q,
q̇ = 7.2r,
ṙ = 2a

36p−
8
36p

3 − 5b
36q − cr.

(6)

The equations for the proposed system in terms of electrical parameters are given by

ṗ = −1
R1C1

(−q),

q̇ = −1
R2C2

(−r),

ṙ = −1
R3C3

(−p) + −1
R4C3

(p3) + −1
R5C3

(q) + −1
R6C3

(r).
(7)

By comparing (6) and (7), the electrical equations for the parameter values can be
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obtained as follows:
a = 18

R3C3
,

b = 36
5R5C3

,

c = 1
R6C3

.

(8)

The electronic circuit design for (7) is displayed in Figure 7, it uses basic components
such as resistors, capacitors, and opamps. The resistance values can be obtained with
the parameters a = 133, b = 51, c = 1.6 and the capacitance C = C1 = C2 = C3 = 1nF
as

R1 = 4000KΩ, R2 = 1400KΩ, R3 = 1200KΩ, R4 = 45MΩ, R5 = 1400KΩ, R6 = 6250KΩ.

The Multisim simulation results for chaotic attractors are given in Figure 8, which is
almost identical to Figure 6.

5 Conclusions

In this paper, a new 3-dimensional coexisting multiple attractors chaotic jerk system is
presented and its dynamical properties are analyzed in detail. The parameters of the
proposed system are analyzed under chaotic and periodic states using a bifurcation di-
agram with different initial conditions. The dynamic analysis shows that the proposed
system can have multiple coexisting attractors under the variation of initial conditions.
The riddle basin of attraction is plotted, which confirms the presence of different attrac-
tors in the proposed system. The proposed electronic system design for the new system
is verified using Multisim software and can be used to solve many issues in practice.
The attractors obtained by the Multisim simulation are identical to those obtained by
numerical simulation. The complex dynamics and circuit implementation of the pro-
posed nonlinear dynamical system can be used in many practical applications such as
communication system. It can be concluded that the proposed system has chaotic and
unpredictable behavior.
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1 Introduction

Mathematics has always been the beating heart of the science, and the interaction be-
tween them has been crucial for centuries. Mathematical theories and fundamental con-
cepts have enabled the description of aspects of the natural world, including motion in
mechanics, electricity, gravity, and general relativity.

The connection between mathematics and mechanics is profound as mechanics elu-
cidates the motion of objects influenced by specific forces within the realm of physics.
The mathematical exploration of mechanics commences with the definition of physical
quantities and geometric representations, often leading to the formulation of graphs and
diagrams. Contact mechanics, a subfield of mechanics, delves into the deformation of
materials in contact with one another. Mathematical modeling and analysis play pivotal
roles in comprehension [11], with nonlinear partial differential equations and variational
inequalities being among the primary mathematical tools employed, along with hemi-
variational inequalities.

Thermal phenomena are closely linked to the mechanics of contact. For example,
certain crystals such as quartz, tourmaline, and Rochelle salt exhibit mechanical stresses
due to thermal expansion when exposed to heat [5]. Research has extensively explored
the laws that govern these thermo-mechanical interactions. The models of thermo-elastic
bodies are elaborated in [1]. Additionally, studies examining changes in piezoelectric
materials in relation to thermal effects are presented in [4] and [12]. Frictional contact
between bodies has taken a considerable place in research, see [7], dealing with a contact
problem between materials and physical phenomena (friction, damage and wear), while
for a dynamic problem of frictional contact in mechanics in other studies on mathematical
numerical solutions of variational inequalities, one can refer to [9].

Furthermore, there are results and research focusing on abstract hemivariational in-
equalities and numerical simulation outcomes providing numerical evidence regarding the
theoretically predicted optimal convergence order, as referenced in [6, 8, 10]. Addition-
ally, in [1], the study delves into the hemivariational inequality and the frictional contact
problem with damage, furthermore, there are other studies focusing on numerical aspects,
which can be found in [2]. The paper is structured as follows. Notations and prelimi-
naries are detailed in Section 2, while the model, a list of assumptions, and a variational
formulation of the problem will be discussed in Section 3. Subsequently, in Section 4, we
will cite the results concerning existence and uniqueness as presented in Theorem 4.1.
The proof of this theorem relies on variational and hemivariational inequalities as well as
results related to the existence and uniqueness of Banach fixed points. Finally, in Section
5, we will present the numerical study, employing the finite element method and finite
differences to achieve a precise numerical approach to the solution.

2 Notations and Preliminaries

We present the notations and recall some preliminary concepts.
Let us consider Ωl ⊂ Rd as a bounded domain with an outer Lipschitz boundary

denoted by Γl, and let ν represent the unit outer normal on ∂Ωl = Γl. We define the
spaces

H l = L2(Ωl)d =
{
vl =

(
vli
)
: vli ∈ L2(Ωl)

}
, Hl =

{
τ l =

(
τ lij

)
τ lij = τ lji ∈ L2(Ωl)

}
,

H l
1(Ω

l)d = {vl =
(
vli
)
∈ H1 : ε(vl) ∈ Hl}, Hl

1 = {τ l ∈ Hl : Divτ l ∈ H1},
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H l, Hl, H l
1(Ω

l)d and Hl
1 are real Hilbert spaces equiped with the usual inner products

and the associated norms, we also introduce the closed subspaces of H l
1(Ω

l) defined by

V l =
{
vl ∈H l

1(Ω
l)d : v =0 on Γl

1

}
,

Ql =
{
θl ∈ H l

1(Ω
l) : θl = 0 in Γl

1

}
.

Given that µ(Γl
a) > 0 and µ(Γl

1) > 0, the Korn and Friedrichs-Poincaré inequalities
are satisfied,

∃C 0 > 0 ∥ε(vl)∥Hl ≥ C0∥vl∥Hl
1(Ω

l)d , ∀vl ∈ V l, (1)

∃C 2 > 0 ∥∇wl∥Hl ≥ C 2∥wl∥Hl
1(Ω

l),∀wl ∈ Ql. (2)

Moreover, by the Sobolev trace theorem the positive constants C0 and C 2 exist so that

∥vl∥L2(Γl
3)

d ≤ C0∥vl∥V l ,∀vl ∈ V l, (3)

∥zl∥L2(Γl
3)

≤ C2∥zl∥Ql ,∀zl ∈ Ql. (4)

We denote vν and vl
τ as the normal and tangential components of vl on Γl, where vν is

the perpendicular component and vl
τ is the parallel component, as described in Green’s

formulas in [4].
For a simpler notation, we use the following spaces:

V = V1 × V2, H = H1 ×H2, H1 = H1
1 ×H2

1 , Q = Q1 ×Q2.

2.1 Subdifferential boundary conditions

In the mechanical problem (P), we will use contact laws expressed in terms of the subd-
ifferential κν ∈ ∂j(uν), in which κν represents an interface force, uν signifies the normal
displacement and ∂j(uν) represents the subdifferential in the sense of Clarke such that
j : R −→ R is a locally Lipschitz function. The generalized (Clarke) directional derivative
of j at x ∈ R in the direction v ∈ R is defined by

j0(x; v) = lim sup
y→x,λ↓0

j(y + λv)− j(y)

λ
.

The generalized subdifferential of j at x is a subset of R expressed as

∂j(x) = {ζ ∈ R | j0(x; v) ≥ ζv ∀v ∈ R}.

Some properties of the subdifferential for locally Lipschitz functions can be found in [11].

3 The Model and Assumptions on the Data

Let Ωl, l = 1, 2, be a bounded domain in Rd (d = 2, 3) with the outer Lipschitz surface
Γl, we define two thermo-viscoelastic bodies occupying Ωl, their boundary is divided
into three open disjoint parts Γl

1, Γ
l
2 and Γl

3 on one hand, and a partition of Γl
1 ∪ Γl

2

into two open parts Γl
aand Γl

b on the other hand. We assume that µ(Γl
1) > 0. Let

T > 0 and [0, T ] be the time interval of interest. The two bodies are subjected to the
effect of body forces with specific density f0, a heat source of constant strength qlth.
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The two bodies are clamped on Γl
1 × (0, T ), so the displacement field vanishes there. A

surface traction of density f l2 acts on Γl
2 × (0, T ). Also, we suppose that the temperature

vanishes on
(
Γl
1 ∪ Γl

2

)
× (0, T ). Moreover, we suppose that the body forces and tractions

vary slowly in time, and therefore, the accelerations in the system may be neglected.
Neglecting the inertial terms in the equation of motion leads to a quasistatic approach to
the process. In the reference configuration, the two bodies can enter in contact along the
common part Γ1

3 = Γ2
3 = Γ3. The contact model is characterized by the sub-differential of

locally Lipschitz functions and the non linear boundary condition of thermal conductivity
modeling electric potential exchange between the bodies.

Problem 3.1 For l = 1, 2, find the displacement field ul : Ωl × [0, T ] → Rd

and the temperature θl : Ωl × [0, T ] → R such that

σl(t) = Al(ε(u̇l(t))) + Blε(ul(t)) +

∫ T

0

Gl(t− s)ul(s)ds− Clθl(t) in Ωl × (0, T ) (5)

θ̇l(t)− divKl
(
∇θl(t)

)
= Ml(ε(u̇l(t))) + hl

0 in Ωl × (0, T ) (6)

Divσl(t) + f l
0(t) = 0 in Ωl × (0, T ), (7)

ul(t) = 0 on Γl
1 × (0, T ), (8)

σlνl = f l
2 on Γl

2 × (0, T ), (9) σ1
υ(t) = σ2

υ(t) = συ(t) − συ(t) ∈ ∂jυ(u̇υ(t)) on Γ3 × (0, T ),

σ1
τ (t) = σ2

τ (t) = στ (t) − στ (t) ∈ ∂jτ (u̇τ (t)) on Γ3 × (0, T ),
(10)

u1
υ(t) + u2

τ (t) = 0 on Γ3 × (0, T ) (11)

−K (∇θ(t)) υ ∈ ∂jθ(θ(t)) on Γ3 × (0, T ), (12)

θl = 0 on (Γ1 ∪ Γ2)× (0, T ), (13)

q(t)l · νl = hn on Γl
2 × (0, T ), (14)

ul(0) = ul
0, θl(0) = θl0 in Ωl. (15)

Now, progress to the mechanical presentation of (5)-(15) and provide explanation of the
equations and the boundary conditions.

Equations (5) and (6) represent the thermo-viscoelastic with long-term memory con-
stitutive laws between two bodies, where Al is a given nonlinear operator, Gl is the
relaxation operator, Bl represents the elasticity operator and Cl is the thermal operator,
the thermo-viscoelastic constitutive law includes temperature effects described by the
parabolic equation given by (6), where Ml is the thermal expansion tensor and Kl is
the thermal conductivity tensor, equation (7) is the equilibrium equation for the stress,
where Div denotes the divergence operator for tensors, then (8), (9), (13) and (14) are the
mechanical and thermal boundary conditions and (11) indicates that there is no space be-
tween the two bodies, the equations (10) represent the normal stres and normal velocity
satisfying the non-monotone damped response condition and the friction law, in which
jν , jτ are locally Lipschitz functions and ∂jν , ∂jτ denotes the generilized Clarke gradient
of the functions jν and jτ , the relation (12) represents the heat exchange between two
body, finally, (15) denotes the initial displacement and the temperature conditions.
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3.1 Assumptions on the data

We will now enumerate the assumptions regarding the problem’s data.
The viscosity operator Al : Ωl × Sd → Sd satisfies

(a) Al(., ε) is Lebesgue measurable on Ωl for any ε ∈ Sd,
(b) There exists LAl > 0 such that
∥Al(x, ε1)−Al(x, ε2)∥ ≤ LAl∥ε1 − ε2∥ for all ε1, ε2 ∈ Sd,
(c) There exists mAl > 0 such that for all ε1, ε2 ∈ Sd,
(Al(x, ε1)−Al(x, ε2)) · (ε1 − ε2) ≥ mAl∥ε1 − ε2∥2 (a.e)x ∈ Ωl,
(d) Al(x, 0) = 0 for all x ∈ Ωl.

(16)

The elasticity operator Bl : Ωl × Sd → Sd satisfies
(a) Bl(x, ε) is Lebesgue measurable on ω for all ε ∈ Sd,
(b) There exists LBl > 0 such that for all ε1, ε2 ∈ Sd,
∥Bl(x, ε1)− Bl(x, ε2)∥ ≤ LBl∥ε1 − ε2∥ (a.e)x ∈ Ωl,
(c) Bl(x, 0) = 0 for all x ∈ Ωl.

(17)

The relaxation function Gl : Ωl → Rd satisfies (a) Gl(x) is Lebesgue measurable on Ωl for any x ∈ Rd,
(b) There exists LGl > 0 such that

∥Gl(x1)− Gl(x2)∥ ≤ LGl∥x1 − x2∥ for all x1,x2 ∈ Rd.
(18)

The function jν : Γl
3 × R → R satisfies

(a) jν(.,r) is Lebesgue measurable on Γl
3 for all x ∈ R,

(b) jν(x,.) is locally Lipschitz on R for all x ∈ Γl
3,

(c) there exist c0ν , c1ν ⩾ 0 such that for all r ∈ R and x ∈ Γl
3 we have

|∂jν(x, r)| ≤ c0ν + c1ν |r|,
(d) there exists αjν ≥ 0 such that for all r1, r2 ∈ R and x ∈ Γl

3, we have
j0ν(x, r1; r2 − r1) + j0ν(x, r2; r1 − r2) ≤ αjν |r1 − r2|2.

(19)

The function jτ : Γl
3 × Rd → R satisfies



(a) jτ (., ξ) is measurable on Γl
3 for all x ∈ R,

(b) jτ (x, .) is locally Lipschitz on Rd for all x ∈ Γl
3,

(c) there exist c0τ , c1τ ≥ 0 such that for all r ∈ Rand x ∈ Γl
3, we have

∥ ∂jτ (x, r) ∥≤ c0τ + c1τ ∥ ξ ∥R,
(d) there exists αjτ ≥ 0 such that for all ξ1, ξ2 ∈ R and x ∈ Γl

3, we have
j0τ (x, ξ1; ξ2 − ξ1) + j0τ (x, ξ2; ξ1 − ξ2) ≤ αjτ ∥ ξ1 − ξ2 ∥2 .

(20)

The function jθ : Γ3 × R → R satisfies

(a) jθ(., r) is Lebesgue measurable on Γl
3 for all x ∈ R,

(b) jθ(x, .) is locally Lipschitz on Rd for all x ∈ Γl
3,

(c) there exist c0θ, c1θ ≥ 0 such that for all r ∈ R and x ∈ Γl
3, we have

|∂jθ(x, r)| ≤ c0θ + c1θ|r|,
(d) there exists αjθ ≥ 0 such that for all r1, r2 ∈ R and x ∈ Γ3, we have

j0θ (x, r1; r2 − r1) + j0θ (x, r2; r1 − r2) ≤ αjθ|r1 − r2|2.
(21)
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On the other hand, we need conditions for the thermal operator Cl, the function Ml and
the thermal conductivity operatorKl, see [6].

Now, we define the forces, tractions, volume and surface charges, as well as the initial
functions as follows:

f l
0 ∈ L2(Ωl)d f l

2 ∈ L2(Γl
2)

d hl
0 ∈ L2(Ωl)d.

hl
n ∈ L2(Γl

b)
d k ≥ 0 u0 ∈ V θ0 ∈ Q.

By utilizing Riesz’s representation theorem, we examine the elements f l ∈ V l and h ∈ Ql

defined by

⟨F, v⟩V =

2∑
l=1

∫
Ωl

f l
0(t)v

ldx+

2∑
l=1

∫
Γl
2

f l
2(t)v

ldx for all v ∈ V

⟨h, ξ⟩Q =

2∑
l=1

∫
Ωl

hl
0(t)ξ

ldx+

2∑
l=1

∫
Γl
b

hl
n(t)ξ

ldx for all ξ ∈ Q.

With the notations mentioned earlier and Green’s formulas, we can derive the variational
formulation of the mechanical problem (P) for all functions vl ∈ V l, wl ∈ Ql and a.e
t ∈ (0, T ) given as follows.

3.2 Problem PV

Find the displacement field u = (u1,u2) : [0, T ] → V and the temperature θ = (θ1, θ2) :
[0, T ] → Q such that

2∑
l=1

(
σl(t), ε(vl − u̇l(t))

)
Hl +

∫
Γ3

(
j0ν(u̇ν(t); vν − u̇ν(t)) + j0τ (u̇τ (t); vτ − u̇τ (t))

)
da,

≥ ⟨F (t), v − u̇(t)⟩V. (22)

2∑
l=1

(
θ̇l(t), λl − θl(t)

)
Hl

+
(
Kl∇θl(t),∇(λl − θl(t))

)
Hl −

(
Mlε(ul(t)), λl − θl(t)

)
Hl ,

+

∫
Γ3

j0θ (θ(t);λ
l − θl(t)) da ≥ ⟨h(t), λ− θ(t)⟩Q, (23)

u(0) = u0, θ(0) = θ0.

4 Existence and Uniqueness of a Solution

Let us consider that the following smallness conditions are satisfied:

αl
A ≥ c20(αjν + αjτ )

√
µ(Γ3),

αl
K ≥ c20αjθ

√
µ(Γ3),

αl
K − c20αjθ

√
µ(Γ3) ≥ Ll

MT/2.

(24)

Now, we present our result on existence and uniqueness.
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Theorem 4.1 Assume hypotheses (3.16)-(3.29) and (24) are satisfied, then Problem
(PV ) has a unique solution (u, θ) such that

u ∈ L2(0, T,V), θ ∈ L2(0, T,Q).

In the proof of Theorem (4.1), we follow several steps, based on the results of hemi-
variational inequalities and fixed point arguments.

To prove the theorem, we consider the following the auxiliary problems for given
η ∈ L2(0, T,H), z ∈ L2(0, T,Q).

4.1 Problem PVη

Find a displacement field uη = (u1
η, u

2
η) : [0, T ] → V such that for all t ∈ [0, T ], we have

2∑
l=1

(Alε(u̇l
η(t)), ε(v

l − u̇l
η(t)))Hl +

∫
Γ3

(j0ν(u̇ην(t); vν − u̇ην(t))

+(j0τ (u̇ητ (t); vτ − u̇ητ (t))da+ (η(t), ε(v − u̇(t)))V ≥ ⟨F (t), v − u̇η(t)⟩V (25)

uη (0) = u0.

4.2 Problem PVθ

Find the temperature θηz = (θ1ηz, θ
2
ηz) : [0, T ] → Q such that for all t ∈ [0, T ] and all

λ ∈ Q, we have

2∑
l=1

(θ̇lηz(t), λ
l − θlηz(t))H + (Kl∇θlηz(t),∇(λl − θlηz(t)))H − (Mlε(ul

η(t)), λ− θlηz(t))

+

∫
Γ3

j0θ (θηz(t);λ
l − θηz(t))da ≥ ⟨h(t), λ− θηz(t)⟩Q (26)

θηz (0) = θ0.

Lemma 4.1 Problem (25) has a unique solution. Moreover, there exists a constant
c > 0 such that

∥ uη1
− uη2

∥2V≤ c

∫ T

0

∥ η1(s)− η2(s) ∥2V∗ ds. (27)

In this context, (uηi
) refers to the solution of problem (25) associated with ηi,i = 1 : 2.

Proof. [Proof (of Lemma 4.1)] To start the demonstration, let us begin with the
aspect of existence of solution of problem (25) corresponding to ηi with i = 1, 2 for the
estimate (27). Let uηi be the solution of problem (25) corresponding to
ηi ∈ L2(0, T ;H) with i = 1, 2, then, ∀t ∈ (0, T ) and ∀v ∈ V, we write

2∑
l=1

(Alε(u̇l
η1
(t)), ε(vl − u̇l

η1
(t)))Hl +

∫
Γ3

(j0ν(u̇η1ν(t)); vν − u̇η1ν(t))da (28)

+

∫
Γ3

(j0τ (u̇η1τ (t)); vτ − u̇η1τ (t))da+ (η1(t), ε(v − u̇η1
(t)))V

≥ (F (t), v − u̇η1
(t))V
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2∑
l=1

(Alε(u̇l
η2
(t)), ε(vl − u̇l

η2
(t)))Hl +

∫
Γ3

(j0ν(u̇η2ν(t)); vν − u̇η2ν(t))da (29)

+

∫
Γ3

(j0τ (u̇η2τ (t)); vτ − u̇η2τ (t))da+ (η2(t), ε(v − u̇η2
(t))⟩V

≥ (F (t), v − u̇η2
(t)⟩V.

Taking v = u̇η2
in (28) and v = u̇η1

in (29), we sum up the obtained inequalities to derive

2∑
l=1

(Alε(u̇l
η1
(t))−Alε(u̇l

η2
(t)), ε(ul

η1
(t)− u̇l

η2
(t)))Hl (30)

≤ (η1(t)− η2(t), ε(u̇η2(t)− u̇η1(t)))V +

∫
Γ3

j0ν(u̇η1ν(t), u̇η2ν(t)− u̇η1ν(t))da

+

∫
Γ3

j0ν(u̇η2ν(t), u̇η1ν(t)− u̇η2ν(t))da+

∫
Γ3

j0τ (u̇η1τ (t), u̇η2τ (t)− u̇η1τ (t))da

+

∫
Γ3

j0τ (u̇η2τ (t), u̇η1τ (t)− u̇η2τ (t))da.

Then we combine the inequalities (16)-c, (19)-d and (20)-d to deduce

(αAl − c20(αjν + αjτ )
√

µ(Γl
3)) ∥ u̇l

η1
(t)− u̇η2

(t) ∥2V≤ (η1(t)− η2(t), ε(u̇η1
)− ε(u̇η2

))H.

Remembering uη1(0) = uη2(0) = u0, we perform integration by parts on the preceding
inequality over (0, T) to discover

(αAl − c20(αjν + αjτ ))
√
µ(Γl

3)

∫ T

0

∥ u̇l
η1
(s)− u̇l

η2
(s) ∥2V ds

≤ c

∫ T

0

∥ u̇l
ν1
(s)− u̇ν2

(s) ∥2V ds+
1

4c

∫ T

0

∥ η1(s)− η2(s) ∥ ds. (31)

Thus, from the previous inequality, we conclude

(αAl−c2(αjν+αjτ )
√
µ(Γl

3)−c)

∫ T

0

∥ u̇l
η1
(s)−u̇l

η2
(s) ∥2V ds ≤ 1

4c

∫ T

0

∥ η1(s)−η2(s) ∥V∗ ds.

Finally, we use the condition (24) and the Cauchy inequality to get the desired estimation
(27).

Lemma 4.2 Problem (26) has a unique solution. Moreover, there exists a constant
c > 0 such that

∥ θη1,z1(t)− θη2,z2(t) ∥2Q≤ c

∫ T

0

∥ η1(s)− η2(s) ∥2V∗ + ∥ z1(s)− z2(s) ∥2Q∗ ds. (32)

Here, θη1,z1 and θη2,z2 are the solutions of problem (26) for (ηi, zi), i = 1, 2.

Proof. [Proof (of Lemma 4.2)] For the estimation (32), let θηi,zi(t) represent the
solution to problem (26) associated with ηi, zi ∈ L2(0, T ;H×Q) with i = 1, 2, hence, for
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all t ∈ (0, t) and all λ ∈ Q, we find that

2∑
l=1

(θ̇lη1z1(t), λ
l − θlη1z1(t))H + ⟨Kl∇θlη1z1(t),∇(λl − θlη1z1(t))⟩H,

+⟨Mlε(ul
η1
(t)), λ− θlη1z1(t)⟩+

∫
Γ3

j0θ (θ
l
η1z1(t);λ

l − θlη1z1(t))da, (33)

≥ (h(t), λ− θη1z1(t))Q.

2∑
l=1

(θ̇lη2z2(t), λ
l − θlη2z2(t))H + ⟨Kl∇θlη2z2(t),∇(λl − θlη2z2(t))⟩H,

−⟨Mlε(ul
η2
(t)), λl − θlη2z2(t)⟩ −

∫
Γ3

j0θ (θ
l
η2z2(t);λ

l − θlη2z2(t))da, (34)

≥ ⟨h(t), λ− θη2z2(t)⟩Q.

By setting λ = θη2z2(t) in (33) and λ = θη1z1(t) in (34), we combine the two derived
inequalities

1

2
∥ θη1,z1 − θη2,z2 ∥2Q +

(
αKl − c20αjθ

√
µ(Γ3)−

LM + 1

4c

)∫ T

0

∥ θη1z1(s)− θη2z2(s) ∥2Q ds,

≤ c

∫ T

0

(
∥ uη1

(s)− uη2
(s) ∥2V∗

)
ds.

Finally, we conclude that the estimation (32) is verified.
To complete the proof of Theorem (4.1), we consider the following operator:

Λ : L2(0, T ;H×Q∗) → L2(0, T ;H×Q∗)

Λ(η, z) = (Λ1(η, z), (35)

where Λ1 are given for all η, z ∈ L2(0, T ;H×Q∗) and t ∈ (0, T ) by

⟨Λ1(η, z), ε
l(v)⟩ = ⟨Blε(ul

η(t)) +

∫ T

0

Gl(t− s)ul
η(s)ds− Clθlη,z(t), ε

l(v)⟩, (36)

where uη and θη,z are, respectively, the solutions of problems (25) and (26).
We have the following result.

Lemma 4.3 (1) The operator Λ defined by (36) has a unique fixed point.
(2) If u1and u2 are two solutions of (25) and (26) corresponding to (η1, z1) and (η2, z2),
then there exists c > 0 such that, for t ∈ (0, T ),

∥u̇1(t)− u̇2(t)∥V ≤ c(∥η1(t)− η2(t)∥V + ∥u1(t)− u2(t)∥). (37)

Proof. [Proof [ of Lemma 4.3]] Consider (η1, z1) and (η2, z2) ∈ L2(0, T ;H × Q∗),
from the definition of Λ, we get

∥Λ(η1, z1)(t)− Λ(η2, z2)(t)∥2H×Q∗

= ∥Λ1(η1, z1)(t)− Λ1(η2, z2)(t)∥2H×Q∗ + ∥Λ2(η1, z1)(t)− Λ2(η2, z2)(t)∥2H×Q∗ .
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Using the relations (17)-b and the condition in [6], also ui(t) =
∫ T

0
u̇i(s)ds+ u0(t),∀t ∈

(0, T ), we have

∥u1(t)− u2(t)∥V ≤
∫ T

0

∥u̇1(s)− u̇2(s)∥V

and using this inequality in (37), Gronwall’s inequality, and applying the previous lem-
mas, we deduce that there exists a constant C > 0 such that

∥Λ(η1, z1)(t)− Λ(η2, z2)(t)∥2H×Q∗ ≤ c

∫ T

0

∥(η1, η2)− (z1, z2)∥2V∗×Q∗ds.

Finally, the operator Λ has a unique fixed point.
Now, let (η∗, z∗) ∈ L2((0, T ),Hl×Q∗) be the unique solution of the operator Λ (fixed

point for the operator), to demonstrate the solution of theorem (4.1), we considered u =
uη∗ and θ = θη∗,z∗ as the solutions to problems (25) and (26), respectively. Furthermore,
the uniqueness of the fixed-point operator defined in (35) and (36) implies the uniqueness
aspect of the theorem.

5 Numerical Analysis of Problem (P)

Numerical approaches are essential for approximating solutions in practical applications
due to the complexity of the challenges at hand. In this work, we primarily examine
fully discrete approximation systems, in which the temporal and spatial variables are
discretized. The spatial domain is discretized using the finite element method, and the
time derivatives are discretized using finite differences. We establish the existence and
uniqueness of each numerical scheme’s solution and derive optimal order error estimates
for the continuous problem’s solution under specific regularity assumptions.

In this section, we present a fully discrete approach for Problem (PV ), we use the
finite-difference method to approximate the derivative of function. We consider the
uniform partition :0 < t0 < t1 < · · · < tN = T of (0, T ) with a time step-size k = T/N+1
and for each continuous function v, we denote

v(tn) = vn δvn =
vn − vn−1

k
.

Moreover, we apply the finite element method for the spatial discretization. Let Ω be the
polygonal domain, then we consider a regular family of partitions (T h) of Ω̄ into triangles
that are compatible with the partition of the boundary ∂Ω into Γ = Γ1 ∪ Γ2 ∪ Γ3 and
Γ1 ∪ Γ2=Γa ∪ Γb. Here, h > 0 denotes the discretization parameter, and c denotes a
generic positive constant which does not depend on the discretization parameters h and
k. To approximate the spaces V,W and Q, respectively, we introduce the following linear
finite element spaces corresponding to T h:

V h = {vh ∈ C(Ω̄)|vh|T for T ∈ P1(T ), v
h = 0 on Γ1}

Qh = {θh ∈ C(Ω̄)|θh|T for T ∈ P1(T ), θ
h = 0 on Γ1}.

We introduce the following piecewise constant finite element space for the stress field:

Hh = {τh ∈ H|τh|T for T ∈ Rd×d, for T ∈ T h}.

Let uhk
0 = uh

0 ∈ V h and θhk0 = θh0 ∈ Qh be appropriate approximations of the initial
conditions u0, θ0, respectively, such that ∥u0 − uh

0∥ < ch and ∥θ0 − θh0∥ < ch. Hence, the
discrete scheme for Problem (PV ) is given as follows.
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5.1 Problem Phk
V

Find a displacement {uhk
n }Nn=0 ⊂ V h, a temperature {θhkn }Nn=0 ⊂ Qh such that for n =

0, 1, · · · , N , we have

2∑
l=1

⟨Alε(whk
n ), ε(vhn − whk

n )⟩H +
〈
Blε(uhk

n )− Clθhkn , ε(vhn − whk
n )

〉
+〈∫ T

0

Gl(t− s)uhk
n ds, ε(vhn − whk

n )

〉
+

∫
Γ1

(
j0ν(w

hk
νn; v

h
νn − whk

νn) + j0τ (w
hk
τn; v

h
τn − whk

τn)
)
ds

+

∫
Γ1

(
j0ν(w

hk
νn; v

hk
νn − whk

νn) + j0τ (w
hk
τn; v

hk
τn − whk

τn)
)
ds ≥

〈
Fn, v

h
n − whk

n

〉
∀vhn ∈ V h

(38)
2∑

l=1

〈
δθhkn , λh

n − θhkn )
〉
H +

〈
K∇θhkn ,∇(λh

n − θhkn )
〉
H − (Mlε((uhk

n )l(t)), (λh
n)

l − (θhkn )l(t))H

+

∫
Γ3

j0θ (θ
hk
n (t); (λh

n)
l − (θhkn )l(t))da ≥

〈
hn, λ

h
n − θhkn (t)

〉
∀wh

n ∈ Wh.

(39)

Here, the sequences {uhk
n }Nn=0 and {whk

n }Nn=0 are related by the following equalities:

whk
n = δuhk

n and uh
0 + k

n∑
j=0

whk
j n = 1, ...N.

From assumptions (16)−(21), using the same arguments as for Problem (Pv), we conclude
that Problem Phk

V has a unique solution (uhk
n , θhkn ) ⊂ V h.×Qh. It will be derived using

the Céa inequalities for error estimations.

Theorem 5.1 Assume that the conditions in Theorem 4.1 still hold. Consider
(ul, θl) as the approximate solution to Problem PV and (uhk

n , θhkn ) as the solution to
Problem Phk

V . Then for n = 1, . . . , N , the following error estimate holds:

max
1≤n≤N

(
∥wl

n − whk
n ∥2V + ∥ul

n − uhk
n ∥2V

)
≤ C max

1≤n≤N

(
∥wl

n − vhn∥2V + ∥wl
n − vhn∥2L2(Γ3)

)
+ C

N∑
n=1

∥θln − λh
n∥2Q + ∥θln − λh

n∥L2(Γ3)

+C

N−1∑
n=1

∥(θln − λh
n) + (θln+1 − λh

n+1∥+ C
(
∥θ0 − θh0∥2Q + ∥θ1 − λh

1∥2Q + c(h2 + k2)
)
.

Proof. [Proof (of Theorem 5.1)] First, the following equality holds:

2∑
l=1

⟨Alε(wn)−Alε(whk
n ), ε(wn − whk

n )⟩H

=

2∑
l=1

⟨Alε(wn)−Alε(whk
n ), ε(wn − vhn)⟩H + ⟨Alε(wn), ε(v

h
n − wn)⟩H

⟨Alε(wn), ε(wn − whk
n )⟩H + ⟨Alε(whk

n ), ε(whk
n )− ε(vhn)⟩H. (40)



182 R. KETFI, A. DJABI AND I. BOUKAROURA

Furthermore, by taking t = tn and v = whk
n in the inequality (22), we combine the

equality (40) with hypothesis (16) to derive

αAl∥wn − whk
n ∥2V ≤

2∑
l=1

⟨Aε(wn)−Alε(whk
n ), ε(wn − vhn)⟩H + ⟨Alε(wn), ε(v

h
n − wn)⟩H

+⟨Fn, wn − vhn⟩V + ⟨Bl(ε(un)), ε(w
hk
n − wn)⟩H + ⟨Bl(ε(uhk

n )), ε(vhn − whk
n )⟩H

+⟨
∫ T

0

Gl(t− s)unds, ε(w
hk
n − wn)⟩H + ⟨

∫ T

0

Gl(t− s)uhk
n ds, ε(vhn − whk

n )⟩H

−⟨Clθn, ε(w
hk
n − wn)⟩H − ⟨Clθhkn , ε(vhn − whk

n )⟩H

+

∫
Γ3

j0ν(wnν ;w
hk
nν − wnν) + j0ν(w

hk
nν ; v

h
nν − whk

nν)da

+

∫
Γ3

j0τ (wnτ ;w
hk
nν − wnν) + j0τ (w

hk
nτ ; v

h
nν − whk

nν)ds.

We start with the integration factor for all n = 1, ..., N, using the results in [3], we have

⟨
∫ tn

0

Gl(tn − s)uhk
n ds, ε(vhn − wn)⟩H

+⟨
∫ T

0

Gl(t− s)unds−
∫ tn

0

Gl(tn − s)uhk
n ds, ε(whk

n − wn)⟩H

≤ ck2 + ck

N∑
n=0

∥uhk
n − un∥2H.

(41)

Next, we use the hypotheses (16)− b, (17)− b, (19)− d, (20)− d,(41) and [6] to find

αAl∥wl
n − whk

n ∥2V ≤ LAl∥wl
n − whk

n ∥V∥wn − vhn∥V
+LBl(∥un − uhk

n ∥V)(∥wn − whk
n ∥V + ∥wl

n − vhn∥V)
+S1(un, θn) + I1(w

hk
n , wn, v

h
n) + LMl∥θln − θhkn ∥Q(∥wl

n − whk
n ∥V

+∥wl
n − vhn∥V) + c20

√
µ(Γ3)(αjν + αjτ )∥wl

n − whk
n ∥2V,

where S1 and I1 are given by

S1(un, θn) = ⟨Aε(wn), ε(v
h
n − wn)⟩H + ⟨B(ε(un), ε(v

h
n − wn)⟩H

−⟨Cθn, ε(vhn − wn)⟩H + ⟨Fn, wn − vhn⟩V

I1(w
hk
n , wn, v

h
n) =

∫
Γ3

j0ν(w
hk
nν ; v

h
n − wn)da+

∫
Γ3

j0τ (w
hk
nτ ; v

h
n − wnν)da.

We further assume that jν(x, .) and jτ (x, .) are c-locally Lipschtiz on R and Rn, respec-
tively for (a.e.) x ∈ Γ3, where the Lipschitiz constant c > 0 is independent of x. Hence,
we have

j0ν(w
hk
nν ; v

h
nν − wnν) ≤ c∥wn − vhn∥L2(Γ3) and j0τ (w

hk
nτ ; v

h
n − wnν) ≤ ∥wn − vhn∥L2(Γ3).

Then it should be concluded that

I1(w
hk
n , wn, v

h
n) ≤ c∥wn − vhn∥L2(Γ3).
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Next, we multiply (7) by an arbitrary element v ∈ V , and then we conclude

S1(un, θn) =

∫
Γ3

σν.(vhn − wn)da ≤ c∥σ∥∥wn − vhn∥L2(Γ3) ≤ c∥wn − vhn∥L2(Γ3). (42)

Additionally, use the Cauchy inequality so that for ϵ > 0, we deduce

(αAl − c20
√
µ(Γ3)(αjν + αjτ )− 5ϵ)∥wl

n − whk
n ∥2V (43)

≤ c(∥wl
n − vhn∥2V + ∥ul

n − uhk
n ∥2V + ∥θln − θhkn ∥2Q + ∥wl

n − vhn∥L2(Γ3)).

Moreover, using results in [10], we have

∥un − uhk
n ∥2V ≤ c(h2 + k2) + ck

n∑
i=1

∥wi − whk
i ∥2V. (44)

We combine (43), (44) so that

∥wn − whk
n ∥2V (45)

≤ C
(
∥wn − vhn∥2V + ∥θn − θhkn ∥2Q + ∥wn − vhn∥L2(Γ3)

)
+c(h2 + k2) + ck

n∑
i=1

∥wi − whk
i ∥2V.

Then, by applying the Gronwall inequality in (45) and combining with (44), we get a
positive constant c > 0 such that

∥wn − whk
n ∥2V + ∥un − uhk

n ∥2V ≤ c(∥wn − vhn∥2V

+∥θn − θhkn ∥2Q + ∥wn − vhn∥L2(Γ3)) + c(h2 + k2) + ck

n∑
i=1

∥wi − whk
i ∥2V.

For simplification, let us consider

en = ∥wl
n − whk

n ∥2V + ∥ul
n − uhk

n ∥2V
gn = ∥wl

n − vhn∥2V + ∥θln − θhkn ∥2Q∥wn − vhn∥L2(Γ3) + h2 + k2.

There exists a positive constant c > 0 such that (en ≤ cgn + c
∑n

j=0 ej) with c > 0.

Therefore, we use the assumption for Kl in [6] to get

2∑
l=1

αKl∥θln − θhkn ∥2Q

≤
2∑

l=1

⟨Kl∇θn −K∇θhkn ,∇(θn − λh
n)⟩Hl + ⟨Kl∇θn,∇(λh

n − θn)⟩Hl

+ ⟨Kl∇θn,∇(θn − θhkn )⟩H + ⟨Kl∇θhkn ,∇(θhkn − λh
n)⟩Hl .

Taking t = tn and λ = θhkn in the inequality (3.32) , we use (39) to get

2∑
l=1

⟨Kl∇θhkn ,∇(θhkn − λh
n)⟩Hl ≤

2∑
l=1

⟨δθhkn , λh
n − θhkn ⟩Hl − ⟨Mlε(uhk

n ), λh
n − θhkn ⟩Hl

+⟨ξ∇φhk
n , λh

n − θhkn ⟩Hl +

∫
Γ3

j0θ (θ
hk
n ;λh

n − θhkn )da+ ⟨hn, θ
hk
n − λh

n⟩Q.
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Now, we deduce the following estimation:

2∑
l=1

αKl∥θln − θhkn ∥2Q + ⟨δθln − δθhkn , θln − θhkn ⟩ ≤
2∑

l=1

c(∥θln − λh
n∥2Q

+∥ul
n − uhk

n ∥2V) + ⟨δθhkn − δθln, λ
h
n − θln⟩Hl + S2(u

l
n, θ

l
n) + I2(θ

hk
n , θln, λ

h
n), (46)

where the quantities S2 and I2 are given by the expressions below:

S2(u
l
n, θ

l
n) = ⟨θ̇ln, λh

n − θln⟩Hl + ⟨Kl∇θln,∇(λh
n − θln)⟩Hl − ⟨Mlε(ul

n), λ
h
n − θln⟩Hl

+⟨hn, θ
l
n − λh

n⟩Hl

and

I2(θ
hk
n , θln, λ

h
n) =

∫
Γ3

j0θ (θ
hk
n ;λh

n − θn)da.

Then, by the same method as for (42), we can deduce that

S2(un, θn) ≤ c∥θn − λh
n∥L2(Γ3). (47)

We have that jθ(x, ) is locally Lipschitz on R for (a.e) x ∈ Γ3 for the positive Lipschitz
constant c > 0 independent of x. Then we have

I2(θ
hk
n , θn, λ

h
n) ≤ c∥θn − λh

n∥L2(Γ3), (48)

we use the inequalities (46),(47) and (48) and the formula

2⟨a− b, a⟩ = ∥a− b∥2 + ∥a∥2 − ∥b∥2

such that a = θn − θhkn and b = θn−1 − θhkn−1, we get

1

2k
(∥θn − θhkn ∥2Q − ∥θn−1 − θhkn−1∥2Q) ≤ ⟨δθn − δθhkn , θn − θhkn ⟩H. (49)

Then, by (49), and replacing n by j in the above relation, summing up from j = 1 to n,
we deduce the following majoration:

2k

n∑
j=0

⟨δθhkj − δθj , λ
h
n − θj⟩H ≤ c∥θn − θhkn ∥2Q + ∥θn − λhk

n ∥2Q + ∥θ0 − θh0∥

+c∥θ1 − λh
1∥2Q +

k

2

n−1∑
j=1

∥θj − θhkj ∥2Q +
2

k

n−1∑
j=1

∥(θj − λj)− (θj+1 − λj+1)∥L2(Ω).

For simplification, we note en = ∥θln − θhkn ∥2Q + 2kαKl

∑n
j=1 ∥θj − θhkj ∥2Q and

gn = k

n∑
j=1

{∥θj − λj∥2Q + ∥uj − uhk
j ∥2V + ∥φj − φhk

j ∥2Q + ∥θj − λh
j ∥L2(Γ3)}

+
1

k

n−1∑
j=1

∥(θj − λh
j )− (θj+1 − λh

j+1)∥L2(Ω) + ∥θ0 − θh0∥2Q + ∥θ1 − λh
1∥2Q + ∥θn − λh

n∥2Q.
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Then there exists a positive constant c > 0 such that en ≤ cgn + c
∑n

j=1 ej . We use the
Gronwall inequality and the estimations (44) to deduce

∥wn − whk
n ∥2V + ∥un − uhk

n ∥2V + ∥θn − θhkn ∥2Q

≤ C
(
∥wn − vhn∥2V + ∥wn − vhn∥L2(Γ3)

)
+

n∑
j=1

(
∥θj − λh

j ∥2Q + ∥θj − λh
j ∥L2(Γ3)

)
+

n−1∑
j=1

∥(θj − λh
j )− (θj+1 − λh

j+1)∥2L2(Ω) +

n∑
j=1

(
∥wj − whk

j ∥2V + ∥uj − uhk
j ∥2V + ∥θj − θhkj ∥2Q

)
+ ∥θ0 − θh0∥2Q + ∥θ1 − θh1∥2Q + c(h2 + k2).

(50)
Now let us consider the following quantities:

en = ∥wn − whk
n ∥2V + ∥un − uhk

n ∥2V + ∥θn − θhkn ∥2Q

gn = ∥wn − vhn∥2V + ∥wn − vhn∥L2(Γ3) +

n∑
j=1

(∥θj − λh
j ∥2Q + ∥θj − λh

j ∥L2(Γ3))

+

n−1∑
j=1

∥(θj − λh
j )− (θj+1 − λh

j+1)∥2L2(Ω) + ∥θ0 − θh0∥2Q + ∥θ1 − θh1∥2Q + h2 + k2.

Then we consider the inequality (50), by applying the Gronwall inequality, we have

∥w2
n − whk

n ∥2V + ∥u2
n − uhk

n ∥2V + ∥θn − θhkn ∥2Q

≤ c(∥wl
n − vhn∥2V + ∥wn − vhn∥L2(Γ3) +

n∑
j=1

(∥θj − λh
j ∥|2Q + ∥θj − λh

j ∥L2(Γ3))

+

n−1∑
j=1

∥(θj − λh
j )− (θj+1 − λh

j+1)∥2L2(Ωl) + ∥θ0 − θh0∥2Q + ∥θ1 − θh1∥2Q) + c(h2 + k2).

(51)

Finally, we use (51) to derive the estimation of Theorem 5.1.

6 Concluding Remarks

This paper has explored a contact problem concerning thermo-viscoelastic materials with
memory effects over time. We developed a variational formulation for the model and es-
tablished the existence and uniqueness of a weak solution. Furthermore, an error analysis
was conducted, highlighting the discrepancy between the weak solution and its numerical
approximation, which underpins the reliability of the numerical methods employed. The
validity of the theoretical results was confirmed through numerical simulation, showcas-
ing the practicality of the proposed approach. Future research will focus on refining the
model to accommodate more complex boundary conditions and on investigating further
applications in industrial contexts. In conclusion, the presented model provides a ro-
bust framework for analyzing contact problems in thermo-viscoelastic materials, offering
potential benefits in various engineering domains.
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1 Introduction

In 1984, researchers discovered the primary causative viral agent of AIDS, called the
human immunodeficiency virus type 1 (HIV-1). HIV-1 belongs to the family of retro-
viruses, whose genetic material is RNA. HIV-1 is transmitted by direct inoculation during
unsafe sexual contact, transfusion of contaminated blood or blood products, sharing of
contaminated needles [2–4].

There are two ways in which viruses move between cells, which are known as cell-free
and cell-to-cell infections. In order to eradicate the virus, antiretroviral drug therapy
(ART) involves the simultaneous administration of two or more antiviral drugs [5–8].

Recently, some clinical studies conducted in vivo showed that infections originating
from cell-to-free virus decrease strongly in the presence of certain antiretrovirals, whereas
infections involving cell-to-cell spread are markedly less sensitive to the drugs. Different
mathematical models have been used to study the dynamics of HIV infection including
these two transmission pathways [8].

In a previous paper, Kouche et al. [1] proposed the following model:

dQ(t)

dt
= λ+ ρT (t)− αQ(t)− µQQ(t),

dT (t)

dt
= αQ(t)− (1− η)γT (t)VI(t)− ρT (t)− µTT (t),

dT ∗(t)

dt
= (1− η)γT (t)VI(t)− µT∗T ∗(t),

dVI(t)

dt
= ωµT∗πT ∗(t)− µV VI(t),

(1)

which incorporated a class called quiescent cells Q, which are a class of CD4+ cells of
the immune system that cannot be infected by the virus. In this model, it was assumed
that the immune system maintains activated the quiescent cells at a rate α and returns
to the quiescent state at a rate ρ.

In this paper, our aim is to highlight the combined transmission effect of both cell-
free and cell-to-cell virus spreadings through a new model derived from model (1) and
including reverse transcriptase inhibitors (RTI) for both transmission pathways. We
assume that the transmission spreads from infected cells and free virus to only activated
cells through direct contact. Denote by Q the compartment of quiescent cells, T are the
healthy activated cells, T ∗ are the infected cells, VI is the free infectious virus and VNI

is the non infectious virus. Then the model we propose is

dQ(t)

dt
= λ+ ρT (t)− αQ(t)− µQQ(t),

dT (t)

dt
= αQ(t)− (1− η1)γT (t)VI(t)− (1− η2)βT (t)T

∗(t)− ρT (t)− µTT (t),

dT ∗(t)

dt
= (1− η1)γT (t)VI(t) + (1− η2)βT (t)T

∗(t)− µT∗T ∗(t),

dVI(t)

dt
= ωµT∗πT ∗(t)− µV VI(t),

dVNI(t)

dt
= (1− ω)µT∗πT

∗(t)− µV VNI(t),

(2)

where t > 0 is the time. λ is the rate at which new quiescent cells are produced.
The death rates of quiescent cells, healthy cells, infected cells and virus are denoted
by µQ, µT , µT∗ , µV , respectively. As in model (1), we denote by α the activation rate
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of Q cells and by ρ the rate of reversion to the quiescent state. β denotes the rate of
transmission of the infection by cell-to-cell mode. π is the number of virions produced
per one infected cell.

From a mathematical point of view, the use of RTIs will reduce the force of trans-
mission of infection via cell-free and cell-to-cell channels through the parameters η1 and
η2 which represent the drug effectiveness for both cell-free and cell-to-cell infections,
respectively.

In Section 2, we compute the basic reproduction number R0 of model (2) and we
find that R0 is the sum of the basic reproduction number R01 determined by cell-free
virus infection and that determined by cell-to-cell infection R02. Further, the local and
global stability analysis of both free and endemic steady states is given in terms of R0.
In Section 3, we introduce a delay τ in model (2), which represents the incubation period
of the infection. We give the local and global stability analysis of the delay model for
both free and endemic steady states. In Section 4, we give some numerical simulations
and determine the region of eradication of the infection with respect to the effectiveness
of the RTIs drugs. Our simulation results demonstrate that the delay has no effect on
the quiescent cells Q but reduces the peak of the viral load and expands the eradication
region of the infection. Further, we find that the cell-to-cell infection is less sensitive
to RTI drugs than the cell-free one, which allows us to think that cell-to-cell spread
is probably an important factor which leads to therapy failure and contributes to the
persistence of the viral load. Finally, we end the paper by a conclusion.

2 The ODE Model

2.1 Local stability of equilibria

Since the four first equations in system (2) do not depend on the last equation, the system
can be reduced to the following one:

dQ(t)

dt
= λ+ ρT (t)− αQ(t)− µQQ(t),

dT (t)

dt
= αQ(t)− (1− η1)γT (t)VI(t)− β(1− η2)T (t)T

∗(t)− ρT (t)− µTT (t),

dT ∗(t)

dt
= (1− η1)γT (t)VI(t) + β(1− η2)T (t)T

∗(t)− µT∗T ∗(t),

dVI(t)

dt
= ωµT∗πT ∗(t)− µV VI(t).

(3)

We can see that system (3) has one free steady state E0 = (Q0, T0, 0, 0) given by

Q0 =
λ (ρ+ µT )

αµT + ρµQ + µQµT
, T0 =

αλ

αµT + ρµQ + µQµT
.

First, we compute the basic reproduction number R0 of model (3) by using the method
of the next-generation matrix [9]. Therefore

R0 = R01 +R02,

where R01 = ωπ(1−η1)γT0

µV
and R02 = β(1−η2)T0

µT∗ are the basic reproduction numbers
corresponding to virus-to-cell infection and cell-to-cell transmission, respectively.
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Clearly, if R0 > 1, then system (3) has one positive endemic equilibrium
E =

(
Q,T , T ∗, VI

)
with

Q =
λ ((1− η1) γωπµT∗ + β(1− η2)µV ) + ρµV µT∗

(α+ µQ) ((1− η1) γωπµT∗ + β(1− η2)µV )
,

T =
µV µT∗

((1− η1) γωπµT∗ + β(1− η2)µV )
,

T ∗ =
αλ

µT∗ (α+ µQ)

(
1− 1

R0

)
, VI =

αλωπ

µV (α+ µQ)

(
1− 1

R0

)
.

The characteristic equation of system (3) around (Q,T, T ∗, VI) is given by

P (ζ) = (ζ + α+ µQ) [(ζ + (1− η1) γVI + β(1− η2)T
∗ + ρ+ µT )

×{(ζ − β(1− η2)T + µT∗) (ζ + µV )− ωπµT∗ (1− η1) γT}
+β(1− η2)T (ζ + µV ) ((1− η1) γVI + β(1− η2)T

∗)
+ωπµT∗ (1− η1) γT ((1− η1) γVI + β(1− η2)T

∗)]
−αρ {(ζ − β(1− η2)T + µT∗) (ζ + µV )− ωπµT∗ (1− η1) γT} .

(4)

Theorem 2.1

(i) If R0 < 1, then the free equilibrium E0 is locally asymptotically stable.

(ii) If R0 > 1, then E0 is unstable.

Proof. The characteristic polynomial P (ζ) at E0 = (Q0, T0, 0, 0) takes the form

P (ζ) ={ζ2 + (α+ µQ + ρ+ µT ) ζ + αµT + ρµQ + µQµT }

×
{
ζ2 + µT∗

(
µV

µT∗
+ 1− β(1− η2)T0

µT∗

)
ζ + µV µT∗ (1−R0)

}
.

(5)

If R0 < 1, we have

(
1− β(1− η2)T0

µT∗

)
≥ (1−R0) > 0. Then all the coefficients of the

two polynomials are positive, and by the Routh-Hurwitz theorem, we conclude that all
roots of (5) have negative real parts. Hence E0 is locally asymptotically stable.
If R0 > 1, since

P (0) = µV µT∗ ((α+ µQ)µT + ρµQ) (1−R0) < 0,

further P (ζ) → +∞ as ζ → +∞, by continuity, we conclude that P has at least one
positive real root. Thus E0 is unstable. We now turn to prove the local stability of the
endemic equilibrium E.

Theorem 2.2 Assume that

(1− η1)γωπµT∗ + β(1− η2)µV > βµT∗ .

Then if R0 > 1, the endemic equilibrium E =
(
Q,T,T ∗, VI

)
is locally asymptotically

stable.

Proof. The characteristic polynomial P (ζ) at E =
(
Q,T , T

∗
, VI

)
has the form

P (ζ) = ζ4 + a1ζ
3 + a2ζ

2 + a3ζ + a4,
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where

a1 =

[
α+ µQ + ρ+ µT +

(
αλωπ (1− η1) γµT∗ + αλβ(1− η2)µV

µT∗µV (α+ µQ)

)
×(

1− 1

R0

)]
+

[(
µT∗ + µV − β

µT∗µV

(1− η1) γωπµT∗ + β(1− η2)µV

)]
,

a2 =

[(
αλωπ (1− η1) γµT∗ + αλβ(1− η2)µV

µV µT∗

)(
1− 1

R0

)
+ µT (α+ µQ) + ρµQ

]
+

[
µT∗ + µV − β(1− η2)

µT∗µV

(1− η1) γωπµT∗ + β(1− η2)µV

]
×
[
α+ µQ + ρ+ µT +

(
αλωπ (1− η1) γµT∗ + αλβ(1− η2)µV

µT∗µV (α+ µQ)

)
×
(
1− 1

R0

)
+
αλβ(1− η2)

(α+ µQ)

(
1− 1

R0

)]
,

a3 =

[
µT∗ + µV − β(1− η2)

µT∗µV

(1− η1) γωπµT∗ + β(1− η2)µV

]
×
[(

αλωπ (1− η1) γµT∗ + αλβ(1− η2)µV

µT∗µV

)(
1− 1

R0

)
+ µT (α+ µQ) + ρµQ

]
+

[(
αλωπ (1− η1) γµT∗ + αλβ(1− η2)µV + α2λβ(1− η2) + αλβ(1− η2)µQ

(α+ µQ)

)
×(

1− 1

R0

)]
,

a4 = (αλωπ (1− η1) γµT∗ + αλβ(1− η2)µV )

(
1− 1

R0

)
.

We prove that

∆i > 0, i = 1, 2, 3, 4,

where

∆1 = a1,∆2 = a1a2 − a3,∆3 = a3∆2 − a21a4,∆4 = a4∆3.

Thus, by the Routh-Hurwicz theorem, E is locally asymptotically stable.

2.2 Global dynamics of the model

In this section, we focus our attention on the global stability of both free and endemic
steady states of system (3). We first prove the existence of a compact absorbing set for
system (3). Define the set

G =

{
(Q,T, T ∗, VI) ∈ R4

+ : Q+ T + T ∗ ≤ λ

µ
andVI ≤ λωπµT∗

µµV

}
,

where µ = min (µQ, µT , µT∗) .

Proposition 2.1 For any positive solution (Q (t) , T (t) , T ∗ (t) , VI (t)) of system (3),
we have

(i) lim sup
t→+∞

F (t) ≤ λ

µ
, lim sup

t→+∞
VI (t) ≤

λωπµT∗

µµV
, where F (t) = Q (t) + T (t) + T ∗ (t).
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(ii) lim inf
t→+∞

Q (t) ≥ m1, lim inf
t→+∞

T (t) ≥ m2, where

m1 =
λ

α+ µQ
, m2 =

αλ

(α+ µQ)

(
(1− η1) γ

λωπµT∗

µµV
+
λ

µ
+ ρ+ µT

) .
We now turn to prove the global stability of the free steady state E0.

Theorem 2.3 If R0 < 1, then the free steady state E0 is globally asymptotically
stable.

Proof. We first prove that the set

B =
{
(ϕ, ψ, θ, ξ) ∈ R4

+ : ϕ ≤ Q0, ψ ≤ T0
}

is positively invariant for the system (3). Let (Q(t), T (t), T ∗(t), VI(t)) be a positive
solution of system (3). As we have

dQ

dt
= λ+ ρT − αQ− µQQ,

dT

dt
≤ αQ− ρT − µTT.

Define the linear cooperative system

dQ̃

dt
= λ+ ρT̃ − αQ̃− µQQ̃,

dT̃

dt
= αQ̃− ρT̃ − µT T̃ .

(6)

By the comparison principle, we have

Q (t) ≤ Q̃ (t) , T (t) ≤ T̃ (t) (7)

for all t > 0. Further, since (6) is cooperative, it follows that Q̃ (t) ≤ Q0 and T̃ (t) ≤ T0
for all solution (Q̃, T̃ ) of system (6) such that Q̃(0) ≤ Q0 and T̃ (0) ≤ T0. By inequality
(7), we conclude that

Q (t) ≤ Q0, T (t) ≤ T0

for all t > 0 such that Q(0) ≤ Q0 and T (0) ≤ T0. Define now the function

ϖ (t) = T ∗ +
(1− η1) γ

µV
T0VI .

Since R0 < 1, the derivative of ϖ along the trajectories of (3) gives

dϖ

dt
= (1− η1) γTVI + β(1− η2)TT

∗ − µT∗T ∗ (t) +
ωπ (1− η1) γµT∗

µV
T0T

∗

− (1− η1) γT0VI

≤ β(1− η2)T0T
∗ − µT∗T ∗ (t) +

ωπ (1− η1) γµT∗

µV
T0T

∗

= µT∗ (R0 − 1)T ∗ < 0,

(8)
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ϖ is then a Lyapunov function on B. Define now the following set:

E =

{
(ϕ, ψ, θ, ξ) ∈ B :

dϖ

dt
(ϕ, ψ, θ, ξ) = 0

}
,

and denote by M the largest set in E which is invariant with respect to system (3).
It is clear that (Q0, T0, 0, 0) ∈ M, and thus M is not empty. Let (ϕ, ψ, θ, ξ) ∈ M and
denote by (Q (t) , T (t) , T ∗ (t) , VI (t)) the corresponding solution. By the invariance of

M ,
dϖ

dt
= 0, and by (8), T ∗ (t) = 0 for all t > 0. The fourth equation of (3) implies then

that VI (t) → 0 as t → +∞ and hence Q (t) → Q0, T (t) → T0 as t → +∞. Now, by
the invariance of M, Q (t) = Q0, T (t) = T0. Therefore, M = {E0} . Finally, since E0

is locally asymptotically stable, the LaSalle invariance principle [10] implies that E0 is
globally asymptotically stable. To prove the global stability of the endemic steady state
E, we use the method of the Lyapunov function. To this end, we define

A = αQ0 > 0,

B = ρT
Q

m1
− ρm2

Q

Q0
− αm1 − µTm2 + β(1− η2)M1T + µTT +

αλ

(α+ µQ)
+

+
αλωπ (1− η1) γT

2

m2µV (α+ µQ)
,

C = − αλ

(α+ µQ)
− αλωπ (1− η1) γT

2

m2µV (α+ µQ)
< 0.

Theorem 2.4 Assume that R0 > 1. Then E =
(
Q,T,T ∗, VI

)
is globally asymptoti-

cally stable if
−B −

√
B2 − 4AC

2A
≤ R0 ≤ −B +

√
B2 − 4AC

2A
.

Proof. Define the Lyapunov function as

L =

(
Q−Q−Q ln

Q

Q

)
+

(
T − T − T ln

T

T

)
+

(
T ∗ − T ∗ − T

∗
ln
T ∗

T ∗

)
+

(1− η1) γ

µV
T

(
VI − V I − V I ln

VI

V I

)
.

It follows from system (3) that

·
L =

·
Q

(
1− Q

Q

)
+

·
T

(
1− T

T

)
+

·
T ∗

(
1− T

∗

T ∗

)
+

(1− η1) γ

µV
T

·
VI

(
1− VI

VI

)
= (λ+ ρT − αQ− µQQ)

(
1− Q

Q

)
+ (αQ− (1− η1) γTVI − β(1− η2)TT

∗

−ρT − µTT )

(
1− T

T

)
+ ((1− η1) γTVI + β(1− η2)TT

∗ − µT∗T ∗)(
1− T ∗

T ∗

)
+

(1− η1) γ

µV
T (ωµT∗πT ∗ − µV VI)

(
1− VI

VI

)
,

(9)
as

λ = (α+ µQ)Q− ρT ,
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since E is a steady state of system (3) and µT∗T ∗ =
µV

ωπ
VI , and T =

µV µT∗

(1− η) γωπµT∗ + µV β
, we obtain from the precedent equation that

·
L = − (α+ µQ)Q

(
1− Q

Q

)2

+ αQ

(
2− T

T
− T

T

)
+

(
(1− η1) γωπµT∗

(1− η1) γωπµT∗ + µV β(1− η2)
− 1

)
µT∗T ∗ + (1− η1) γTVI(

3− TVIT ∗

TVIT ∗
− T ∗VI

T ∗VI
− T

T

)
+ ρT

Q

Q
− ρT

Q

Q

−αQ+ αQ
T

T
− µTT + β(1− η2)TT

∗ + µTT − β(1− η2)TT ∗ + µT∗T ∗

−2 (1− η1) γTVI + (1− η1) γTVI
T
T .

(10)

As

2− T

T
− T

T
≤ 0, 3− TVIT ∗

TVIT ∗
− T ∗VI

T ∗VI
− T

T
≤ 0,

we obtain

·
L ≤ ρT

Q

Q
− ρT

Q

Q
− αQ+ αQ

T

T
− µTT + β(1− η2)TT

∗ + µTT

−β(1− η2)TT ∗ + µT∗T ∗ − 2 (1− η1) γTVI + (1− η1) γTVI
T

T
.

(11)

Let ϵ > 0 be chosen later. Proposition 2.1 implies that there is Tϵ > 0 such that

mϵ
1 = m1 − ϵ ≤ Q (t) ≤ Q0 + ϵ = Qϵ

0,
mϵ

2 = m2 − ϵ ≤ T (t) ≤ T0 + ϵ = T ϵ
0 ,

T ∗ (t) ≤M1 + ϵ =M ϵ
1 , t ≥ Tϵ.

(12)

By (11) and (12), we obtain

·
L ≤ ρT

Q

mϵ
1

− ρmϵ
2

Q

Qϵ
0

− αmϵ
1 + αQϵ

0

T ϵ
0

T
− µTm

ϵ
2

+β(1− η2)M
ϵ
1T + µTT + µT∗T ∗ +

1

mϵ
2

(1− η1) γT
2
VI .

(13)

Since
T0

T
= R0 and (1− η1) γTVI =

(1− η)αλωπγ

µV (α+ µQ)
T

(
1− 1

R0

)
, we can derive from

(13) that

·
L ≤ ρT

Q

mϵ
1

− ρmϵ
2
Q

Qϵ
0

− αmϵ
1 + αQϵ

0

(
R0 +

ϵ

T

)
− µTm

ϵ
2 + (1− η2)βM

ϵ
1T

+µTT +
αλ

(α+ µQ)

(
1− 1

R0

)
+

αλωπ (1− η1) γT 2

mϵ
2µV (α+ µQ)

(
1− 1

R0

)
≤ 1

R0

[
αQϵ

0R0

(
R0 +

ϵ

T

)
+

(
ρT

Q

mϵ
1

− ρmϵ
2
Q

Qϵ
0

− αmϵ
1 − µTm

ϵ
2 + (1− η2)βM

ϵ
1T

+µTT +
αλ

(α+ µQ)
+

αλωπ (1− η1) γT 2

mϵ
2µV (α+ µQ)

)
R0 −

αλ

(α+ µQ)
− αλωπ (1− η1) γT 2

mϵ
2µV (α+ µQ)

]
.
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By the hypothesis of Theorem 2.4, we have AR2
0 + BR0 + C < 0. Then we can choose

ϵ > 0 small enough so that
·
L ≤ 0

for t ≥ Tϵ. Further, by (10),
·
L = 0 if and only if Q = Q, T = T , T ∗ = T ∗, VI = VI , the

LaSalle invariance principle [10] implies that E is globally asymptotically stable.

3 The Delay Model

To take into account the incubation period of the infection, we modify, in this section,
the model (3) by introducing a discrete delay τ by assuming that cells become infected
τ times after initial infection. To this end, we propose the following system:

dQ (t)

dt
= λ+ ρT (t)− αQ (t)− µQQ (t) ,

dT (t)

dt
= αQ (t)− (1− η1) γT (t)VI (t)− β(1− η2)T (t)T ∗ (t)− ρT (t)− µTT (t) ,

dT ∗ (t)

dt
= e−τm (1− η1) γT (t− τ)VI (t− τ) + e−τmβ(1− η2)T (t− τ)T ∗ (t− τ)

−µT∗T ∗ (t) ,
dVI (t)

dt
= ωµT∗πT ∗ (t)− µV VI (t)

(14)
with the initial conditions

Q (θ) = ϕ1 (θ) , T (θ) = ϕ2 (θ) , T ∗ (θ) = ϕ3 (θ) ,

VI (θ) = ϕ4 (θ) , θ ∈ [−τ, 0] ,
(15)

where ϕi ∈ C ([−τ, 0] ,R+) with ϕi (0) > 0, i = 1, 2, 3, 4. It is well known by the theory of
functional differential equations [11] that system (14)-(15) has a unique positive solution
(Q(t), T (t), T ∗(t), VI(t)) defined for all t > 0. As in the ODE model, it is easy to see that
system (14) has one free steady state E0 = (Q0, T0, 0, 0),

Q0 =
λ(ρ+ µT )

αµT + ρµQ + µQµT
, T0 =

αλ

αµT + ρµQ + µQµT
.

The basic reproduction number is then given by (see [12])

R0 =
β(1− η2)µV e

−τm + ωπµT∗ (1− η1) γe
−mτ

µT∗µV
T0. (16)

If R0 > 1, system (14) has the endemic steady state E =
(
Q,T , T ∗, VI

)
given by

Q =
λ (ωπµT∗ (1− η1) γe

−τm + β(1− η2)µV e
−τm) + ρµT∗µV

(α+ µQ) (ωπµT∗ (1− η1) γe−τm + β(1− η2)µV e−τm)
,

T =
µT∗µV

ωπµT∗ (1− η1) γe−τm + β(1− η2)µV e−τm
,

T ∗ =
αλe−τm

µT∗ (α+ µQ)

(
1− 1

R0

)
, VI =

αλωπe−τm

µV (α+ µQ)

(
1− 1

R0

)
.

(17)
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3.1 Local stability of equilibria

3.1.1 Local stability of the free equilibrium

The characteristic equation of system (14) around E = (Q,T, T ∗, VI) is

P (ζ) = [(ζ + α+ µQ)(ζ + (1− η1) γVI + β(1− η2)T
∗ + ρ+ µT )− αρ]

×
[(
ζ − β(1− η2)Te

−τme−ζτ + µT∗
)
(ζ + µV )− ωπµT∗(1− η1)γTe

−τme−ζτ
]

+(ζ + α+ µQ)
{
β(1− η2)T

(
(1− η1)γVIe

−mτe−ζτ + β(1− η2)T
∗e−τme−ζτ

)
(ζ + µV ) +ωπµT∗(1− η1)γT

(
(1− η1)γVIe

−mτe−ζτ + β(1− η2)T
∗e−τme−ζτ

)}
.

(18)

Theorem 3.1 1. If R0 < 1, the free steady state E0 is locally asymptotically stable
for all τ ≥ 0.

2. If R0 > 1, E0 is unstable for all τ ≥ 0.

Proof. At E0 = (Q0, T0, 0, 0), the characteristic equation (18) takes the form

P (ζ) =
[
ζ2 + (α+ µQ + ρ+ µT ) ζ + αµT + ρµQ + µQµT

]
×[(

ζ − β(1− η2)T0e
−τme−ζτ + µT∗

)
(ζ + µV )− ωπµT∗(1− η1)γT0e

−τme−ζτ
]

= 0.

All the coefficients of the polynomial

ζ2 + (α+ µQ + ρ+ µT ) ζ + αµT + ρµQ + µQµT = 0 (19)

are positive, then by the Routh-Hurwitz theorem, we conclude that the equation (19)
has two roots with negative real parts. The other roots are determined by the solutions
of the quadratic polynomial

ζ2 + µT∗

(
µV

µT∗
+ 1− β(1− η2)µV T0e

−τm

µT∗µV
e−ζτ

)
ζ + µT∗µV

(
1−R0e

−ζτ
)
= 0. (20)

Substituting τ = 0 into equation (20), we obtain

ζ2 + µT∗

(
µV

µT∗
+ 1− β(1− η2)µV T0

µT∗µV

)
ζ + µT∗µV (1−R0) = 0. (21)

If R0 < 1, all the coefficients of equation (21) are positive. Then equation (21) has two
roots with negative real parts.

In the case τ > 0, assume that the equation (20) has two purely imaginary roots
ζ = ix (τ) (x > 0) . Separating real and imaginary parts yields

xβ(1− η2)T0e
−τm sin (x (τ) τ) + µT∗µVR0 cos (x (τ) τ) = µV µT∗ − x2,

xβ(1− η2)T0e
−τm cos (x (τ) τ)− µT∗µVR0 sin (x (τ) τ) = (µV + µT∗)x.

Squaring and adding the two equations give

x4 + µ2
T∗

(
µ2
V

µ2
T∗

+ 1−
(
β(1− η2)µV T0e

−τm

µV µT∗

)2
)
x2 + (µV µT∗)

2 (
1−R2

0

)
= 0. (22)
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If R0 < 1, then 1 −
(

β(1−η2)µV T0e
−τm

µV µT∗

)2
>
(
1−R2

0

)
> 0, so equation (22) cannot have

positive roots and equation (20) cannot have a purely imaginary root. By the general
theory of delay differential equations, all roots of (20) have negative real parts provided
that R0 < 1 and E0 is locally asymptotically stable for τ > 0.

If R0 > 1, let f (ζ) = ζ2 +
(
µV + µT∗ − β(1− η2)T0e

−τme−ζτ
)
ζ +

µT∗µV

(
1−R0e

−ζτ
)
. Since f (0) = µT∗µV (1−R0) < 0 and f(ζ) → +∞ as ζ → +∞,

by continuity, we conclude that f (ζ) = 0 has at least one positive real root. Thus E0 is
unstable.

3.1.2 Local stability of the endemic equilibrium

We now turn to prove the local stability of the endemic steady state E. At E, the
characteristic equation (18) of system (14) is reduced to the following form:

P (ζ) +Q (ζ) e−ζτ = 0, (23)

where

P (ζ) = ζ4 + a3ζ
3 + a2ζ

2 + a1ζ + a0, Q (ζ) = b3ζ
3 + b2ζ

2 + b1ζ + b0 (24)

with

a3 = α+ µQ + ρ+ µT + µT∗ + µV + αλ(ωπ(1−η1)γµT∗+β(1−η2)µV )e−τm

µT∗µV (α+µQ)

(
1− 1

R0

)
,

a2 = αλ(ωπ(1−η1)γµT∗+β(1−η2)µV )e−τm

µT∗µV

(
1− 1

R0

)
+ (α+ µQ)µT + ρµQ + µT∗µV

+
(
α+ µQ + ρ+ µT + αλ(ωπ(1−η1)γµT∗+β(1−η2)µV )e−τm

µT∗µV (α+µQ)

(
1− 1

R0

))
(µT∗ + µV ) ,

a1 =
(

αλ(ωπ(1−η1)γµT∗+β(1−η2)µV )e−τm

µT∗µV

(
1− 1

R0

)
+ (α+ µQ)µT + ρµQ

)
(µT∗ + µV )

+ (α+ µQ + ρ+ µT )µT∗µV + αλ(ωπ(1−η1)γµT∗+β(1−η2)µV )e−τm

(α+µQ)

(
1− 1

R0

)
,

a0 = αλ (ωπ (1− η1) γµT∗ + β(1− η2)µV ) e
−τm

(
1− 1

R0

)
+((α+ µQ)µT + ρµQ)µT∗µV ,

b3 = − β(1−η2)µT∗µV

ωπ(1−η1)γµT∗+β(1−η2)µV
,

b2 = −µT∗µV − (α+µQ+ρ+µT )β(1−η2)µT∗µV

ωπ(1−η1)γµT∗+β(1−η2)µV
,

(25)

b1 = − (α+ µQ + ρ+ µT )µT∗µV − ((α+µQ)µT+ρµQ)β(1−η2)µT∗µV

ωπ(1−η1)γµT∗+β(1−η2)µV
,

b0 = − ((α+ µQ)µT + ρµQ)µT∗µV .
(26)

From Theorem 2.2, we know that if R0 > 1 and τ = 0, E is locally asymptotically stable.
To investigate the stability of equation (23), we will apply the following version of the
main theorem of Cooke and Van den Driessche [13].

Proposition 3.1 Assume that P and Q are analytic functions in the right half-plane
Re(ζ) > 0 and satisfy the following conditions:

1. P (ζ) and Q (ζ) have no common imaginary roots;

2. P (−iy) = P (iy) , Q (−iy) = Q (iy) for all y ∈ R;
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3. P (0) +Q (0) ̸= 0;

4. lim sup
|ζ|−→∞, Re(ζ)≥0

(|Q(ζ)/P (ζ)|) < 1;

5. F (y) ≡ |P (iy)|2 − |Q (iy)|2 for the real y has at most a finite number of real roots.

Then the following statements are true:

1. If the equation F (ζ) = 0 has no positive roots, then if (23) is stable at τ = 0, it
remains stable for all τ ≥ 0, whereas if it is unstable at τ = 0, it remains unstable
for all τ ≥ 0.

2. If the equation F (ζ) = 0 has at least one positive root and each root is simple,
in this case, as τ increases, stability switches may occur. There exists a positive
number τ∗ such that (23) is unstable for all τ > τ∗. As τ varies from 0 to τ∗, at
most a finite number of stability switches may occur.

Theorem 3.2 Under the hypothesis of Theorem 2.2, if R0 > 1, the endemic steady
state E is locally asymptotically stable for all τ ≥ 0.

Proof. From Theorem 2.2, we know that if R0 > 1, the infected equilibrium E is
locally asymptotically stable for τ = 0. To show the stability of the equilibrium E, we
need to analyze the existence of positive roots of the following equation:

F (ζ) = y8 +A1y
6 +A2y

4 +A3y
2 +A4, (27)

where

A1 = a23 − 2a2 − b23, A2 = a22 + 2a0 − 2a3a1 − b22 + 2b3b1,

A3 = a21 − 2a2a0 + 2b2b0 − b21, A4 = a20 − b20.

Clearly, equation (27) has no positive real roots if A1, A2, A3 and A4 are all positive. The
coefficients of F (ζ) are non-negative. Thus equation (27) has no positive real roots. By
Theorem 2.2 and Proposition 3.1, the endemic steady state E is locally asymptotically
stable for all τ ≥ 0.

3.2 Global stability

3.2.1 Global stability of the free equilibrium

In this section, we focus our attention on the global stability of both free and endemic
steady states of system (14). Define the set

G =

{
(Q,T, T ∗, VI) ∈ R4

+ : Q+ T + T ∗ ≤ λe−τm

µ
and VI ≤ λωπµT∗e−τm

µµV

}
,

where µ = min(µQ, µT , µT∗). Arguing as in Proposition (2.1), we can prove the following
result.

Proposition 3.2 For any positive solution (Q(t), T (t), T ∗(t), VI(t)) of system (14),
we have the following two assertions:

1. lim supt→+∞ F (t) ≤M1, lim supt→+∞ VI(t) ≤M2,



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 25 (2) (2025) 187–205 199

2. lim inf
t→+∞

Q(t) ≥ m1, lim inf
t→+∞

T (t) ≥ m2, where

F (t) = Q(t) + T (t) + emτT ∗(t+ τ),M1 = λe−mτ

µ ,

M2 = λωπµT∗e−mτ

µµV
,m1 = λ

α+µQ
,m2 = αm1

βM1+(1−η)γM2+ρ+µT
.

(28)

We have the following stability result about E0.

Theorem 3.3 If R0 < 1, then the free steady state E0 of system (14) is globally
asymptotically stable for all τ ≥ 0.

Proof. Define the set

S =
{
(ϕ1, ϕ2, ϕ3, ϕ4) ∈ C

(
[−τ, 0] ,R4

+

)
: ϕ1 ≤ Q0, ϕ2 ≤ T0

}
,

and let (Q(t), T (t), T ∗(t), VI(t)) be a positive solution of system (14). By the comparison
principle,

Q(t) ≤ Q0, T (t) ≤ T0

for all t ≥ 0 such that Q(0) ≤ Q0 and T (0) ≤ T0. Thus S is a positively invariant set for
system (14). Define the following Lyapunov function:

U (t) = T ∗(t) + (1−η1)γe
−mτ

µV
T0VI(t)

+(1− η1)γe
−mτ

∫ t

t−τ
T (s)VI(s)ds+ β(1− η2)e

−mτ
∫ t

t−τ
T (s)T ∗(s)ds.

The derivatives of U(t) along the trajectories of (14) give, since R0 < 1,

dU
dt (t) = −µT∗T ∗ (t) + ωπ(1−η1)γµT∗e−mτ

µV
T0T

∗ (t)− (1− η1) γe
−mτT0VI (t)

+(1− η1)γe
−mτT (t)VI(t) + β(1− η2)e

−mτT (t)T ∗(t)

≤ β(1− η2)e
−mτT0T

∗(t) + ωπ(1−η1)γµT∗e−mτ

µV
T0T

∗ (t)− µT∗T ∗ (t)

= µT∗ (R0 − 1)T ∗ (t) < 0.

(29)

U is then a Lyapunov function. Define now the set

E =

{
(ϕ, ψ, θ, ξ) ∈ S :

dU

dt
(ϕ, ψ, θ, ξ) = 0

}
,

and denote by M the largest set in E, which is invariant with respect to system (14).
It is clear that (Q0, T0, 0, 0) ∈ M, M is not empty. Let (ϕ, ψ, θ, ξ) ∈ M and de-
note by (Q(t), T (t), T ∗(t), VI(t)) the corresponding solution. By the invariance of M,
(Q(t), T (t), T ∗(t), VI(t) ∈ M for all t > 0, thus dU

dt = 0 and, by (29), T ∗(t) = 0 for all
t > 0. The last equation of (14) implies then that VI(t) → 0 as t → +∞ and hence
Q(t) → Q0 and T (t) → T0 as t → +∞. Now, by the invariance of M, Q(t) = Q0,
T (t) = T0 for all t > 0. Therefore

M = {E0 = (Q0, T0, 0, 0)}.

Finally, since E0 is locally asymptotically stable, by the LaSalle invariance principle, E0

is globally asymptotically stable.
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3.2.2 Global stability of the endemic equilibrium

The following theorem assures the global stability of the endemic steady state E.

Theorem 3.4 Assume that R0 > 1 and let

A = αQ0 > 0,

B = ρT Q
mϵ

1
− ρmϵ

2
Q
Qϵ

0
− αmϵ

1 − µTm
ϵ
2 + β(1− η2)M

ϵ
1T

+µTT + αλ
α+µQ

+ αλωπ(1−η1)γe
−τmT

2

mϵ
2µV (α+µQ) + αλβ(1−η2)e

−τmT
2

mϵ
2µT∗ (α+µQ) ,

C = − αλ
α+µQ

− αλωπ(1−η1)γe
−τmT

2

mϵ
2µV (α+µQ) − αλβ(1−η2)e

−τmT
2

mϵ
2µT∗ (α+µQ) < 0.

Then if

−B +
√
B2 − 4AC

2A
≤ R0 ≤ −B +

√
B2 − 4AC

2A
,

the endemic steady state E of system (14) is globally asymptotically stable for all τ ≥ 0.

Proof. Define the Lyapunov function L as follows:

L(t) =e−mτ

(
Q(t)−Q−Q ln

Q(t)

Q

)
+ e−mτ

(
T (t)− T − T ln

T (t)

T

)
+

(
T ∗(t)− T ∗ − T ∗ ln

T ∗(t)

T ∗

)
+
e−mτ (1− η1) γ

µV
T

(
VI(t)− VI − VI ln

VI(t)

VI

)
+ (1− η1)γe

−mτ

∫ t

t−τ

[
T (s)VI(s)− TVI − TVI ln

T (s)VI(s)

TVI

]
ds

+ β(1− η2)e
−τm

∫ t

t−τ

[
T (s)T ∗ (s)− TT ∗ − TT ∗ ln

T (s)T ∗ (s)

TT ∗

]
.

Then

dL(t)

dt
=e−mτ (λ+ ρT − αQ− µQQ)

(
1− Q

Q

)
+ e−mτ (αQ− (1− η1)γTVI − β(1− η2)TT

∗ − ρT − µTT )

(
1− T

T

)
+
(
(1− η1)γe

−mτT (t− τ)VI(t− τ) + β(1− η2)e
−τmT (t− τ)T ∗ (t− τ)− µT∗T ∗)

×
(
1− T ∗

T ∗

)
+
e−mτ (1− η1) γ

µV
T (ωµT∗πT ∗ − µV VI)

(
1− VI

VI

)
+(1− η1)γe

−mτ

[
TVI−T (t−τ)VI(t−τ)+TVI ln

T (t−τ)VI(t−τ)
TVI

]
+ β(1− η2)e

−τm

[
TT ∗ − T (t− τ)T ∗ (t− τ) + TT ∗ ln

T (t− τ)T ∗ (t− τ)

TT ∗

]
.

Now λ = (α+ µQ)Q− ρT and 2− T
T − T

T
≤ 0.

Let ϵ > 0 be chosen later. By Proposition 3.2, there is Tϵ > 0 such that for all t > Tϵ
and from the hypotheses of the theorem, AR2

0 +BR0+C < 0. We can then choose ϵ > 0
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small enough so that

e−mτ

R0

[
αQϵ

0R0

(
R0 +

ϵ

T

)
+

(
ρT

Q

mϵ
1

− ρmϵ
2

Q

Qϵ
0

− αmϵ
1 − µTm

ϵ
2 + β(1− η2)M

ϵ
1T

+µTT +
αλ

α+ µQ
+
αλωπ(1− η1)γe

−τmT
2

mϵ
2µV (α+ µQ)

+
αλβ(1− η2)e

−τmT
2

mϵ
2µT∗ (α+ µQ)

)
R0

− αλ

α+ µQ
− αλωπ(1− η1)γe

−τmT
2

mϵ
2µV (α+ µQ)

− αλβ(1− η2)e
−τmT

2

mϵ
2µT∗ (α+ µQ)

]
≤ 0

for t > Tϵ. Further,
dL(t)
dt = 0 if and only if Q = Q, T = T , T ∗ = T ∗, VI = VI , then by

the LaSalle invariance principle, E is globally asymptotically stable.

4 Numerical Simulations

In this section, we perform some numerical simulations to illustrate our stability results
and to examine the effect of time delay and the efficacy of RTI treatments on the viral
load. The parameters of the model are given in Table 1 [1, 14, 15]. We begin first with

Parameters Meaning Values

α Activation rate of Q cells (day−1) 0.042
λ Rate of Q cells production (ml−1) 104

µT∗ Death rate of T ∗ cells (day−1) 0.67
π Number of virions per T ∗ cell 104
µT Death rate of T cells (day−1) 0.12
η1,2 Efficiency of treatment [0, 1]

γ Infection rate of cells per virion (mm3day−1) 0.05× 10−3

β Infection rate by cell-to-cell transmission 2× 10−5 (cell day)−1

µQ Death rate of Q cells (day−1) 0.00014
µV Clearance of free virion (day−1) 30
ρ Rate of reversion to the quiescent state (day−1) 0.017
ω Proportion of non-infectious virions 0.2
τ Incubation period of the infection 0.2− 2 days
m Fractional of cells surviving incubation period 0.05 days

Table 1: Parameters and values of model (19)

the non delay case τ = 0. In Figure 1, we have plotted the solutions of system (3) in the
case of absence of the treatment, i.e., η1 = η2 = 0, which corresponds to the value of the
basic reproduction number R0 = 5.39 > 1. Since µV > µT∗ , the condition of Theorem
2.2 is satisfied and the endemic equilibrium E∗ is locally asymptotically stable. Under
RTI treatment if we increase both the efficacy of the RTI inhibiting the virus-to-cell and
cell-to-cell infections to the values η1 = 0.8, η2 = 0.84 which correspond to the value of
the basic reproduction number R0 = 0.97 < 1, then by Theorem 2.1, the free steady
state E0 is locally asymptotically stable and the infection is cleared (see Figure 2). In
Figure 3, we have plotted the region (in red) for which R0 < 1, which corresponds to
the eradication of the infection. We can observe that the infection is cleared when the
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efficacy of the RTI corresponding to the virus-to-cell and cell-to-cell channels is greater
than 0.66 and 0.6, respectively.

In the delay case, we consider a different level of therapy intervention with different
values of the delay. Since the incubation time of the infection is between 0.5 to 2 days [15],
we run our simulations with the following values: τ = 0.4, 0.8, 1.3, 1.8.
Case 1: In the first case, we assume that the effect of drugs efficiency is η1 = η2 = 0.45.
In Figure 4, we have plotted solutions of system (14) with the following values of the
delay: τ = 0.2, τ = 0.8, τ = 1.3, τ = 1.8.
Case 2: In this case, we keep the value of η1 = 0.45 fixed and we increase the value of
η2 = 0.8. The corresponding solutions with different values of the delay are plotted in
Figure 5.
Case 3: Here we fix the value of η2 = 0.45 and we increase η1 = 0.8. The corresponding
solutions are plotted in Figure 6.
Case 4: In the last case, we increase the efficiency of RTI treatment for both virus-to-cell
and cell-to-cell infections to the values η1 = η2 = 0.8. The solutions are plotted in Figure
7.

Numerical simulations show that the increase of the delay time will decrease the peak
of viral load and increase the number of activated T-cells. Further, the delay seems to
have no effect on the number of quiescent cells. Since the basic reproduction number of
the delay model is multiplied by a factor equal to e−mτ with respect to that of the non
delayed model, we conclude that the region of eradication of the infection is more large
than that without delay. Figures 5 and 6 show that the increase of efficiency of the RTI
treatments for either virus-to-cell or cell-to-cell transmission mode will reduce the viral
load and the number of infected cells T ∗ but is not sufficient to eradicate the infection.
In Figure 7, where we have increased the efficiency of treatments for both virus-to-cell
and cell-to-cell routes, we observe that the infection is cleared.

In order to quantify infection sensitivity to drugs, we use the transmission index Tx
which is defined as the fraction of cells infected in the presence of drugs T ∗

η (t) divided

by the fraction of cells infected in the absence of drugs T ∗(t). Thus Tx =
T ∗
η (t)

T ∗(t)
.

Tx has two important limiting regimes: Tx ≃ 0, which means that few viruses infect
each cell, the infection is sensitive to the effect of the drugs, whereas in the case Tx ≃ 1,
many viruses infect each cell and the infection is insensitive. At the quasi-steady-state

assumption (as t→ +∞), we can simplify Tx as Tx ≃
T ∗
η

T ∗
,

where T ∗
η and T ∗ are, respectively, the steady states of infection cells in the presence

and in the absence of drugs. By (17), we have

Tx ≃

(
1− 1

R0(η)

)
(
1− 1

R0

)
with

R0(η) =
(1− η2)βµV e

−τm + ωπµT∗ (1− η1) γe
−mτ

µT∗µV
T0,

R0 =
β(1− η2)µV e

−τm + ωπµT∗γe−mτ

µT∗µV
T0.

(30)
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In Figure 8, we have plotted on the right the transmission index Tx with respect to η2 for
different values of η1 and on the left, we have plotted Tx with respect to η1 for different
values of η2. We observe that infections originating from cell-free virus decrease strongly
in the presence of drugs, whereas the other plot shows that infections involving cell-to-cell
spread are markedly less sensitive to the drugs. The simulations in Figure 8 suggested
that cell-to-cell infection permits viral replication even under the anti-retroviral therapy.
As pointed out in other clinical studies [14], cell-to-cell spread leads to therapy failure
and potentially contributes to viral persistence and hence is a barrier to curing HIV
infection.

Figure 1: Simulation of solutions of model
(3) in the absence of drugs η1 = η2 = 0:
in this case, R0 = 5.36 > 1, by Theorem
2.2 the endemic steady state E∗ is globally
stable.

Figure 2: Simulation of solutions of model
(3) without delay, where we have taken
η1 = 0.8 and η2 = 0.84: in this case,
R0 = 0.97 < 1, by Theorem 2.1, the free
steady state E0 is globally stable and the
infection is cleared.

Figure 3: The case without delay: in red
is the region of eradication of the infection.

Figure 4: Solutions of system 14 for η1 =
0.45, η2 = 0.45, τ = 0.4 in solid line (-);
τ = 0.8 in dashed line (–); τ = 1.3 in dash-
dotted line (-.); τ = 1.8 in dotted line (:).
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Figure 5: η1 = 0.45, η2 = 0.8,
τ = 0.4 in solid line (-); τ = 0.8 in
dashed line (–); τ = 1.3 in dash-
dotted line (-.); τ = 1.8 in dotted
line (:).

Figure 6: η1 = 0.8, η2 = 0.45, τ = 0.4 in
solid line (-); τ = 0.8 in dashed line (–);
τ = 1.3 in dash-dotted line (-.); τ = 1.8 in
dotted line (:).

Figure 7: η1 = 0.8, η2 = 0.8, τ = 0.4 in
solid line (-); τ = 0.8 in dashed line (–);
τ = 1.3 in dash-dotted line (-.); τ = 1.8 in
dotted line (:).

Figure 8: Plot of the transmission index
Tx: on the right with respect to η2 and on
the left with respect to η1, here we have
taken τ = 2.

5 Conclusion

This study presents a model incorporating quiescent cells to describe HIV-1 transmission,
with an intracellular time delay to account for the role of the non-activated immune
system. It demonstrates that the basic reproduction number R0 is the sum of virus-to-
cell and cell-to-cell transmission contributions. The analysis shows that when R0 < 1, the
infection is cleared, while for R0 > 1, the endemic steady state is globally asymptotically
stable [16].

Numerical simulations indicate that increasing intracellular delay reduces viral load
and enhances activated T cells without significantly affecting quiescent cells. Antiretrovi-
ral drugs (RTIs) effectively decrease cell-free virus infections but are less effective against
cell-to-cell transmission, which can transfer multiple virions simultaneously.

The simulations reveal that improving RTI efficiency to block cell-free infections has
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only a limited impact on overall HIV infection. Thus, targeting both transmission path-
ways, virus-to-cell and cell-to-cell, is crucial. The study suggests that cell-to-cell trans-
mission plays a key role in viral spread and should be a primary focus in future vaccination
strategies for better effectiveness.
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1 Introduction

Chaos theory has become a fundamental area of study in nonlinear dynamics, with
applications spanning across various fields such as physics, engineering, biology, and
secure communications [1–3]. A chaotic system is highly sensitive to initial conditions,
leading to behavior that appears random and unpredictable despite being deterministic
[4, 5]. Among the numerous chaotic systems studied, jerk systems are of particular
interest due to their simplicity and ability to exhibit complex dynamical behavior [6]. A
jerk system is defined by its output’s third derivative (jerk) being a function of lower-
order derivatives [8].

The study of chaotic systems has its roots in the pioneering work of Lorenz, who
discovered the Lorenz attractor [9], a set of chaotic solutions of the Lorenz system, which
has become a classic example of chaos. Since then, numerous chaotic systems have been
explored, including the Rossler system, Chua’s circuit, and jerk systems [10, 11]. Jerk
systems, in particular, are intriguing due to their relatively simple mathematical form
and the rich dynamical behavior they exhibit [12].

In a jerk system, the third derivative of a variable with respect to time is expressed
as a function of the variable and its first and second derivatives [13]. This form allows for
the construction of chaotic systems using basic electronic components such as resistors,
capacitors, and operational amplifiers [14]. The electronic realization of chaotic systems
not only provides a tangible means of studying chaos but also facilitates practical ap-
plications in areas like secure communications, where chaotic signals can be used for
encryption.

The introduction of a novel 3-D jerk system with quadratic nonlinearities, as explored
in this study, contributes to the ongoing exploration of complex dynamical behaviors
such as chaotic attractors and multistability, which are prevalent in both natural and
engineered systems. Moreover, the practical implementation of these systems through
electronic circuit designs bridges the gap between theoretical models and real-world appli-
cations, further enhancing their relevance. The synchronization of such systems, demon-
strated here using backstepping control, has significant implications for creating stable,
secure systems in various technological domains, thereby underscoring the importance of
this research in advancing the understanding and application of chaotic dynamics.

The synchronization of chaotic systems, where two or more chaotic systems are made
to exhibit identical behavior over time, has significant implications for practical appli-
cations [15]. Techniques such as backstepping control have been developed to achieve
synchronization, offering robust methods for controlling chaotic systems.

This paper presents a novel chaotic 3-D jerk system characterized by two quadratic
nonlinearities. We explore its dynamic properties through numerical simulations, re-
vealing chaotic behavior under specific parameter settings. The system is then realized
electronically, and its chaotic nature is validated through both Multisim and MATLAB
simulations. Finally, we employ an active backstepping control technique to achieve
complete synchronization between a pair of chaotic jerk systems and demonstrating the
method’s effectiveness.

The rest of the paper is organized as follows. In Section 2, we present the modeling
of the new chaotic 3-D jerk system with two quadratic nonlinearities and analyze its
dynamic behavior through numerical simulations. Section 3 describes the electronic
circuit implementation of the proposed chaotic system and validates its chaotic behavior
using simulations in Multisim and MATLAB. In Section 4, we introduce the backstepping
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control technique and demonstrate the complete synchronization of master and slave
chaotic jerk systems, providing theoretical proofs and simulation results. In Section 5,
we conclude the paper by summarizing the contributions of the research and discussing
potential applications of the proposed system.

2 Modelling of the New Jerk System

This section presents and examines a new chaotic jerk system with two quadratic non-
linearities. The new jerk system is described as follows: ẋ = y,

ẏ = z,
ż = −ax+ by − z − xy + cy2.

(1)

In the jerk system (1), X = (x, y, z) is the 3-D state and a, b, c are positive parameters.
In this paper, we show that the jerk system (1) is chaotic when the parameters are

a = 1, b = 0.1 and c = 1.
For numerical simulations in MATLAB, we pick the parameters as (a, b, c) = (1, 0.1, 1)

and the initial state as X(0) = (0.2, 0.2, 0.2). Then the Lyapunov exponents (LE) of the
jerk system (1) are numerically determined for T = 1E4 seconds as

l1 = 0.1252, l2 = 0, l3 = −1.1252. (2)

The LE results in Eq.(2) show that the new 3-D jerk system (1) is chaotic and
dissipative with the maximal Lyapunov exponent (MLE) found as l1 = 0.1252 > 0. The
Kaplan dimension of the new 3-D jerk system can be also determined as

DK = 2 +
1

|l3|
(l1 + l2) = 2.1113. (3)

Figures 1-3 show the phase plots of the jerk system (1) generated in MATLAB using
the classical fourth-order Runge-Kutta method for the initial state (0.2, 0.2, 0.2) and the
parameter vector (a, b, c) = (1, 0.1, 1).

The equilibrium points of the system described by Equation (1) can be determined
by setting in Equation (1) as follows: 0 = y,

0 = z,
0 = −ax+ by − z − xy + cy2.

(4)

Thus, the equilibrium points of the system (4) are E0 = (0, 0, 0). The Jacobian
matrix of the system (1) can be written as

J =

 0 1 0
0 0 1

−1− y 0.1− x+ 2y −1

 . (5)

The Jacobian matrix at the equilibrium point E0 is expressed as

J =

 0 1 0
0 0 1
−1 0.1 −1

 . (6)
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Figure 1: (x, y) plot of the chaotic jerk system (1).

Figure 2: (y, z) plot of the chaotic jerk system (1).

The polynomial characteristic equation of Eq.(6) is given by

λ3 + λ2 − 0.1λ+ 1 = 0. (7)

The Jacobian matrix JE0 has the eigenvalues −1.5068, 0.2534± 0.7742i. This shows
that the system (1) exhibits the index-2 spiral saddle point, which is unstable.
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Figure 3: (x, z) plot of the chaotic jerk system (1).

3 Electronic Circuit

The provided circuit diagram represents a jerk system (see Figure 4), which is a type of
nonlinear dynamical system known for exhibiting chaotic behavior under certain condi-
tions. A jerk system is characterized by the third derivative of its output (jerk) being
a function of lower-order derivatives. The circuit comprises operational amplifiers (op-
amps), resistors, and capacitors to realize the jerk function.

In this specific circuit, each section with an op-amp configuration represents different
components of the jerk system. The resistors and capacitors determine the time constants
and feedback paths, which are crucial for defining the system’s dynamic behavior. The
input signals (X, Y, and Z ) are processed through the network of op-amps to produce
a chaotic output. The chaotic nature arises from the nonlinear interactions between the
components, causing the system to exhibit sensitive dependence on initial conditions—a
hallmark of chaos. The op-amps (TL082CD) are used for their high input impedance
and low offset voltage, making them suitable for precise analog computations required in
the jerk system.

By using Kirchhoffs circuit laws in Eq.(8), the circuital equations of the designed
circuit in Figure 4 are derived as follows:

ẋ = 1
C1R1

y,

ẏ = 1
C2R2

z,

ż = − 1
C3R3

x+ 1
C3R4

y − 1
C3R5

z − 1
10C3R6

xy + 1
10C3R7

y2.
(8)

Here, x, y, z are the voltages across the capacitors C1, C2, and C3, respectively. We choose
the values of the circuital elements as R6 = R7 = 10 kΩ, R4 = 1000 kΩ, R1 = R2 =
R3 = R5 = R8 = R9 = R10 = R10 = 100 kΩ, C1 = C2 = C3 = 1 nF. The corresponding
phase portraits on the oscilloscope are shown in Fig.5. Multisim simulation has been
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performed in order to validate the numerical simulation results. A good agreement has
been revealed between the results obtained from Multisim software and Matlab software.

Figure 4: Circuit design of the system (1).

4 Complete Synchronization of the New Chaotic Jerk Systems

In this section, we give a new control application for the chaotic jerk system proposed in
Section 2. We consider a pair of the new chaotic jerk systems taken as the master and
slave systems, and we invoke the active backstepping control technique to synchronize
the respective states of the master and slave jerk systems. We note that the synchro-
nization of chaotic systems has important applications in engineering, namely in secure
communications, cryptosystems, etc.
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(a) (b)

(c)

Figure 5: 2-D oscilloscope outputs of the new chaotic jerk system: (a) x− y plane, (b)
y − z plane, and (c) x− z plane.

As the master system for the synchronization process, we take the new jerk system
with the dynamics given by ẋ1 = y1,

ẏ1 = z1,
ż1 = −ax1 + by1 − z1 − x1y1 + cy21 .

(9)

As the slave system for the synchronization process, we take the new jerk system with
the dynamics given by ẋ2 = y2,

ẏ2 = z2,
ż2 = −ax2 + by2 − z2 − x2y2 + cy22 +W (t).

(10)

In this research work, we use backstepping control to devise a feedback control W (t)
to asymptotically synchronize the states of the two jerk systems given by the equations
(9) and (10).
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We define the synchronization error between the master and slave jerk systems as
follows:  ex = x2 − x1,

ey = y2 − y1,
ez = z2 − z1.

(11)

The error dynamics can be calculated as ėx = ey,
ėy = ez,
ėz = −aex + bey − ez − x2y2 + x1y1 + c

(
y22 − y21

)
+W (t).

(12)

Next, we state and prove the main control result for the complete synchronization of
the new jerk systems given by the Eqs. (9) and (10).

Theorem 4.1 The backstepping feedback control law defined by

W = −(3− a)ex − (5 + b)ey − 2ez + x2y2 − x1y1 − c(y22 − y21)− kq3 (13)

with the feedback gain k > 0 and q3 = 2ex +2ey + ez achieves complete synchronization
between the chaotic jerk systems (9) and (10) for all initial states in R3.

Proof. We set q1 = ex.
We define the quadratic Lyapunov function as

V1(q1) =
1

2
e2x. (14)

Then we get
V̇1 = q1q̇1 = exey = −q21 + q1(ex + ey). (15)

Next, we define q2 = ex + ey so that we can simplify Eq.(15) as follows:

V̇1 = −q21 + q1q2. (16)

Based on the Eq.(16), we define the quadratic Lyapunov function as

V2(q1, q2) = V1(q1) +
1

2
q22 =

1

2
q21 +

1

2
q22 . (17)

A simplification results in

V̇2 = −q21 − q22 + q2(2ex + 2ey + ez). (18)

To simplify the notations in Eq.(19), we set

q3 = 2ex + 2ey + ez. (19)

Then Eq.(18) reduces to
V̇2 = −q21 − q22 + q2q3. (20)

As a final step, we take the quadratic Lyapunov function given by

V (q1, q2, q3) = V2(q1, q2) +
1

2
q23 . (21)
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It is easy to see that V is a positive definite function on R3. It is also very clear that

V (q1, q2, q3) =
1

2
q21 +

1

2
q22 +

1

2
q23 . (22)

Based on the Eq.(22), when we calculate the derivative of V , we get

V̇ = −q21 − q22 − q23 + q3Z, (23)

where we define Z as
Z = q2 + q3 + q̇3. (24)

A simple calculation yields

Z = (3− a)ex + (5 + b)ey + 2ez − x2y2 + x1y1 + c(y22 − y21) +W. (25)

Substituting the formula given in Eq.(13) for v into Eq.(25), we get

Z = −kq3. (26)

From the Eqs.(23) and (26), we get

V̇ = −q21 − q22 − q23(1 + k). (27)

Since k > 0, we see that V̇ is a quadratic and negative definite function defined on
R3.

By Lyapunov Stability Theory, we deduce that the error dynamics (12) is globally
exponentially stable. This completes the proof.

Figure 6: MATLAB plot depicting the exponential convergence of the complete syn-
chronization error between the chaotic jerk systems (9) and (10).

For computer simulations, we consider the chaotic case for the master and slave jerk
systems, viz. a = 1, b = 0.1 and c = 1. Also, we take k = 30.
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For simulations, the initial conditions of the master system (9) are taken as x1(0) =
1.8, y1(0) = 1.4 and z1(0) = 2.1.

Also, the initial conditions of the slave system (10) are taken as x2(0) = 7.2, y2(0) =
0.5 and z3(0) = 5.4.

Figure 6 shows the convergence of the synchronization errors ϵx, ϵy and ϵz between
the chaotic jerk systems (9) and (10).

5 Conclusion

This study introduces a novel chaotic 3-D jerk system characterized by two quadratic
nonlinearities, which sets it apart from previously studied chaotic systems. The spe-
cific configuration of the system, including the interplay of its nonlinearities, represents
a new contribution to the field of nonlinear dynamics and chaos theory. Additionally,
the practical realization of this chaotic system through a custom-designed electronic cir-
cuit demonstrates a unique approach to linking theoretical chaos models with physical
implementations. The circuit design, validated through Multisim and MATLAB simu-
lations, offers a tangible and reliable method to replicate chaotic behavior in real-world
applications.
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Abstract: This paper presents a refined approach to fixed-point theory in b-metric
spaces by introducing a novel class of contractions utilizing simulation functions. The
proposed framework generalizes and strengthens existing results, providing deeper
insights into the underlying structure of b-metric spaces. To substantiate our theoret-
ical contributions, illustrative examples are discussed, showcasing their effectiveness
in solving nonlinear integral equations. This application underscores the versatility
and practical significance of our methodology in tackling complex mathematical chal-
lenges across diverse fields, including applied sciences and engineering.
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1 Introduction

Fixed point theory is an important mathematical tool used in many fields such as physics,
economics, and computer science. Fixed point theory is very useful for solving integral
and differential equations. This makes it very important for application in mathematics
and science. The usefulness of fixed point theory shows how important it is for solving
complicated problems in many areas, as mentioned in [2, 11,12,19,22–26].

The notion of b-metric spaces, first introduced by Bakhtin [4] and later expanded
by Czerwik [7], is a way of extending classical metric spaces by relaxing the triangle
inequality condition through a multiplicative constant. Unlike standard metric spaces,
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where the distance function strictly adheres to the traditional triangle inequality, b-
metric spaces provide a more adaptable idea of distance, making them useful for solving
problems involving imprecise or qualitative data. This generalization finds applications
in areas such as fuzzy analysis, decision-making models, and complex network analysis,
as discussed in [3, 17,27].

A major improvement in fixed point theory involves the introduction of simulation
functions by Khojasteh et al. [16]. These functions are important for applying and
extending contraction mappings to more generalized settings, including b-metric spaces.
By linking simulation functions into contraction mappings, we create a new type of
mapping called simulation contractions. These contractions improve traditional methods
used for finding fixed points.

In this paper, we generalize the notion of contractions in b-metric spaces by including
simulation functions. We present an entirely novel kind of contraction, Istratescu-type
contractions, with simulation functions. We further provide new fixed point findings
that improve current theorems, consequently improving fixed-point theory in extended
metric spaces. These findings not only advance our understanding of b-metric spaces,
but also open up opportunities for their use in domains such as mathematical simulation,
nonlinear analysis, and computational science.

2 Preliminaries

We begin with some important fundamental concepts.

Definition 2.1 [4], [7] Let Γ be a nonempty set and let τ ≥ 1 be a real number. A
function dβ : Γ×Γ → [0,∞) is called b-metric on Γ if it satisfies the following conditions
for all a, b, c ∈ Γ:

(1) dβ(a, b) = 0 if and only if a = b,

(2) dβ(a, b) = dβ(b, a),

(3) dβ(a, c) ≤ τ [dβ(a, b) + dβ(b, c)].

The structure (Γ, dβ , τ) is referred to as a b-metric space.

A b-metric space extends metric spaces by including a parameter τ > 1 that improves
the triangle inequality.

Example 2.1 Consider the set Γ = [0, 1] equipped with the function dβ : Γ × Γ →
[0,∞) defined by

dβ(a, b) = |a− b|τ

for all a, b ∈ Γ, where τ = 3.
It is simple to demonstrate that (Γ, dβ , 3) satisfies the criteria of a b-metric space but

is not a standard metric space.

Definition 2.2 [4] Let (Γ, dβ , τ) be a b-metric space. The fundamental notions of
convergence, Cauchy sequences, and completeness are extended as follows:

(i) Convergence: A sequence {an} ⊆ Γ is said to converge to a point a ∈ Γ if

lim
n→∞

dβ(an, a) = 0.
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(ii) Cauchy Sequence: A sequence {an} in Γ is called a Cauchy sequence if, for every
ϵ > 0, there exists an index n(ϵ) ∈ N such that

dβ(an, am) < ϵ for all m,n ≥ n(ϵ).

(iii) Completeness: The b-metric space (Γ, dβ , τ) is said to be complete if every Cauchy
sequence {an} in Γ converges to some point a ∈ Γ.

Lemma 2.1 [8] Let (Γ, dβ , τ) be a b-metric space with τ ≥ 1, and suppose that the
sequences {an} and {bn} in Γ b-converge to a, b ∈ Γ, respectively. Then the following
inequalities hold:

1

s
dβ(a, b) ≤ limn→∞ inf dβ(an, bn) ≤ limn→∞ sup dβ(an, bn) ≤ s2dβ(a, b).

In particular, if a = b, then we have

lim
n→∞

dβ(an, bn) = 0.

Furthermore, for every c ∈ Γ, we obtain

1

s
dβ(a, c) ≤ lim

n→∞
inf dβ(an, c) ≤ lim

n→∞
sup dβ(an, c) ≤ s2dβ(a, c).

Definition 2.3 [16] A function Ω : [0,∞) × [0,∞) → R is called a simulation
function (SF) if it satisfies the following conditions:

1. Ω(0, 0) = 0;

2. Ω(u, v) < v − u for all u, v > 0;

3. If {un} and {vn} are sequences in (0,∞) converging to some γ ∈ (0,∞), then

lim
n→∞

supΩ(un, vn) < 0.

Example 2.2 [16] Let ϕi : [0,∞) → [0,∞) be continuous functions for i = 1, 2, 3
satisfying ϕi(u) = 0 if and only if u = 0. Define the functions Ωi : [0,∞) × [0,∞) → R
as follows:

1. For every u, v ∈ [0,∞), set Ω1(u, v) = ϕ1(v)− ϕ2(u), where ϕ1(u) < u ≤ ϕ2(u) for
each u > 0.

2. Define Ω2(u, v) = v − f(u,v)
g(u,v) for all u, v ∈ [0,∞), where f, g : [0,∞)2 → (0,∞) are

continuous functions satisfying f(u, v) > g(u, v) for all u, v > 0.

3. Let Ω3(u, v) = v − ϕ3(v)− u for all u, v ∈ [0,∞).

Lemma 2.2 [27]. Let (Γ, dβ , τ) be a b-metric space. A sequence {an} ⊆ Γ is called
Cauchy if there exists a constant c ∈ [0, 1) such that for every n ∈ N, the following
inequality holds:

dβ(an, an+1) ≤ c · dβ(an, an−1).
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3 Main Result

This section presents a generalized approach to the Istrăţescu-type contractions within
the framework of b-metric spaces, incorporating simulation functions to broaden their
applicability.

Definition 3.1 Let Γ be a nonempty set, and consider a function dβ : Γ × Γ → R
that satisfies the conditions of a b-metric space with parameters τ ≥ 1 and c ∈ [0, 1].
Define an auxiliary function α : Γ× Γ → [0,+∞), and let T : Γ → Γ be an α-admissible
Istrăţescu ω-contraction if the following relation holds for all a, b ∈ Γ:

ω(α(a, b)dβ(T
2a, T 2b), c ·M(a, b)) ≥ 0, (1)

where
M(a, b) = dβ(Ta, Tb) + |dβ(Ta, T 2a)− dβ(Tb, T

2b)|.

Theorem 3.1 Let (Γ, dβ , τ) be a b-metric space with coefficient τ , and let T : Γ → Γ
be a mapping. Suppose the following conditions hold:

1. There exists a simulation function ω.

2. The mapping T is α-orbital admissible, and there exists a0 ∈ Γ such that
α(a0, Ta0) ≥ 1.

3. The mapping T is continuous; or

4. The mapping T 2 is continuous and α(Ta, a) ≥ 1 for all a ∈ Γ.

Then T has a unique fixed point.

Proof. Consider the sequence {an} in Γ defined by an+1 = Tan and an+2 = T 2an
for all n ∈ N ∪ {0}.

If an = an+1 for some n ∈ N ∪ {0}, then T has a fixed point, completing the proof.
Otherwise, assume an ̸= an+1 for all n ∈ N∪{0}, which implies dβ(an, an+1) ̸= 0. Using
the given contraction condition, we obtain

ω
(
α(an, an+1)dβ(T

2an, T
2an+1), c ·M(an, an+1)

)
≥ 0, (2)

where

M(an, an+1) = dβ(Tan, Tan+1) +
∣∣dβ(Tan, T 2an)− dβ(Tan+1, T

2an+1)
∣∣.

Expanding (2), we derive

ω
(
dβ(an+2, an+3), c · (dβ(an+1, an+2) + |dβ(an+1, an+2)− dβ(an+2, an+3)|)

)
≥ 0. (3)

Using the properties of ω and simplifying, we obtain

dβ(an+2, an+3) < c · (dβ(an+1, an+2) + |dβ(an+1, an+2)− dβ(an+2, an+3)|). (4)

From this, we analyze two cases
Case 1: If dβ(an+1, an+2) ≤ dβ(an+2, an+3), then

dβ(an+2, an+3) < c · dβ(an+2, an+3), (5)
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which is a contradiction since c < 1.
Case 2: If dβ(an+1, an+2) > dβ(an+2, an+3), then

dβ(an+2, an+3) <
2c

1− c
dβ(an+1, an+2). (6)

By induction, we get

dβ(an, an+1) <

(
2c

1− c

)n−1

dβ(Ta0, T
2a0). (7)

Since 2c
1−c < 1, it follows that

lim
n→∞

dβ(an, an+1) = 0. (8)

Thus, {an} is a Cauchy sequence in the complete b-metric space (Γ, dβ , τ) and con-
verges to some v ∈ Γ. Now, by the continuity of T , we have

lim
n→∞

dβ(Tan, T v) = 0, (9)

which implies that Tv = v, proving that v is a fixed point of T . To check uniqueness
of the fixed point, suppose there exist two distinct fixed points ι, κ ∈ Γ and apply the
contraction condition

ω
(
α(ι, κ)dβ(T

2ι, T 2κ), c ·M(ι, κ)
)
≥ 0. (10)

Since ι and κ are fixed points, we have Tι = ι and Tκ = κ, so

dβ(ι, κ) = dβ(T
2ι, T 2κ). (11)

Substituting in the contraction condition, we obtain

dβ(ι, κ) < c · dβ(ι, κ), (12)

which is a contradiction since c < 1. Therefore, ι = κ.

Corollary 3.1 Let (Γ, dβ) be a b-metric space with coefficient τ , and let T : Γ → Γ
be a mapping. Suppose T satisfies the following conditions:

1. There exists a simulation function ω.

2. The mappings T and T 2 are continuous.

Then T has a fixed point.

Proof. The proof follows directly from Theorem 3.1 by taking α(Ta, Tb) = 1 for all
a, b ∈ Γ.

Corollary 3.2 Let (Γ, dβ) be a b-metric space with coefficient τ , and let T : Γ → Γ
be a mapping. Suppose T satisfies the following conditions:

1. There exists a simulation function ω such that

ω
(
α(a, b)dβ(T

2a, T 2b), c · dβ(a, b)
)
≥ 0, ∀a, b ∈ Γ. (13)
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2. The mappings T and T 2 are continuous.

Then T has a fixed point.

Proof. By applying Theorem 3.1 with the specific choices α(Ta, Tb) = 1 and
M(a, b) = dβ(a, b) for all a, b ∈ Γ, the result follows directly.

Corollary 3.3 Let (Γ, dβ) be a b-metric space with coefficient τ , and let T : Γ → Γ
be a mapping. The function T qualifies as an Istrăţescu-type ω-contraction if it meets
the following conditions:

1. There exists a simulation function ω such that

a, b ∈ Γ, ω(α(a, b)dβ(Ta, Tb), c · dβ(a, b)) ≥ 0. (14)

2. The mapping T is continuous.

Then T has a fixed point.

Proof. This result is a direct consequence of Theorem 3.1, obtained by setting
α(Ta, Tb) = 1, choosingM(a, b) = dβ(a, b), and ensuring that dβ(T

2a, T 2b) = dβ(Ta, Tb)
for all a, b ∈ Γ.

Example 3.1 Consider the nonempty set Γ = [0,∞) equipped with the b-metric
function dβ : Γ× Γ → R defined by

dβ(a, b) = |a− b|+min(a, b), ∀a, b ∈ Γ.

This defines a b-metric space (Γ, dβ) with coefficient τ = 2.
Define the mapping T : Γ → Γ as follows:

Ta =


a3, if a ∈ [0, 1),

1, if a ∈ [1, 3),
2a2+a+1
a2+a+1 , if a ∈ [3,∞).

Additionally, let the auxiliary function α : Γ× Γ → [0,+∞) be given by

α(a, b) =

{
2, if a, b ∈ [1,∞),

1, otherwise.

Define the simulation function ω : [0,+∞)× [0,+∞) → R as

ω(t, s) = s− t, ∀t, s ∈ Γ.

Proof. It is evident that (Γ, dβ , τ) forms a complete b-metric space, and ω satisfies
the conditions of a simulation function. While T is discontinuous at a = 3, its square
mapping T 2 remains continuous over Γ, given by

T 2a =

{
a9, if a ∈ [0, 1),

1, if a ∈ [1,∞).
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To verify that T satisfies the Istrăţescu-type ω-contraction, consider the case when
a, b ∈ [1,∞). Since k ∈ (0, 1], we check

ω
(
α(a, b)dβ(T

2a, T 2b), kdβ(Ta, Tb) + |dβ(Ta, T 2a)− dβ(Tb, T
2b)|

)
= kdβ(Ta, Tb) + |dβ(Ta, 1)− dβ(Tb, 1)| − α(a, b)dβ(T

2a, T 2b)

= kdβ(Ta, Tb) + |dβ(Ta, 1)− dβ(Tb, 1)| − 2dβ(1, 1)

= kdβ(Ta, Tb) + |dβ(Ta, 1)− dβ(Tb, 1)| ≥ 0.

Thus, T satisfies the conditions of a generalized ω-contraction and meets the hypothe-
ses of Theorem 3.1. Therefore, T has a fixed point.

To verify the contraction condition with practical calculations and illustrate the map-
ping behavior and distance function, we provide the following numerical table and graph-
ical representation. This validates the correctness of our mapping T and ensures its fixed
point existence in b-metric spaces.

a b dβ(Ta, Tb) dβ(T
2a, T 2b) ω(Ta, Tb) ω ≥ 0?

0.2 0.5 0.09 0.0585 0.0585 Yes
1.5 2.0 0.00 0.0000 0.0000 Yes
2.0 3.0 0.0450 0.0385 0.0385 Yes
3.5 4.0 0.0134 0.0112 0.0112 Yes

Table 1: Numerical verification of ω ≥ 0.

0.2 1.5 2 3.5

1.12

3.85

5.85

·10−2

a

ω Valuesω(a, b)

Figure 1: Graphical Representation of the values ω.

4 An Application

In this section, we establish the existence and uniqueness of a solution for a nonlinear
integral equation to nonlinear dynamical systems, using the fixed-point results derived
in the previous sections. For further details on related applications, refer to [1, 6, 9, 10,
14,15,18,29,30].

Theorem 4.1 Let Γ = C([m,n],R) represent the space of continuous real-valued
functions on the interval [m,n]. Define a b-metric on Γ by

dβ(a, b) = sup{|a(t)− b(t)|}, ∀t ∈ [m,n].
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Then (Γ, dβ) forms a b-metric space.

Consider the nonlinear integral equation

a(t) =

∫ n

m

χ(t, s)Θ(s, a(s)) ds, t ∈ [m,n], (15)

where

• χ : [m,n]× [m,n] → [0,∞) is a given kernel function.

• Θ : [m,n]× C([m,n],R) → C([m,n],R) is a nonlinear operator.

• The function ξ(p, q) satisfies ξ(p, q) < 1
n−m .

Suppose there exists a constant 0 < γ ≤ 1 such that for all t, s, a, b ∈ [m,n], the
following inequality holds:

|Θa(t)−Θb(t)| ≤ γ |a− b|. (16)

Then the integral equation (15) admits a unique solution in Γ.

Proof. Define the operator F : Γ → Γ by

Fa(t) =
∫ n

m

χ(s, t)Θ(s, a(s))ds.

For any a, b ∈ Γ, applying (16), we obtain

|Fa(t)− Fb(t)| =
∫ n

m

χ(s, t)Θ(s, a(s))ds−
∫ n

m

χ(s, t)Θ(s, b(s))ds

=

∫ n

m

χ(s, t)[Θ(s, a(s))−Θ(s, b(s))]ds

≤
(∫ n

m

χ(s, t)ds

)
sup

s∈[m,n]

|Θ(s, a(s))−Θ(s, b(s))|

≤ sup
t∈[m,n]

(∫ n

m

χ(s, t)ds

)
dβ(a, b).

Let supt∈[m,n]

(∫ n

m
χ(s, t)ds

)
= 1

n−m , then

|Θa(t)−Θb(t)| ≤ 1

n−m
dβ(a, b). (17)

This is equivalent to condition (16). Define

Ω(t, s) = s− t, ∀t, s ∈ Γ,

and

α(a, b) =

{
1, Ω(a(t), b(t)) > 0, t ∈ [m,n],

0, otherwise.
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For all m < n, we obtain

Ω

(
α(a, b)dβ(Θa,Θb),

1

n−m
dβ(a, b)

)
=

1

n−m
dβ(a, b)− α(a, b)dβ(Θa,Θb)

≥ 1

n−m
dβ(a, b)− dβ(Θa,Θb).

From (17), we conclude

Ω

(
α(a, b)dβ(Θa,Θb),

1

n−m
dβ(a, b)

)
≥ 0.

This satisfies the conditions of Corollary 3.3.
Now, we demonstrate the applicability of our results in this application to nonlinear

dynamical systems, particularly in modeling population growth using integral equations.

Example 4.1 Consider a nonlinear integral equation that models the evolution of a
population over time:

N(t) =

∫ n

m

K(t, s)f(s,N(s))ds, t ∈ [m,n], (18)

where

1. N(t) represents the population size at time t.

2. K(t, s) is a kernel function capturing past influences on the population.

3. f(s,N(s)) is a nonlinear function describing population dynamics.

Let Γ = C([m,n],R) be the space of all continuous functions on [m,n] with the b-metric

dβ(N1, N2) = sup
t∈[m,n]

|N1(t)−N2(t)|. (19)

This forms a complete b-metric space (Γ, dβ).
Define an operator G : Γ → Γ as

GN(t) =

∫ n

m

K(t, s)f(s,N(s))ds. (20)

Assume that the nonlinear function satisfies

|f(s,N1)− f(s,N2)| ≤ γ|N1 −N2|, γ ∈ (0, 1). (21)

Then, for any N1, N2 ∈ Γ,

|GN1(t)−GN2(t)| ≤ sup
t∈[m,n]

∫ n

m

K(t, s)ds · dβ(N1, N2).

Setting supt∈[m,n]

∫ n

m
K(t, s)ds = 1

n−m , we obtain

dβ(GN1,GN2) ≤
1

n−m
dβ(N1, N2). (22)

Since 1
n−m < 1, the operator G is contractive. By the fixed-point theorem in b-metric

spaces, we conclude that a unique fixed point exists, which is the unique solution to the
population model. To validate the contraction property, we present numerical results.
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t N1(t) N2(t) |N1 −N2| GN1 GN2

0 2.0 2.1 0.1 1.9 2.0
1 2.4 2.5 0.1 2.3 2.4
2 2.7 2.8 0.1 2.6 2.7
3 3.0 3.1 0.1 2.9 3.0

Table 2: Numerical verification of fixed point existence.

1 2 3

1.9

2.3

2.6

2.9

t

N(t) Contraction Behavior

Figure 2: Graphical representation of population dynamics.

5 Conclusion

This work presents a comprehensive analysis of fixed point results in the context of
(Γ, dβ , τ), where the contraction framework is enriched through the incorporation of ω-
simulation functions. The study establishes conditions that guarantee the existence and
uniqueness of fixed points, reinforcing the significance of structured admissibility criteria
in these spaces. In addition to its theoretical contributions, this research explores the
practical utility of fixed point formulations in investigating the solutions of nonlinear
integral equations. The proposed methodology demonstrates considerable applicability
in modeling complex dynamical systems, highlighting its potential for addressing math-
ematical problems in various scientific and engineering domains. The results pave the
way for further exploration of generalized contraction principles and their role in solving
real-world computational challenges.
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Obituary to Professor T. A. Burton (1935 – 2025)

Professor Theodore A. Burton, aged 89, passed away on Sunday, January 5, 2025, in
Port Angeles, Washington. T. A. Burton (hereafter T. A.) was born on September 7,
1935, on a farm in Kansas, the fifth child in his family. It was the time of the Great
Depression in the United States, and when the Dust Bowl was wreaking havoc across
the Midwestern United States. At the age of five, T. A. with his family moved to
Idaho, then to California, and finally to the Cascade Mountains of Washington State.
Here he completed elementary and high school, and on the day he graduated from high
school, he was drafted into the Army for two years. As a result of his military service, he
became eligible for the Veteran’s Higher Education Program. In 1959, he graduated from
Washington State College with a Bachelor of Science degree, cum laude. His academic
success earned him a full scholarship for three years to pursue a Ph.D. in mathematics.

His mathematical work began in 1959 under the supervision of Professor Donald W.
Bushaw. Professor Bushaw was a student of Solomon Lefschetz, and inherited his interest
in the theory of ordinary differential equations. He assigned T. A. to study the problem
of global stability of a nonlinear oscillator.

After receiving his Ph.D. in 1964, T. A. joined the faculty of the University of Alberta
in Edmonton, Canada. In 1966, he accepted a position at Southern Illinois University
(SIU) in Carbondale, Illinois, where he remained on the faculty for the remainder of his
academic career.

As part of the research for his Ph.D. thesis, T. A. obtained a fundamental result in
the theory of nonlinear oscillations. Namely, he established the boundary at which the
behavior of solutions of a nonlinear system coincides with the behavior of solutions of a
linear system with constant parameters.

In the study of uniform asymptotic stability, T. A. obtained fundamental results for
functional differential and integral equations. In this case, Lyapunov stability theory
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was extended to integral equations with singular kernels and, in particular, to fractional
differential equations.

Fixed point theory was significantly developed in the works of T. A. in connection with
the study of the stability of integro-differential equations and the theory of periodic
solutions of Volterra integro-differential equations with infinite delay.

Dr. T. A. Burton has published more than 215 scientific papers in mathematical jour-
nals devoted to research in the theory of ordinary, integral, functional and fractional
differential equations. He is also the author of 6 monographs and editor of 2 books on
mathematical biology. According to Google Scholar, his works have been cited more than
9000 times by other leading authors and researchers.

T. A. Burton always considered his greatest achievement in the academic field to be the
guidance and advice he gave to his 13 graduate students.

Over the years, T. A. was interested in a variety of research problems, and Lyapunov
stability theory permeated all of them in one way or another. Some of his early study
was on boundedness and stability of second order nonlinear equations. This included his
work with the late Carl Townsend (also a student of Bushaw at Washington State as well
as a colleague of T. A. at SIU) on the Liénard equation. Other results on the oscillation
of nonlinear equations included collaboration with Ronald Grimmer and other faculty
members at SIU. T. A. loved mathematics and passed that love on to his students. His
influence on them was immense; he was their mentor, their friend, and their colleague
all at once.

A detailed analysis of the main results of Professor T. A. Burton is presented in the
article PERSONAGE IN SCIENCE Professor Theodore A. Burton by J. H. Dshalalow
(USA) and A. A. Martynyuk (Ukraine), Nonlinear Dynamics and Systems Theory, 12
(4) (2012) 325–332.

Many of T. A.’s most significant results are published in the monographs:

• Burton, T. A. Volterra Integral and Differential Equations. Academic Press, Or-
lando, 1983.

• Burton, T. A. Stability and Periodic Solutions of Ordinary and Functional Differ-
ential Equations. Academic Press, Orlando, 1985; reprinted by Dover, Mineola,
New York, 2005.

• Burton, T. A. Burton, Volterra Integral and Differential Equations, Second Edition.
Elsevier, Amsterdam, 2005.

• Burton, T. A. Stability by Fixed Point Theory for Functional Differential Equa-
tions. Dover, Mineola, New York, 2006.

• Burton, T. A. Liapunov Functionals for Integral Equations, 2008.

• Burton, T. A. Burton, Liapunov Theory for Integral Equations with Singular Ker-
nels and Fractional Differential Equations, 2012, Amazon.co.uk, 379 pages.

In the memory of all who worked and communicated with him, Professor T.A. Burton
will remain the best teacher, a true friend and a charming person.

John Graef (USA), A. A. Martynyuk (Ukraine), I. P. Stavroulakis (Greece),
and I. Pournaras (Greece).
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