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1 Introduction

Difference equations often appear in the study of numerical methods, combinatorial enu-
meration and system analysis [5, 6]. There are many methods for solving the linear differ-
ence equations of one argument with constant coefficients such as method of generating
functions, method of Z transformation and that similar to the methods for solving the
linear differential equations [1, 2]. But there are few papers on the difference equations
of two variables or partial difference equations. In this paper two kinds of linear partial
difference equations with constant coefficients are discussed and their explicit solutions
are obtained.

2 Definitions and a Lemma

Definition 1 The following difference equation is called first order linear partial dif-

ference equation with constant coefficients

αu(t, s) + βu(t, s − 1) + γu(t − 1, s) + δu(t − 1, s − 1) + λ = 0, (1)
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where α, β, γ and δ are all constants, t and s are positive integers, and λ = λ(t, s) is a
given function.

For convenience, we will classify equations (1) as follows:
If α 6= 0, γ 6= 0, then (1) can be written as

u(t, s) = −
α

β
u(t, s − 1) −

γ

α
u(t − 1, s) −

δ

α
u(t − 1, s− 1) −

λ

α
. (2)

If α 6= 0, γ = 0, then (1) can be written as

u(t, s) = −
β

α
u(t, s − 1) −

δ

α
u(t − 1, s − 1) −

λ

α
. (3)

If α = 0, β 6= 0, γ 6= 0, then (1) can be written as

u(t, s − 1) = −
γ

β
u(t − 1, s) −

δ

β
u(t − 1, s − 1) −

λ

β
. (4)

Equation (1) also can be expressed by

u(t, s) = −
γ

β
u(t − 1, s + 1) −

δ

β
u(t − 1, s) −

λ

β
. (5)

If the term u(t − 1, s) of (4) is placed on the left-hand side, the other terms are moved
to the right-hand side, and t − 1 is replaced by t, then (4) can be written as

u(t, s) = −
β

γ
u(t + 1, s− 1) −

δ

γ
u(t, s − 1) −

λ

γ
. (6)

If α = 0, β 6= 0, γ = 0 or if α = 0, β = 0, γ 6= 0, the equations (1) are both actually
difference equations of one variable, which is not discussed here. If α = β = γ = 0,
δ 6= 0, then the equation (1) is trivial one, which is also not considered here.

Without loss of generality the equations (2) – (6) can be classified in following four
types:

(A) u(s, t) = au(t, s − 1) + bu(t − 1, s) + cu(t − 1, s − 1) + d(t, s),
(7)

u(t, 0) = F (t), u(0, s) = E(s).

(B) u(s, t) = au(t, s − 1) + bu(t − 1, s − 1) + d(t, s),
(8)

u(t, 0) = F (t).

(C) u(s, t) = au(t − 1, s + 1) + bu(t − 1, s) + d(t, s),
(9)

u(0, s) = E(s).

(D) u(s, t) = au(t + 1, s − 1) + bu(t, s − 1) + d(t, s),
(10)

u(t, 0) = F (t).

where a, b, c are constants and d(t, s) is a given function of t and s.

Definition 2 The following difference equation is called second order linear partial

difference equation with constant coefficients

au(t, s)+bu(t, s−1)+cu(t, s−2)+d(t−1, s−1)+eu(t−1, s)+fu(t−2, s)+g(t, s) = 0. (11)

where a, b, c, d, e, f are all constants, t ≥ 2, s ≥ 2 and g = g(t, s) is a given function.

In this paper we only discuss equation of type (E)

(E) u(t, s) = au(t − 2, s) + bu(t, s − 2) + g(t, s),

u(t, 0) = F0(t), u(t, 1) = F1(t), u(0, s) = E0(s), u(1, s) = E1(s).
(12)
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Lemma For the given constant a, b, c and nonnegative integers k and n, we set

R(n, k) =
∑

i1+i2+···+in=k
ir≥0 (r=1,2...,n)

n
∏

r=1

(H ∗ bir−1)

where

R(n, k) =

{

0, k > 0;

1, k = 0.
, H = ab + c, H ∗ bm−1 =

{

a, m = 0;

Hbm−1, m ≥ 1.

Then for the given function f(t), R(n, k) satisfies the following equation

t
∑

k=0

R(m, k)

t−k
∑

j=0

R(1, j)f(t− k − j) =

t
∑

k=0

R(m + 1, k)f(t − k).

The lemma is easy to verify by induction, so the proof is omitted.

3 Solution of Explicit Expressions of the Partial Difference Equations

In the sequel, we shall give main results of this paper.

Theorem 1 For t ≥ 1 and s ≥ 1,

(1) the solution of type (A) is

u(t, s) =

t−1
∑

k=0

R(s, k)F (t − k) +

t−1
∑

k=0

s−1
∑

j=0

R(j, k)M(t − k, s − j),

where

M(t, s) = bt−1[cu(0, s − 1) + bu(0, s)] +

t−1
∑

i=0

bid(t − i, s)

= bt−1[cE(s − 1) + bE(s)] +
t−1
∑

i=0

bid(t − i, s);

(2) the solution of type (B) is

u(t, s) =

s
∑

k=0

Ck
s as−kbkF (t − k) +

s−1
∑

k=0

k
∑

j=0

C
j
kak−jbjd(t − k, s − j);

(3) the solution of type (C) is

u(t, s) =
t
∑

k=0

Ck
t at−kbkE(t + s − k) +

t−1
∑

k=0

k
∑

j=0

C
j
kak−jbjd(t − k, s + k − j);

(4) the solution of type (D) is

u(t, s) =

s
∑

k=0

Ck
s as−kbkF (t + s − k) +

s−1
∑

k=0

k
∑

j=0

C
j
kak−jbjd(t + k − j, s − k).
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Proof We only prove (1) and (3), the other proofs are similar to each other, hence
omitted.

(1) For the problem (A), b 6= 0. Let us set N(t, s) = au(t, s − 1) + cu(t − 1, s − 1) +
d(t, s), then

u(t, s) = N(t, s) + bu(t − 1, s) = N(t, s) + b[N(t − 1, s) + bu(t − 2, s)]

= N(t, s) + bN(t − 1, s) + b2u(t − 2, s) = . . .
(13)

By induction we have

u(t, s) =

t−1
∑

k=0

bkN(t − k, s) + btu(0, s) =

t−1
∑

k=0

H ∗ bk−1u(t − k, s − 1) + M(t, s)

=

t−1
∑

k=0

R(1, k)u(t − k, s − 1) + M(t, s).

(14)

For any positive integer i (1 ≤ i ≤ s), it is easy to be tested by induction also that

u(t, s) =

t−1
∑

k=0

R(i, k)u(t − k, s − i) +

i−1
∑

j=0

t−1
∑

k=0

R(j, k)M(t − k, s − j), (15)

where i = s (15) is the solution to (A).
(3) The situation “γ = 0 in (1)” is equivalent to the situation “b = 0 in (A)”. But

the proof (1) is under the condition b 6= 0, so the solution of problem (B) can be not
the solution of (A) by letting b = 0. Now we will prove that for any positive integer i

(1 ≤ i ≤ s) the following holds:

u(t, s) =

i
∑

k=0

Ck
i ai−kbku(t − k, s − i) +

i−1
∑

k=0

k
∑

j=0

C
j
kak−jbjd(t − j, s − k). (16)

In fact, while i = 1, (16) becomes (8). Suppose (16) holds for i, then for i+1, substituting
u(t − k, s − i) in (16) by (8) we have

u(t, s) =

i
∑

k=0

Ck
i ai−kbk[au(t − k, s − i − 1) + bu(t− k − 1, s − i − 1) + d(t − k, s − i)]

+

i−1
∑

k=0

k
∑

j=0

C
j
kak−jbjd(t − j, s − k)

=
i
∑

k=0

Ck
i ai+1−kbku(t − k, s − i − 1) +

i
∑

k=0

Ck
i ai−kbk+1u(t − k − 1, s − i − 1)

+
i
∑

k=0

Ck
i ai−kbkd(t − k, s − i) +

i−1
∑

k=0

k
∑

j=0

C
j
kak−jbjd(t − j, s − k).

(17)
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The first two terms of (17) can be merged into one term by using formula Ck
i + Ck−1

i =

Ck
i+1, the third term can be merged into the last term by substituting k by j and i by k

respectively, hence

u(t, s) =
i+1
∑

k=0

Ck
i+1a

i+1−kbku(t − k, s − i − 1) +

(i+1)−1
∑

k=0

k
∑

j=0

C
j
kak−jbjd(t − j, s − k),

which shows that (16) is proved and by letting i = s (16) becomes the solution of (2).

Theorem 2 The solution to (E) is

u(t, s) = at1

s1−1
∑

k=0

Ck
k+t1−1b

ku(δ(t), s − 2k) + bs1

t1−1
∑

j=0

C
j
j+s1−1a

ju(t − 2j, δ(s))

+

s1−1
∑

k=0

t1−1
∑

j=0

Ck
k+ja

jbkg(t − 2j, s − 2k),

(18)

where t1 =
[ t − 1

2

]

, s1 =
[s − 1

2

]

, [x] expresses the minimum integer which is greater

than or equals to x,

δ(x) =

{

1, if x is odd;

0 if x is even.

Proof If b = 0 in (12), then the equation becomes the second order difference equa-
tion of one argument t. The solution can be easily calculated as follows:

u(t, s) = at1u(δ(t), s) +

t1−1
∑

k=0

akg(t − 2k, s). (19)

If b 6= 0 in (12), taking u(t, s−2) in (12) as an iterative term calculated successively one
obtains

u(t, s) = au(t − 2, s) + bu(t, s − 2) + g(t, s)

= au(t − 2, s) + b[au(t − 2, s − 2) + bu(t, s − 4) + g(t, s − 2)] + g(t, s)

= au(t − 2, s) + abu(t − 2, s − 2) + b2[au(t − 2, s − 4)

+ bu(t, s − 6) + g(t, s − 4)] + bg(t, s − 2) + g(t, s)

= au(t − 2, s) + abu(t − 2, s − 2) + ab2u(t − 2, s − 4) + b3u(t, s − 6)

+ b2g(t, s − 4) + bg(t, s − 2) + g(t, s)

Hence one can get the following by induction

u(t, s) = a

s1−1
∑

k=0

bku(t − 2, s − 2k) + bs1u(t, δ(s)) +

s1−1
∑

k=0

bkg(t, s − 2k). (20)
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Now we will prove by induction again that for any positive integer i (1 ≤ i ≤ t1)

u(t, s) = ai

s1−1
∑

k=0

Ci−1
k+i−1b

ku(t − 2i, s − 2k) + bs1

i−1
∑

j=0

C
j
s1+j−1a

ju(t − 2j, δ(s))

+

s1−1
∑

k=0

i−1
∑

j=0

C
j
k+ja

jbkg(t − 2j, s − 2k).

(21)

In fact, when i = 1 (21) becomes (20). Suppose (21) holds for i, then for i + 1,
substituting the term u(t − 2i, s − 2k) in (21) by (20) one can get:

u(t, s) = ai

s1−1
∑

k=0

Ci−1
k+i−1b

k

[

a

[ s−2k−1

2
]−1

∑

j=0

bju(t − 2i − 2, s − 2k − 2j)

+ b[
s−2k−1

2 ]−1u(t − 2i, δ(s − 2k)) +

[ s−2k−1

2
]−1

∑

j=0

bjg(t − 2i, s − 2k − 2j)

]

+ bs1

i−1
∑

j=0

C
j
s1+j−1a

ju(t − 2j, δ(s)) +

s1−1
∑

k=0

i−1
∑

j=0

C
j
k+ja

jbkg(t − 2j, s − 2k).

(22)

Because

[

s − 2k − 1

2

]

=

[

s − 1

2
− k

]

=

[

s − 1

2

]

− k = s1 − k, δ(s − 2k) = δ(s),

s1−1
∑

k=0

Ci−1
k+i−1b

k

s1−k−1
∑

j=0

bj =

s1−1
∑

k=0

C
(i+1)−1
k+(i+1)−1b

k,

s1−1
∑

k=0

Ci−1
k+i−1 = Ci−1

s1+i−1,

hence (22) can be written as

u(t, s) = ai+1
s1−1
∑

k=0

Ci−1
k+i−1b

k

s1−k−1
∑

j=0

bju(t − 2i − 2, s − 2k − 2j)

+ ai

s1−1
∑

k=0

Ci−1
k+i−1b

s1u(t − 2i, δs) + ai

s1−1
∑

k=0

Ci−1
k+i−1b

k

s1−k−1
∑

j=0

bjg(t − 2i, s − 2k − 2j)

+

s1−1
∑

k=0

i−1
∑

j=0

C
j
k+ja

jbkg(t − 2j, s − 2k) + bs1

i−1
∑

j=0

C
j
s1+j−1a

ju(t − 2j, δs)

= ai+1
s1−1
∑

k=0

C
(i+1)−1
k+(i+1)−1b

ku(t − 2(i + 1), s − 2k) + bs1

(i+1)−1
∑

j=0

C
j
s1+j−1a

ju(t − 2j, δs)

+ ai

s1−1
∑

k=0

C
(i+1)−1
k+i−1 bkg(t − 2i, s − 2k) +

s1−1
∑

k=0

i−1
∑

j=0

C
j
k+ja

jbkg(t − 2j, s − 2k)
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= ai+1
s1−1
∑

k=0

C
(i+1)−1
k+(i+1)−1b

ku(t − 2(i + 1), s − 2k) + bs1

(i+1)−1
∑

j=0

C
j
s1+j−1a

ju(t − 2j, δ(s))

+

s1−1
∑

k=0

(i+1)−1
∑

j=0

C
j
k+ja

jbkg(t − 2j, s − 2k).

One obtains (21). With i = t1 =
[ t − 1

2

]

, (21) becomes (18). It is easy to know that

(19) is the exception of (18), thus the proof of Theorem 2 is completed.

4 Examples

Example 1 Find the numbers of the shortest lattice paths with diagonal steps [3].
On the coordinate plane, the number of the shortest lattice paths with diagonal steps

is called Delannoy number [3], which satisfies the difference equation:

D(t, s) = D(t, s − 1)D(t − 1, s) + D(t − 1, s − 1),

D(t, 0) = D(0, s) = 1.
(23)

Problem (23) is the type of (A), where a = b = c = 1, d = 0 and its solution is

D(t, s) =

t−1
∑

k=0

R(s, k)F (t − k) +

t−1
∑

k=0

s−1
∑

j=0

R(j, k)M(t − k, s − j),

where F (t) = D(t, 0) = 1, M(t, s) = D(0, s − 1) + D(0, s) = 2, from which one gets

D(t, s) =

t−1
∑

k=0

R(s, k) + 2

t−1
∑

k=0

s−1
∑

j=0

R(j, k). (24)

Because

H = ab + c = 2, H ∗ bm−1 =

{

1, m = 0;

2, m ≥ 1;

R(n, k) =
∑

i1+i2+···+in=k,
ir≥0, (r=1,2...,n)

n
∏

r=1

(H ∗ bir−1) =

n
∑

m=0

Cm
n

(

∑

i1+i2+···+in−m=k,

ir≥1, (r=1,2...,n−m)

n−m
∏

r=1

(H ∗ bir−1)

)

=
n
∑

m=0

Cm
n

(

∑

i1+i2+···+in−m=k,

ir≥1, (r=1,2...,n−m)

2n−m

)

=
n
∑

m=0

Cm
n 2n−m

(

∑

i1+i2+···+in−m=k,

ir≥1, (r=1,2...,n−m)

1

)

.

From the literature [4] we know that the number of the natural number solution to

the equation x1 + x2 + · · · + xn−m = k is Cn−m−1
k−1 , hence

R(n, k) =
n
∑

m=0

2n−mCm
n Cn−m−1

k−1 .
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It follows that

t−1
∑

k=0

R(s, k) =

t−1
∑

k=0

s
∑

m=0

2s−mCm
s Cs−m−1

k−1 =

s
∑

m=0

2s−mCm
s

(

t−1
∑

k=0

Cs−m−1
k−1

)

=

s
∑

m=0

2s−mCm
s

(

t−1
∑

k=s−m

Cs−m−1
k−1

)

=

s
∑

m=0

2s−mCm
s Cs−m

t−1 =

s
∑

m=0

2mCm
s Cm

t−1,

where
t−1
∑

k=s−m

Cs−m−1
k−1 = Cs−m

t−1 .

Calculating shows that

2

t−1
∑

k=0

s−1
∑

j=0

R(j, k) = 2

s−1
∑

j=0

(

t−1
∑

k=0

R(j, k)

)

= 2

s−1
∑

j=0

j
∑

m=0

2mCm
j Cm

t−1

= 2

s−1
∑

m=0

s−1
∑

j=m

2mCm
j Cm

t−1 = 2

s−1
∑

m=0

2mCm
t−1

(

s−1
∑

j=m

Cm
j

)

= 2
s−1
∑

m=0

2mCm
t−1C

m+1
s =

s−1
∑

m=0

2m+1Cm
t−1C

m+1
s ,

where
s−1
∑

j=m

Cm
j = Cm+1

s .

With the above result one gets

D(t, s) =

t−1
∑

k=0

R(s, k) + 2

t−1
∑

k=0

s−1
∑

j=0

R(j, k) =

s
∑

m=0

2mCm
s Cm

t−1 +

s−1
∑

m=0

2m+1Cm+1
s Cm

t−1

=

s
∑

m=0

2mCm
s (Cm

t−1 + Cm−1
t−1 ) =

s
∑

m=0

2mCm
s Cm

t .

This is the very result given out of [3].

Example 2 Find all eigenvalues of the following matrix B

B =





















α γ
. . .

α β
. . .

γ
. . .

β α





















,

where the matrix B has the following characteristics:
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1. All the main diagonal elements of B are α.

2. All the skew diagonal elements of the downright square submatrix of B are β. If
the number of the submatrix‘s order is odd, then the cross-element of the main diagonal
line of the submatrix and its skew diagonal line is still α (the line connecting the upright
corner of a square matrix with its downleft corner is called skew diagonal line).

3. The remained elements of B are all γ.

To find the eigenvalues of the matrix B is to find the roots of equation det (λI−B) = 0,
where I is a unit matrix of order equivalent to B. Let us first calculate det B. In fact,
the matrix B is similar to matrix A(t, s) where

A(t, s) =































α β

β α
α β

β α
. . .

α β

β α
α

. . .

α































(t+s)×(t+s)

(25)

(t ≥ s ≥ 0) is a matrix of order (t + s)× (t + s), where there are s submatrixes of order

2:

(

α β

β α

)

, and a submatrix of order (t− s):





α
. . .

α



, the unlisted elements are

all γ, which is shown above.

It is easy to know that

det B = det A(t, s) = 2(α − β) detA(t, s − 1) − (α − β)2 detA(t − 1, s − 1),

t ≥ s ≥ 1.
(26)

The initial condition is that

detA(t, 0) = (α − γ)t−1[α + (t − 1)γ], detA(0, 0) = 1.

This is the very type of problem (B), where

a = 2(α − β), b = −(α − β)2, c = 0, F (t) = (α − γ)t−1[α + (t − 1)γ].

The solution of it can be calculated as follows

detA(t, s) = (α − β)s(α + β − 2γ)s−1(α − γ)t−s−1

× {(α + β − 2γ)[α + (t − 1)γ] + sγ(α − β)}.
(27)

Substituting elements α, β and γ of matrix B by λ − α, −β and −γ respectively,
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then we can get immediately eigenvalues of B:

(i) If t > s > 1, then

λ1 = (α − β) is a root of s-multiplicity;

λ2 = (α − γ) is a root of (t − s − 1)-multiplicity;

λ3 = (α + β − 2γ) is a root of (s − 1)-multiplicity;

λ4 =
1

2

{

[(α + β − 2γ) + (α + (t − 1)γ) + sγ]

+
√

[(α + β − 2γ) + (α + (t + s − 1)γ)]2 − 4[(α + β − 2γ)(α + (t − 1)γ + sγ(α − β))]
}

,

λ5 =
1

2

{

[(α + β − 2γ) + (α + (t − 1)γ) + sγ]

−
√

[(α + β − 2γ) + (α + (t + s − 1)γ)]2 − 4[(α + β − 2γ)(α + (t − 1)γ + sγ(α − β))]
}

are two single roots.

(ii) If t = s ≥ 1, then

det A(t, s) = (α − β)s(α + β − 2γ)s−1(α + β + (s − 2)γ),

λ1 = (α − β) is a root of s-multiplicity;
λ2 = (α + β − 2γ) is a root of (s − 1)-multiplicity;
λ3 = (α + β − 2γ) is a single root.

(iii) If t > s = 0, then

detA(t, s) = (α − γ)t−1(α + (t − 1)γ);

λ1 = α − γ is a root of (t − 1)-multiplicity;
λ2 = α + (t − 1)γ is a single root.

5 Conclusions

This paper has been focused on the study of the solution’s explicit expressions of some
kind of partial difference equations. The method is very simple, but the results can be
used in the study of some kind of combinatorial enumerations and some other related
fields.
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