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1 Introduction

In this paper we are concerned with the oscillatory behavior of the fourth order functional
differential equations of the type

t(am (G (5 (s (50) ) 7)) +awslsn <o

or, written more compactly as

Lax(t) + q(t)f(alg(t)]) = 0, (L1)
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where

Loxz(t) = z(t), Lax(t) = %Lgd?(t),

Lkl’(t) = %(CZL;C 1.’L’(t)) ak, k= 1,2,3.

In what follows, we shall assume that

(i) ai(t),q(t) € C([to, ), RT), where RT = (0,00), to > 0 and

o0

/a}/ai(s)ds —oo, i=1,2,3; (1.3)

(i) g(t) € C([to, o0), R), where R = (—o00,00), ¢'(t) > 0 for ¢ > to and

thm g(t) =
(ili) f € C(R, ), f(z) >0 and f'(x) >0 for z #0;
(iv) «;, 1 =1,2,3, are the ratios of positive odd integers.

The domain D(L4) of L4 is defined to be the set of all functions z: [t,,00) — R,
ty > to such that L;z(t), 0 < j <4 exist and are continuous on [t,,00). Our attention
is restricted to those solutions x € D(L4) of (1.1) which satisfy sup {|z(t)|: t > T} >0
for T > t,. We make the standing hypothesis that equation (1.1) does possess such
solutions.

A solution of equation (1.1) is called oscillatory if it has arbitrarily large zeros, other-
wise, it is called nonoscillatory. Equation (1.1) is called B-oscillatory if all its bounded
solutions are oscillatory and is called oscillatory if all its solutions are oscillatory.

In the last three decades there has been an increasing interest in studying the oscilla-
tory and nonoscillatory behavior of solutions of functional differential equations. Most of
the work on the subject, however, has been restricted to first and second order equations,
as well as, higher order equations of the type

Lyz(t) +q(t) f(z[g(t)]) = 0,
where

1
a(t

| Q.

d
Lpq1z(t), k=1,2,...,n—1, Lpz(t) = —L,_12(t).

Lox(t) = z(t), Lizx(t) = dt

QU

t

For recent contributions, we refer to [1-13] and the references cited therein.

It appears that little is known regarding the oscillation of equation (1.1). Therefore,
our main goal here is to present a systematic study of the oscillation of all bounded
solutions of equation (1.1). We shall establish some necessary and sufficient conditions
for the bounded oscillation and nonoscillation of equation (1.1). Moreover, our equation is
quite general and therefore the results of this paper even in some special cases complement
and generalize some known results appeared recently in the literature (see [4—8,10—13]).
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2 Main Results

Consider the inequalities

(o (o) )+t stelaton <o

dt \ ay(t)
(ot (e0) ) +artelao) 2 0

and the equation

Hm (5e0) ) +awrelsn o

al (t)

where (ii) and (iii) hold, a;(¢) and oy are as in (i) and (iv) respectively.
Now we shall prove the following lemma.

217

Lemma 2.1 Ifinequality (2.1) (inequality (2.2)) has an eventually positive (negative)

solution, then equation (2.3) also has an eventually positive (negative) solution.

Proof Let z(t) be an eventually positive solution of inequality (2.1). It is easy to see

that 2/(t) > 0 eventually. Let
1 d “
t) = —— | =zt .
)= — (20)

2 (t) = (a1 (W)y(t)Y* >0 for t>t5>0.

Then,

Integrating (2.4) from tp to t, we have

t

o) = alt) + [ (@r(y(s))/ ds.

to
Thus, (2.1) becomes

g(t)
% + Q(t)f <$(t0) + /(al(s)y(s))l/al ds) <0.

Integrating (2.5) from ¢ to T >t >ty and letting T — oo, we have

0 g(u)
y(t) > /Q(U)f <$(fo)+ /(al(S)y(S))l/"” ds) du.

t to
Next, we define a sequence of successive approximations {z;(t)} as follows:

zo(t) = y(t),

o0

g(u)
sl = [ Q(U)f<x(to)+ / (m(s)zj(s))“alds)du, j=0.1,....

t to

(2.4)

(2.5)
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Obviously, we can prove that
0<zi(t)<y(t) and zj41(t) <z(t), j=0,1,....

Thus the sequence {z;(¢)} is positive nonincreasing in j for each ¢ > to. This means we
may define z(t) = lim z;(t) > 0. Since 0 < z(t) < z;(t) < y(t) for all j > 0, we see
j—o0

that

g(t) g(t)
f(x(to)+ / (ar(5)z(s)) /0 ds> Sf(af(toH / (ar()y(s)) "/ ds>.

t() tO

Now, by the Lebesgue dominated convergence theorem, one can easily obtain

00 g(u)
2(t) = /‘J(U)f <I(t0) + /(a1(S)Z(S))1/O‘1 ds) du.

t to
Therefore,

g(t)
= —Q(t)f<x(to) + [ @) ds>. (2.6)

to

We denote by
¢

o(t) = x(to) + /(al(s)z(s))l/o‘l ds.

Then, v(t) > 0 and

or

Equation (2.6) then gives

(s <%>) T a®)flge)) = 0.

Hence, equation (2.3) has a positive solution v(t). For the case (2.2) the argument is
similar and hence is omitted. This completes the proof.

We set

0o 0o 1/as 1/
Q@) = aé/o‘z (t)(/aé/aa(s) (/q(u) du) ds) , t>t>0,

t s

and F(z) = fY/(@293)(z), = € R.
Now, we present the following comparison result.
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Theorem 2.1 Let conditions (i) — (iv) hold. If the equation
d 1 d o
— | —= | == ) F t)) =0 2.7
i (o (500) ) + QoFi) (2.7
is oscillatory, then equation (1.1) is B-oscillatory.

Proof Let x(t) be a bounded nonoscillatory solution of equation (1.1), say, z(t) > 0
for ¢ >ty > 0. By condition (1.3), it is easy seen that z(t) satisfies the inequalities

Z'(t) >0, Loz(t) <0, Lsz(t)>0 and Lax(t) <0 for >t > to. (2.8)
Integrating equation (1.1) from ¢ to T >t > ¢; and letting T — oo, we find

or

a;@ <%sz<t>)a3 > ( 7 a(s) ds)f(x[g(t)])-

o0

9 Laa(t) > ol <t>< /

t

Thus,
1/a3
q(S)d8> fres(alge)), =t (2.9)

Once again, we integrate (2.9) from ¢ to Ty >t > t; and let T3 — oo, to obtain

o) oo 1/as
~Laa(t) > ( / aé/“3<u>< / q(s)ds> du>f1/a3<x[g<t>]>, >,
. d 00 0 1/a3 1/az
1/a 1/as azag
4 Lur(t) > o} (t)( [a <u>< / q(s)ds> du> plemao)

t u

= Q) F(x[g(®)));

for ¢ > ¢1. By applying Lemma 2.1, we see that equation (2.7) has a positive solution, a
contradiction. This completes the proof.

Now we assume that the function F(z) = f1/(®293)(z), x € R, satisfies
—F(—zy) > F(zy) > F(z)F(y) for zy>0 (2.11)

and
g(t) <t. (2.12)

Also, we let
t

nlt.to] = [0t/ (s)ds
to
and for g(t) > T for some T > to,

Q(t) = Q) F(nlg(t), T7).

Now, we present the following result.
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Theorem 2.2 Let conditions (i)—(w), (2.11) and (2.12) hold. If the first order

equation

d ) «

Zy(®) + QOF (/' [9(1)]) = 0 (2.13)
is oscillatory, then equation (1.1) is B-oscillatory.

Proof Let x(t) be a bounded nonoscillatory solution of equation (1.1), say, z(t) > 0
for t > t9 > 0. As in the proof of Theorem 2.1, we obtain (2.8) and (2.10) for ¢ > ¢;.
Now

t t
z(t) —x(ty) = /;v'(s) ds = / (afl/al(s)x'(s» al/® (s) ds.
t1 t1
Using the fact that afl/m(t)x’ (t) is nonincreasing on [t1,00), we find

o) = (a0 (0)) [ ol () ds,

or
2(t) > nlt, ] (afl/al(t)x’(t)) for >ty

Thus, there exists a to > t; such that

zlg()] = nlg(t), ] (2 [g(1)]) for ¢ >t (2.14)
where Z(t) = (2/(t))* /a1 (t), t > ta. Using (2.11) and (2.14) in (2.10) we get

%Z(t)—i—@(t)F(Zl/al[g(t)])gO for t>1s. (2.15)

Integrating (2.15) from ¢ to T >t > t5 and letting T — oo, we obtain
20) > [ QP2 (g(s)) ds.
t

As in [9,12], it is now easy to conclude that there exists a positive solution y(t) of the
equation (2.13) with tlim y(t) = 0. This contradicts the hypothesis and completes the
—00

proof.

By using a well known oscillation result in [9, Corollary 7.6.1], the following corollary
is immediate.

Corollary 2.1 Let conditions (i) — (i), (2.11) and (2.12) hold. Then, equation (1.1)
is B-oscillatory if one of the following conditions holds:

(1) Fy**)/y >k >0, y#0, where k is a constant, (2.16)

and

litminf / Q(s)ds > ik (2.17)
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(I2) /% < 00, (2.18)
+o
and -
/@(s) ds = oc. (2.19)

Next, we let F(x) = f1/(®19203)(z) 2 € R and assume that

+oo

du
/ Tw) < 0. (2.20)

Now, we prove the following oscillation result.

Theorem 2.3 Let conditions (i) - (iv), (2.12) and (2.20) hold. If

79’(u earg </Q )Ualdu = o0, (2.21)

then equation (1.1) is B-oscillatory.

Proof Let z(t) be a bounded nonoscillatory solution of equation (1.1), say, z(t) > 0
for t > tp > 0. As in the proof of Theorem 2.1, we obtain (2.10) for ¢ > t; > ty. Now,
one can easily see that

oo

La(t) > ( / Q(s) ds> Falg(t)), (2.22)

t

or

00 1/
al—l/ou[g(t)]x/[g(t)] > al_l/al (t)xl(t) > </Q(S)d$> F(I[g(t)])

for ¢t >ty > t1. Hence, it follows that

Integrating both sides of (2.23) from 2 to ¢, we get

t 1/an z[g(t)] J 00 d
/g'(u ar /Q du < / = < / = < oo,
F(v) F(v)
to z[g(t2)] z[g(t2)]

which contradicts condition (2.21). This completes the proof.

In [5], we have compared the oscillation of nonlinear equations of type (2.7) with those
of second order linear equations. In fact, we obtained the following results.
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Lemma 2.2 Let 0 < a; <1, ¢'(t) > 0 for t > ty, 0 < q(t) fQ Yds < oo

and F(x) = 2°, where (3 is the ratio of positive odd integers. Then, equatzon (2.7) is
oscillatory if for all large t, the linear second order equation

(C(t) ((G(t))%—l)l/aly,(t)>’ T AQU) = 0 (2.24)

g )\ afg(t)]
is oscillatory, where
c1, ¢1 >0 is any constant, when (> aq,
Ct)=14 1, when [ = o1,
con@r =B/ g(t) 1], ca >0 is any constant, when B < a.
Lemma 2.3 Let a; > 1, ¢'(t) >0 for t >ty and F(z) = 2°, where (3 is the ratio

of positive odd integers. Then, equation (2.7) is oscillatory if for all large t, the linear
second order equation

-~ /
< I Z’(t)) +BQW)Z(t) = 0 (2.25)
a," " [g(t)]g'®)n*r~Hg (1), to]
is oscillatory, where
c1, ¢1 >0 s any constant, when (> aq,
c@t)=4 1, when B = aq,

can®Plg(t),to], ca >0 s any constant, when [ < ay.

By Lemmas 2.2 and 2.3 we can replace equation (2.7) in Theorem 2.1 by equation
(2.24), or equation (2.25). The statements and formulations of the results are left to the
reader.

Next, we present the following result.

Theorem 2.4 Let conditions (i) - (iv) hold. If

/ 1ar (/Q )wldu: 0, (2.26)

then equation (1.1) is B-oscillatory.

Proof Let z(t) be a bounded nonoscillatory solution of equation (1.1), say, z(t) > 0
for t >ty > 0. As in the proof of Theorem 2.3, we obtain (2.22) for t > ¢;. Since x(¢)
is an increasing function on [t1,00), there exist a t2 > t; and a constant C' > 0 such
that

z[g(t)] > C for t>ts. (2.27)

Using (2.27) in (2.22), one can easily see that

1/ay
2 (t) > al/ (¢ </Q > Fle), t>t.

Integrating the above inequality from t5 to ¢ and using (2.26) we arrive at the desired
contradiction.

Next, we will give some necessary and sufficient conditions for all bounded solutions
of equation (1.1) to be oscillatory or nonoscillatory.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 5(3) (2005) 215-227 223

Theorem 2.5 Let conditions (i) — (iv) hold. Then, equation (1.1) is B-oscillatory if
and only if condition (2.26) is satisfied.

Proof Suppose that (2.26) holds and assume that equation (1.1) has a bounded
nonoscillatory solution z(t). The proof is similar to that of Theorem 2.4 and hence
omitted.

Assume that (2.26) does not hold. We may suppose that

/OO (al(sl) /OO <a2(52) /OO <@3(53) /OO‘J(S) dS) 1/a3d53> 1/a2d52> l/mdsl < oo, 1o =0.

to S1 S2 s3

(2.28)
Then, we can choose T >t sufficiently large such that for ¢ > T,
0o [ 0o ) 1/as 1/ 1/ay
/(al(sl)/ (G/Q(SQ)/ (a3(83)/f(7)q(s) ds) d83> d82> dsy <% (2.29)
T s1 So S3

for some constant y > 0. Let 2(t) be a solution of the following equation

z(t) =7 - 7(a1(81) 7((12(32) 7(@3(83) /OOQ(S)f(w[Q(S)]) d8>1/a3d83>1/a2d82>l/md81.

t S1 S2 s3
(2.30)
Then we easily see that x(¢) is a solution of equation (1.1). Next, we shall show that equa-
tion (2.30) has a bounded nonoscillatory solution x(¢) by using the fixed point theorem
of Schauder.
We introduce the Banach space X of all continuous and bounded real-valued functions
on the interval [tp,00) endowed with the usual sup norm || - ||. We define a bounded,
convex and closed subset B of X as

B:{xeX:

o2

<a(t) <7y, t> to}.

Next, let S be a mapping defined on B as follows: For = € B,

(Sz)(t)

BEE ]o(al(sl) 7<a2(52) /Oo<a3<s?,> fq(s)f(x[g(s)]) ds>1/a3d53>1/a2d52)1/mdsl,
(Sz)(T), iongt’ <T.
(2.31)

Then the mapping S satisfies the following:
(Iy) S maps B into B. In fact, for any = € B, from (2.29) and (2.31) we have

v > (Sz)(t) > v — . t>to.
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So Sz € B.

(I2) The mapping S is continuous on B. Let « € B and {z;} be a sequence in B
converging to x. We shall show that Sz; converges to Sz. By (2.29), for any ¢ > 0,
we can choose Ty > T such that

7(a1(81) /OO <a2(52) 7 <a3(53) 7Q(S)f(7) dS) 1/a3d83> 1/a2d82> 1/aldsl < % (2.32)
To

S1 S2 83

Furthermore, we can see that the series f(z;) converges to f(z) uniformly with respect
to j. So, we can choose m such that for all 7 > m,

To o0 0 o0 1/as /o 1/ea
/(al(sl)/ (az(sz)/ <a3(83)/Q(S)f(xj[g(s)])ds) d83> d82> dsq

To 0o 00 0o 1/as 1/as 1/a
_/ (Ubl(Sl)/ (ag(SQ)/ <a3(83)/q(s)f(x[g(s)])ds) d83> d82> dsi| < %
’ B v v (2.33)

In the following, we shall show that |(Sz;)(t) — (Sz)(t)| < € for any ¢ and j > m.
(i) If t > Tp, then from (2.31) and (2.32), we can easily find

|(Sz;)(t) = (S) (D))

0 00 oo o0 1/as 1/as 1/an
/ <a1<s1> / <a2<S2> / <a3<53> / q(S)f(”y)ds> d53> d52> s,

t s1 EDY s3

<2

2€ .
<§<6 for j>m.

(i) If ¢t < Tp, from (2.31), (2.32) and (2.33), we have

|(Sz;)(t) = (S) (D))

o0 o0

) —

To ) 1/as 1/az 1/a1
/< /(ag So /(ag s3 /q )ds) d53> d52> dsy
t S3

51

To 0 0 0 1/as 1/02 1/a1
/( /(ag So /(ag s3) /q ds) d53> d82> dsq
t

S1 S3

sl o )"
Too oo o0 1/as 1/as 1/on
+ / ( (1) ( (s2) / <a3(53) / q(s)f(af[g(s)])ds> d53> d52> s,
To

S2 S3
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<E+€+€ f s
—+ -+ == o .
3 3T3oc rJ=m

Clearly, (i) and (ii) together yield that |(Sz;)(t) — (Sz)(t)| < € for any t and j > m
which completes the proof that the mapping S is continuous on B.

(I3) The set S(B) is relatively compact. For any x € B and every t > ¢y, we
have |(Sz)(t)| < 7. Therefore, SB is uniformly bounded. Furthermore, we find

7(@1(81) f(az(sz) /Oo<a3(53) /OOCI(S)f(”Y) d8>1/a3d83>1/a2 d82>l/ald51 :

t S1 So S3
(2.34)
Thus, from (2.28) and (2.34), we conclude that SB is equiconvergent at oo. Now, for
any ¢ € B and every t1, to with T < t; <9, we get

|(S2) ()| <

|(Sz)(t2) — (Sz)(t1)]

]2 <a1(51) 70 (az(sz) 70 (as(ss) fQ(S)f(W) dS) 1/a3d83> 1/a2d82> Ualdsl :

t1 S1 S2 S3

<

From this it follows that SB is equicontinuous. Finally, by the given compactness
criterion (see [13]), we conclude that SB is relatively compact.

Thus, by the Schauder fixed point theorem [13], it follows that (2.30) has a positive
solution z(t). This proves the necessity.

The following theorem provides a necessary and sufficient condition for the existence
of a bounded solution of equation (1.1).

Theorem 2.6 Assume that (i) - (iv) except condition (1.8) hold, and

oo

/q(S) ds = oco. (2.35)

Then a necessary and sufficient condition for equation (1.1) to have a positive solution
x(t) which satisfies By > x(t) > 1 >0 (81 and B2 are constants) for t >ty is that

7 (al(sl) 7 (GQ(SQ) 7 (a3(33) 73(1(5) ds) o d83> o d82> 1/alalsl <oo. (2.36)

Proof Necessity If z(t) is a positive solution of equation (1.1) and the condition
B2 > x(t) > 1 > 0 is satisfied, then we have in view of equation (1.1),

t t

Lsa(t) = Lsxz(to) —/Q(S)f(I[Q(S)])dS < Lzx(to) —f(ﬂl)/Q(S)dS-

t() t()
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If ¢ is large enough, in view of (2.35), we have Lzz(t) < 0. Then, for all large ¢,

Lx(t) < —f(B) / a(s) ds,

or

t 1/a3
%me < =M () (“Bw / a(s) ds) '

The rest of the proof is similar to the proof of the sufficiency part of Theorem 2.5 and
hence omitted.

The proof of sufficiency is similar to the proof of necessity part of Theorem 2.5. This
completes the proof.

Remark 2.1 From the above study of B-oscillation of equation (1.1), we are concerned
with the nonexistence of solutions of equation (1.1) satisfying (2.8). This class of solutions
of (1.1) may include some unbounded solutions. Therefore, some modification in the
definition of B-oscillation of equation (1.1) is required to include bounded as well as
some unbounded solutions of equation (1.1). The details are left to the reader.

Remark 2.2 The results of this paper can be extended to neutral equations of the
form

La(x(t) + p)z[r(1)]) + a(t) f(z[g(£)]) = 0, (2.37)

where p(t) € C([to,0),[0,00)) and 7(¢) € C([to,o0),R), 7/(t) > 0 for t > to and
tlim 7(t) = 0. Here, we refer to our papers [4-6] and omit the details.

The following example illustrates some of the results obtained.

Ezxample 2.1 Consider the differential equation

UGG o oo

This is actually (1.1) with

1 1
041:3, 042:1, 013:3, al(t): g, CLQ(t): g, ag(t):t2,
2
)= 5. 9=t f@)==

By direct computation we obtain

1

Q) = §t_7/3, nlg(t), T) < gt2/3, Q(t) = Q) F(nlg(t), T]) < t=19/9.

Clearly, conditions (i)—(iv), (2.11) and (2.12) are fulfilled. Further, it can be easily
checked that (2.17) is not satisfied, and also

o0

70@(5) ds < /5719/9 ds < 0o
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which implies (2.19) is not met. Thus, we see that both conditions (I;) and (Iz) of
Corollary 2.1 are not fulfilled.

Moreover, we can verify easily that condition (2.20) is not satisfied but (2.21) and
(2.26) are met. Thus, the conditions of Theorem 2.3 are not all satisfied, whereas those
of Theorems 2.4 and 2.5 are fulfilled.

Hence, on one hand we cannot conclude from Corollary 2.1 and Theorem 2.3 that
(2.38) is B-oscillatory, while on the other hand Theorems 2.4 and 2.5 give that (2.38) is
B-oscillatory. In fact, we observe that (2.38) has a solution given by x(t) = ¢, which is
unbounded and nonoscillatory.
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