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#### Abstract

A rigid linear heat conductor with memory effects is considered. Some results about state-space representation, minimality and controllability of heat conductors with memory kernel of exponential type are presented. In such a context, the asymptotic behavior and the existence of a bounded absorbing set for solutions of the energy equation are studied by means of a suitable class of quadratic free energies.


Keywords: Heat conduction; free energy; absorbing set.
Mathematics Subject Classification (2000): 80A20, 74D05, 35K05.

## 1 Introduction

In this paper we consider a rigid linear heat conductor with memory effects - within the framework proposed by Gurtin and Pipkin [10] — when the memory kernel is finite sum of exponentials, namely

$$
\dot{K}(s)=\sum_{i=1}^{n} b_{i} e^{-a_{i} s},
$$

where $n$ is a positive integer, $a_{i}, b_{i} \in R, a_{i}>0, i=1,2, \ldots, n$.
On the basis of Coleman's results concerning materials with memory [3], a non-linear model for a rigid heat conductor was developed by Gurtin and Pipkin in [10]. Moreover, they considered the linearization of their theory appropriate to infinitesimal temperature gradients, which for isotropic materials yields a constitutive equation for the heat flux $\boldsymbol{q}$ expressed in terms of the history of the temperature gradient $\boldsymbol{g}$; this linear theory is important because the obtained constitutive equation for $\boldsymbol{q}$ is a generalization of the

[^1]so-called Cattaneo-Maxwell equation [2], which follows from it as a special case. Subsequently, many authors considered this linearized equation to study problems connected with heat propagation. Among all the results so obtained, we remember, in particular, those derived in [6], where an approximate theory of thermodynamics is developed for Gurtin and Pipkin's model and maximal free energy and maximal free enthalpy functions are explicitly constructed and used to prove stability and domain of dependence results. We recall that in [6], following [11], the thermodynamic states and processes are connected with the integrated history of the temperature gradient and the temperature gradient, respectively.

In this work, the linear theory introduced in [10] is taken into account in Section 2.
In Section 3, following the lines of [4] and [5], where analogous problems are studied for viscoelastic solids of exponential type, we prove that the minimal representation of the state space is a finite dimensional vector space and each minimal state element represents an equivalence class of integrated histories; the full controllability of the minimal state space is also verified.

In the following Section 4, an explicit representation of a class of quadratic free energies is taken into consideration with respect to some minimal, finite-dimensional state space. Finally, the last part of the paper is devoted to study, by means of uniform energy estimate, the asymptotic behavior of solutions of the evolutive (semilinear) equation, obtained by substituting the constitutive equations for the internal energy $e$ and for the heat flux $\boldsymbol{q}$ into the energy equation for rigid heat conductors.

## 2 Preliminary Notions and Setting of the Problem

Within the linear theory of thermodynamics developed in [10], the internal energy $e$ is assumed of the form

$$
\begin{equation*}
e(\boldsymbol{x}, t)=\alpha_{0} \theta(\boldsymbol{x}, t) \tag{2.1}
\end{equation*}
$$

where $\alpha_{0}$ is here assumed to be constant, $\boldsymbol{x} \in R^{3}$ denotes the position within the conductor ${ }^{1}$, $t \in R^{+}$denotes the time variable ${ }^{2}$ and $\theta=\left(\Theta-\Theta_{0}\right)$ is the temperature difference with respect to a fixed reference absolute temperature $\Theta_{0}>0$, uniform in $R^{3}$. The heat flux $\boldsymbol{q} \in R^{3}$ is assumed to satisfy the constitutive equation

$$
\begin{equation*}
\boldsymbol{q}(\boldsymbol{x}, t)=-\int_{0}^{\infty} K(\tau) \nabla \theta(\boldsymbol{x}, t-\tau) d \tau \tag{2.2}
\end{equation*}
$$

where $K(\tau)$ is the heat flux relaxation function, given by

$$
\begin{equation*}
K(t)=K_{0}+\int_{0}^{t} \dot{K}(s) d s \tag{2.3}
\end{equation*}
$$

[^2]$K_{0}$ represents the initial (positive) value of the flux relaxation function, thus termed initial heat flux relaxation coefficient. It is further required that
\[

$$
\begin{equation*}
\dot{K} \in L^{1}\left(R^{+}\right) \cap L^{2}\left(R^{+}\right) \quad \text { and } \quad K \in L^{1}\left(R^{+}\right) \tag{2.4}
\end{equation*}
$$

\]

which implies

$$
K_{\infty}=\lim _{t \rightarrow \infty} K(t)=0
$$

The latter can be physically interpreted recalling that there is no heat flux when, at infinity, the thermal equilibrium is reached.

In the sequel, we will focus our attention on a material element of the conductor; thus we will omit to show explicit dependence on the position $\boldsymbol{x}$ in the conductor and all the quantities introduced will be represented by functions of the time variable alone.

When the integral kernel satisfies both the requirements (2.3) and (2.4), (2.2) is equivalent to the following

$$
\begin{equation*}
\boldsymbol{q}(t)=\int_{0}^{\infty} \dot{K}(t) \overline{\boldsymbol{g}}^{t}(\tau) d \tau \tag{2.5}
\end{equation*}
$$

where $\boldsymbol{g}=\nabla \theta$ denotes the temperature-gradient and

$$
\overline{\boldsymbol{g}}^{t}(\tau)=\int_{t-\tau}^{t} \boldsymbol{g}(s) d s
$$

represents the integrated history of the temperature-gradient.
To specify those thermodynamical phenomena to study, the following vectorial space can be introduced

$$
\begin{equation*}
\Gamma=\left\{\overline{\boldsymbol{g}}^{t}: R^{+} \rightarrow R^{3}:\left|\int_{0}^{\infty} \dot{K}(s+\tau) \overline{\boldsymbol{g}}^{t}(s) d s\right|<\infty, \quad \forall \tau \geq 0\right\} . \tag{2.6}
\end{equation*}
$$

Following the theory proposed by Noll, Coleman and Owen in the seventies, we introduce some basic definitions.

The thermodynamic state of the conductor is chosen to be

$$
\sigma(t)=\left(\theta(t), \overline{\boldsymbol{g}}^{t}\right), \quad \forall t \geq 0,
$$

where $\theta(t)>0$ and $\overline{\boldsymbol{g}}^{t}$ belongs to $\Gamma$. Such a definition implies that, the thermodynamic state function is known as soon as the temperature and the integrated history of the temperature-gradient are given. The (metric) space, $\Sigma$, of all admissible states (state space) is the set comprising all those states $\sigma$ which correspond to a finite heat flux; $\Sigma$ may be written as

$$
\Sigma=R^{++} \times \Gamma
$$

where $\Gamma$ is given by (2.6).
We define thermal process of duration $T>0$ as a map

$$
P:[0, T) \rightarrow R \times R^{3},
$$

piecewise continuous on the time interval $[0, T)$ and such that

$$
P(\tau)=\left(\dot{\theta}_{P}(\tau), \boldsymbol{g}_{P}(\tau)\right), \quad \forall \tau \in[0, T)
$$

Let $\Pi$ be the set of all admissible thermal processes $P$, that is the set of piecewise continuous functions $P:[0, T) \rightarrow R \times R^{3}, T>0$, which satisfies the following properties:
(1) if $P \in \Pi$, then its restriction $P_{\left[t_{1}, t_{2}\right)}$ to the interval $\left[t_{1}, t_{2}\right) \subseteq[0, T)$ belongs to $\Pi$;
(2) if $P_{1}, P_{2} \in \Pi$, then the composition $P_{1} * P_{2}$, defined as

$$
\left(P_{1} * P_{2}\right)(t)= \begin{cases}P_{1}(t) & \text { if } \quad t \in\left[0, T_{1}\right) \\ P_{2}\left(t-T_{1}\right) & \text { if } \quad t \in\left[T_{1}, T_{1}+T_{2}\right)\end{cases}
$$

belongs to $\Pi$.
To any given rigid heat conductor are associated two maps:
(i) $\rho: \Sigma \times \Pi \rightarrow \Sigma$ called evolution (or state-transition) function, which transforms the state $\sigma_{1}$ under the process $P$ into $\sigma_{2}=\rho\left(\sigma_{1}, P\right)$. The map $\rho$ obeys the semigroup property. If $\left(\sigma_{0}, P\right) \in \Sigma \times \Pi$, where $\sigma_{0}=\sigma(0)=\left(\theta_{\star}(0), \overline{\boldsymbol{g}}_{\star}^{0}\right)\left(\theta_{\star}(0)\right.$ denotes the temperature and $\overline{\boldsymbol{g}}_{\star}^{0}$ the integrated history of the temperature-gradient at time $t=0$ ) and $P=\left(\dot{\theta}_{P}, \boldsymbol{g}_{P}\right)$, then, through the map $\rho$, it is possible to define the state function

$$
\sigma(t)=\left(\theta(t), \overline{\boldsymbol{g}}^{t}\right)=\rho\left(\sigma_{0}, P_{[0, t)}\right), \quad t \in[0, T)
$$

in the following manner

$$
\begin{aligned}
\theta(t) & =\theta_{\star}(0)+\int_{0}^{t} \dot{\theta}_{P}(\zeta) d \zeta \\
\overline{\boldsymbol{g}}^{t}(s) & = \begin{cases}\int_{t-s}^{t} \boldsymbol{g}_{P}(\zeta) d \zeta, & 0 \leq s<t \\
\int_{0}^{t} \boldsymbol{g}_{P}(\zeta) d \zeta+\overline{\boldsymbol{g}}_{\star}^{0}(s-t), & s \geq t\end{cases}
\end{aligned}
$$

The particular nature of the state space $\Sigma$ and the properties of the statetransition function $\rho$ provide all the thermal properties of the system and enable it to model physical phenomena. We say that a state $\sigma^{f} \in \Sigma$ is attainable from a state $\sigma^{i} \in \Sigma$ if there exists a process $P \in \Pi$ such that

$$
\rho\left(\sigma^{i}, P\right)=\sigma^{f}
$$

The state space $\Sigma$ is

* attainable from a state $\sigma_{0}$ if, for every final state $\bar{\sigma} \in \Sigma$, there exists a process $P \in \Pi$ such that

$$
\rho\left(\sigma_{0}, P\right)=\bar{\sigma}
$$

* controllable in a state $\sigma_{0}$ if $\sigma_{0}$ is attainable from any state of $\Sigma$;
* completely controllable, if, for any pair $\sigma_{1}, \sigma_{2} \in \Sigma$, there exists at least a process $P \in \Pi$ such that

$$
\rho\left(\sigma_{1}, P\right)=\sigma_{2}
$$

(ii) $\mathcal{Q}$ called response function which maps the pair $(\sigma(t), P(t))$ into the pair $(e(t), \boldsymbol{q}(t))$ at time $t$, namely

$$
(e(t), \boldsymbol{q}(t))=\mathcal{Q}(\sigma(t), P(t)), \quad t \in[0, T)
$$

The notion of equivalence between material states is introduced to associate together all those different thermal histories which correspond to the same heat flux.

Definition 2.1 Two states $\sigma_{1}, \sigma_{2} \in \Sigma$ are said to be equivalent $\left(\sigma_{1} \sim \sigma_{2}\right)$ if

$$
\mathcal{Q}\left(\sigma_{1}, P\right)=\mathcal{Q}\left(\sigma_{2}, P\right), \quad \forall P \in \Pi .
$$

For rigid heat conductors described by constitutive equations (2.1), (2.2), the thermodynamic states

$$
\sigma_{1}(t)=\left(\theta_{1}(t), \overline{\boldsymbol{g}}_{1}^{t}\right), \quad \sigma_{2}(t)=\left(\theta_{2}(t), \overline{\boldsymbol{g}}_{2}^{t}\right)
$$

are equivalent in the sense of Definition 2.1 if and only if $\theta_{1}(t)=\theta_{2}(t), \forall t \geq 0$ and

$$
\begin{equation*}
\int_{0}^{\infty} \dot{K}(s+\tau) \overline{\boldsymbol{g}}_{1}(s) d s=\int_{0}^{\infty} \dot{K}(s+\tau) \overline{\boldsymbol{g}}_{2}(s) d s, \quad \forall \tau \geq 0 \tag{2.7}
\end{equation*}
$$

An equivalent way to rephrase relationship (2.7) can be found in [1].
Remark 2.1 Definition 2.1 introduces an equivalence relation between states; the quotient space

$$
\Sigma_{R}=\Sigma / \sim
$$

is the minimal representation of the state space.

## 3 Minimal Representation and Controllability: The Exponential Case

For linear heat conductors with relaxation function of exponential type ( $n \geq 1$ ), the explicit form of the relaxation function $K(s)$ is given by

$$
\begin{aligned}
K(s) & =\sum_{i=1}^{n} k_{i} e^{-a_{i} s} \\
K_{0} & =\sum_{i=1}^{n} k_{i}, \quad K_{\infty}=\lim _{s \rightarrow \infty} K(s)=0
\end{aligned}
$$

where $a_{i}$ and $k_{i}, i=1, \ldots, n$, are assumed to be strictly positive; moreover, it is reasonable to assume $a_{i} \neq a_{j}, \forall i \neq j$, and $a_{i}<a_{j}, i<j$. Then

$$
\begin{equation*}
\dot{K}(s)=\sum_{i=1}^{n} b_{i} e^{-a_{i} s}, \quad b_{i}=-a_{i} k_{i}<0, \tag{3.1}
\end{equation*}
$$

and, substituting (3.1) into (2.5), the heat flux $\boldsymbol{q}(t)$ becomes

$$
\begin{equation*}
\boldsymbol{q}(t)=\sum_{i=1}^{n} b_{i} \int_{0}^{\infty} e^{-a_{i} s} \overline{\boldsymbol{g}}^{t}(s) d s \tag{3.2}
\end{equation*}
$$

Recalling (2.7), two different integrated histories of the temperature-gradient, $\overline{\boldsymbol{g}}_{1}^{t}, \overline{\boldsymbol{g}}_{2}^{t}$, are equivalent if

$$
\sum_{i=1}^{n} b_{i} e^{-a_{i} \tau} \int_{0}^{\infty} e^{-a_{i} s}\left(\overline{\boldsymbol{g}}_{1}^{t}(s)-\overline{\boldsymbol{g}}_{2}^{t}(s)\right) d s=0, \quad \tau \geq 0
$$

which in turn implies

$$
\int_{0}^{\infty} e^{-a_{i} s}\left(\overline{\boldsymbol{g}}_{1}^{t}(s)-\overline{\boldsymbol{g}}_{2}^{t}(s)\right) d s=0, \quad i=1, \ldots, n .
$$

This means that two thermodynamic states

$$
\sigma_{1}(t)=\left(\theta_{1}(t), \overline{\boldsymbol{g}}_{1}^{t}\right), \quad \sigma_{2}(t)=\left(\theta_{2}(t), \overline{\boldsymbol{g}}_{2}^{t}\right)
$$

are equivalent if and only if $\theta_{1}(t)=\theta_{2}(t), \forall t \geq 0$ and

$$
\begin{equation*}
\boldsymbol{g}_{1, a_{i}}=\boldsymbol{g}_{2, a_{i}}, \quad i=1, \ldots, n \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{g}_{a_{i}}(t)=\int_{0}^{\infty} e^{-a_{i} s} \overline{\boldsymbol{g}}^{t}(s) d s, \quad i=1, \ldots, n \tag{3.4}
\end{equation*}
$$

are called internal variables. If this is the case, the minimal representation of the state space, $\Sigma_{R}=\Sigma / \sim$, is a finite dimensional vector space and we can choose

$$
\sigma_{R}=\left[\begin{array}{lllll}
\theta, & \boldsymbol{g}_{a_{1}}, & \boldsymbol{g}_{a_{2}}, & \ldots, & \boldsymbol{g}_{a_{n}}
\end{array}\right] \in R^{3 n+1}
$$

Moreover, if $P=\left(\dot{\theta}_{P}, \boldsymbol{g}_{P}\right) \in \Pi$, the evolution function $\rho$ is described through the following system of ordinary differential equations

$$
\begin{align*}
\dot{\theta}(t) & =\dot{\theta}_{P}(t) \\
\dot{\boldsymbol{g}}_{a_{i}}(t) & =\frac{1}{a_{i}} \boldsymbol{g}_{P}(t)-a_{i} \boldsymbol{g}_{a_{i}}(t), \quad i=1, \ldots, n, \quad t \geq 0 \tag{3.5}
\end{align*}
$$

with the initial condition

$$
\begin{equation*}
\sigma_{0}=\sigma(0)=\left(\theta_{\star}(0), \boldsymbol{g}_{a_{1} \star}(0), \boldsymbol{g}_{a_{2} \star}(0), \ldots, \boldsymbol{g}_{a_{n} \star}(0)\right), \tag{3.6}
\end{equation*}
$$

where

$$
\boldsymbol{g}_{a_{i} \star}(0)=\int_{0}^{\infty} e^{-a_{i} s} \overline{\boldsymbol{g}}_{\star}^{0}(s) d s, \quad i=1, \ldots, n .
$$

Now, our aim is to verify the complete controllability of system (3.5)-(3.6). System (3.5) - (3.6) is linear of dimension $(n+1)$; the control is the function $P$.

Let $\mathcal{M}(n, m)$ be the space of all real matrices $n \times m$; we recall the following Theorem (see for instance [12]).

Theorem 3.1 A linear system

$$
\begin{aligned}
\dot{\boldsymbol{x}} & =A \boldsymbol{x}+B \boldsymbol{u}, \\
\boldsymbol{x}(0) & =\boldsymbol{x}_{0}
\end{aligned}
$$

with $A \in \mathcal{M}(n, n), B \in \mathcal{M}(n, m), \boldsymbol{u} \in R^{m}, \boldsymbol{x}, \boldsymbol{x}_{0} \in R^{n}, m<n$, is completely controllable if and only if

$$
\operatorname{rank}[A \mid B]=n
$$

("Kalman rank condition") where $[A \mid B]$ denotes the matrix

$$
\left[B, \quad A B, \quad A^{2} B, \quad \ldots, \quad A^{n-1} B\right] \in \mathcal{M}(n, n m)
$$

which consists of consecutively written columns of matrices $B, A B, A^{2} B, \ldots, A^{n-1} B$.
By Theorem 3.1, the controllability of system (3.5) - (3.6) depends on the rank of the square $(n+1)$ matrix

$$
[A \mid B]=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & \ldots & 0 \\
0 & \frac{1}{a_{1}} & -1 & a_{1} & -a_{1}{ }^{2} & \ldots & (-1)^{n-1} a_{1}{ }^{n-2} \\
0 & \frac{1}{a_{2}} & -1 & a_{2} & -a_{2}{ }^{2} & \ldots & (-1)^{n-1} a_{2}{ }^{n-2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right] .
$$

Since

$$
\operatorname{det}([A \mid B])=\prod_{l=1}^{n} a_{l} \prod_{1 \leq j<i \leq n}\left(a_{j}-a_{i}\right)
$$

where $a_{l} \neq 0$ for any $l=1, \ldots, n$ and $a_{i} \neq a_{j}$ for any $i \neq j$, the matrix $[A \mid B]$ is non singular; therefore the state space $\Sigma_{R}$ is completely controllable.

Finally, introduced the following differential operators

$$
\begin{equation*}
\mathcal{V}=\sum_{h=0}^{n} v_{h} \frac{d^{h}}{d t^{h}}, \quad \mathcal{T}=\sum_{h=0}^{n-1} l_{h} \frac{d^{h}}{d t^{h}}, \tag{3.7}
\end{equation*}
$$

we prove the equivalence between (3.2) and the implicit constitutive equation (see [9])

$$
\begin{equation*}
\mathcal{V} \boldsymbol{q}=\mathcal{T} \boldsymbol{g} \tag{3.8}
\end{equation*}
$$

Theorem 3.2 Let $\mathcal{V}$ and $\mathcal{T}$, as in (3.7), be differential operators of order $n$ and $(n-1)$ respectively, with constant coefficients. For the sake of simplicity, we assume $v_{0}=1$; moreover, for physical reasons, we assume $v_{n} \neq 0$. Implicit constitutive equation (3.8) and integral constitutive equation (3.2) are equivalent, namely every solution of (3.8) is also solution of (3.2), and vice versa.

Proof We put

$$
\mathcal{I}\left(\tau, \overline{\boldsymbol{g}}^{t}\right)=\sum_{i=1}^{n} b_{i} e^{-a_{i} \tau} \boldsymbol{g}_{a_{i}}(t), \quad \tau \geq 0
$$

where, for all $i=1, \ldots, n, \boldsymbol{g}_{a_{i}}$ is given by (3.4). From (3.2), we have

$$
\begin{equation*}
\boldsymbol{q}(t)=\mathcal{I}\left(0, \overline{\boldsymbol{g}}^{t}\right)=\sum_{i=1}^{n} b_{i} \boldsymbol{g}_{a_{i}}(t) \tag{3.9}
\end{equation*}
$$

and, deriving $n$ times with respect to $t$, we obtain

$$
\begin{equation*}
\frac{d^{m}}{d t^{m}} \boldsymbol{q}(t)=\frac{d^{m}}{d t^{m}} \mathcal{I}\left(0, \overline{\boldsymbol{g}}^{t}\right)=\sum_{i=1}^{n} b_{i} \frac{d^{m}}{d t^{m}} \boldsymbol{g}_{a_{i}}(t), \quad m=1, \ldots, n \tag{3.10}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{d^{m}}{d t^{m}} \boldsymbol{g}_{a_{i}}(t)=(-1)^{m} a_{i}{ }^{m} \boldsymbol{g}_{a_{i}}(t)+\sum_{j=0}^{m-1}(-1)^{m-j+1} a_{i}{ }^{m-j-2} \frac{d^{j}}{d t^{j}} \boldsymbol{g}(t), \quad i=1, \ldots, n, \tag{3.11}
\end{equation*}
$$

due to $(3.5)_{2}$. Because of relation (3.11), system (3.10) can be finally rewritten as

$$
\begin{gather*}
\frac{d^{m}}{d t^{m}} \boldsymbol{q}(t)=(-1)^{m+1} \sum_{i=1}^{n} k_{i} a_{i}^{m+1} \boldsymbol{g}_{a_{i}}(t)+\sum_{i=1}^{n} k_{i} \sum_{j=0}^{m-1}(-1)^{m-j+2} a_{i}^{m-j-1} \frac{d^{j}}{d t^{j}} \boldsymbol{g}(t),  \tag{3.12}\\
m=1, \ldots, n .
\end{gather*}
$$

The matrix $M$, given by the coefficients of $\boldsymbol{g}_{a_{i}}(t), i=1, \ldots, n$, is equal to

$$
M=\left[\begin{array}{cccc}
k_{1}\left(-a_{1}\right)^{2} & k_{2}\left(-a_{2}\right)^{2} & \ldots & k_{n}\left(-a_{n}\right)^{2} \\
k_{1}\left(-a_{1}\right)^{3} & k_{2}\left(-a_{2}\right)^{3} & \ldots & k_{n}\left(-a_{n}\right)^{3} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
k_{1}\left(-a_{1}\right)^{n+1} & k_{2}\left(-a_{2}\right)^{n+1} & \ldots & k_{n}\left(-a_{n}\right)^{n+1}
\end{array}\right]=\left[\operatorname{diag}\left(k_{1}, k_{2}, \ldots, k_{n}\right) \Lambda\right]^{\top},
$$

where

$$
\Lambda=\left[\begin{array}{cccc}
\left(-a_{1}\right)^{2} & \left(-a_{1}\right)^{3} & \ldots & \left(-a_{1}\right)^{n+1} \\
\left(-a_{2}\right)^{2} & \left(-a_{2}\right)^{3} & \ldots & \left(-a_{2}\right)^{n+1} \\
\ldots \ldots & \ldots & \ldots & \ldots
\end{array}\right] . \cdots \cdots \cdots .
$$

Since

$$
\operatorname{det}(\Lambda)=\prod_{j=1}^{n}{a_{j}}^{2} \prod_{1 \leq l<i \leq n}\left(a_{l}-a_{i}\right)
$$

we have

$$
\operatorname{det}(M)=\prod_{j=1}^{n} k_{j} a_{j}^{2} \prod_{1 \leq l<i \leq n}\left(a_{l}-a_{i}\right) ;
$$

then, being $k_{j}, a_{j}>0$ for all $j=1, \ldots, n$ and $a_{l}<a_{i}$ for all $l<i$, the matrix $M$ has non-zero determinant. Hence, eliminating the $n$ terms $g_{a_{i}}(t)$ from equations (3.12) and
substituting into (3.9), we obtain equation (3.8). On the other hand, the substitution of (3.9) into (3.8) leads (3.12).

## 4 Asymptotic Behavior for Rigid Linear Heat Conductors with Memory via Free Energies

This section is devoted to scrutinize the asymptotic behavior in time of rigid linear heat conductors with memory, when the memory kernel is finite sum of exponentials, by means of energy type inequality coming from free energy functionals.

Definition 4.1 A function $\psi: \Sigma \rightarrow R$ is called a free energy if the following conditions are satisfied:
(i) for any $t \geq 0$, the function $\psi$ is differentiable and satisfies the inequality

$$
\dot{\psi}(t) \leq-\mathbf{g}(t) \cdot \boldsymbol{q}(t) ;
$$

(ii) the function $\psi$ is minimal only at zero integrated histories of the temperature gradient, namely for every $\left(\theta(t), \overline{\mathbf{g}}^{t}\right) \in \Sigma$

$$
\psi\left(\theta(t), \overline{\mathbf{g}}^{t}\right) \geq \psi\left(\theta(t), \mathbf{0}^{\dagger}(t)\right)
$$

where $\mathbf{0}^{\dagger}(s)=\mathbf{0}$, for any $s \geq 0$, is the zero integrated history of the temperature gradient.

Since the systems involved are linear, it is natural to assume that the free energy is a quadratic function of the minimal representation of the state, which is of finite dimension.

We consider the following family of free energies that can be written as functions of $\widetilde{\sigma_{R}}=\left[\begin{array}{llll}\mathbf{g}_{a_{1}}, & \mathbf{g}_{a_{2}}, & \ldots, & \mathbf{g}_{a_{n}}\end{array}\right]$, namely

$$
\begin{equation*}
\psi(t)=\frac{1}{2} \sum_{i, j=1}^{n} C_{i j} a_{i} a_{j} \mathbf{g}_{a_{i}}(t) \cdot \mathbf{g}_{a_{j}}(t) \tag{4.1}
\end{equation*}
$$

Now, we are looking for suitable algebraic conditions on the symmetric matrix $C=$ $\left[C_{i j}\right] \in \mathcal{M}(n, n)$, such that $\psi(t)$ is a free energy, according to Definition 4.1. The following Theorem holds.

Theorem 4.1 Let $C=\left[C_{i j}\right], \Gamma=\left[\Gamma_{i j}\right] \in \mathcal{M}(n, n)$. If

$$
\begin{align*}
& \sum_{i=1}^{n} C_{i j}=\sum_{j=1}^{n} C_{i j}=k_{j}, \quad j=1, \ldots, n  \tag{4.2}\\
& \Gamma_{i j}=C_{i j} a_{i} a_{j} \frac{a_{i}+a_{j}}{2}, \quad i, j=1, \ldots, n \tag{4.3}
\end{align*}
$$

$C$ is symmetric and positive semi-definite, $\Gamma$ is positive semi-definite,
then (4.1) is a free energy in the sense of Definition 4.1.
Proof By virtue of $(3.5)_{2}$, condition (i) is equivalent to require that

$$
\dot{\psi}(t)=\mathbf{g}(t) \cdot\left(\sum_{i, j=1}^{n} C_{i j} a_{j} \mathbf{g}_{a_{j}}(t)\right)-\sum_{i, j=1}^{n} C_{i j} a_{i}^{2} a_{j} \mathbf{g}_{a_{i}}(t) \cdot \mathbf{g}_{a_{j}}(t) \leq \mathbf{g}(t) \cdot\left(\sum_{j=1}^{n} a_{j} k_{j} \mathbf{g}_{a_{j}}(t)\right) ;
$$

this inequality is satisfied if and only if

$$
\begin{gather*}
\sum_{i, j=1}^{n} C_{i j} a_{j} \mathbf{g}_{a_{j}}(t)=\sum_{j=1}^{n} a_{j} k_{j} \mathbf{g}_{a_{j}}(t)  \tag{4.4}\\
\sum_{i, j=1}^{n} C_{i j} a_{i}{ }^{2} a_{j} \mathbf{g}_{a_{i}}(t) \cdot \mathbf{g}_{a_{j}}(t) \geq 0
\end{gather*}
$$

From (4.4) ${ }_{1}$, we find

$$
k_{j}=\sum_{i=1}^{n} C_{i j}=\sum_{j=1}^{n} C_{i j}, \quad j=1, \ldots, n .
$$

Moreover, observing that

$$
\Gamma_{i j}=C_{i j} a_{i} a_{j} \frac{a_{i}+a_{j}}{2}
$$

is the symmetric part of the matrix $\Gamma_{i j}^{*}=C_{i j} a_{i}{ }^{2} a_{j}$, it follows that inequality $(4.4)_{2}$ is satisfied if and only if the symmetric matrix $\Gamma$ is positive semi-definite.

With regard to condition (ii), it is easily seen that this holds if and only if the matrix $C$ is positive semi-definite.

Remark 4.1 It is worth noting that in the sequel the matrices $C$ and $\Gamma$ will be assumed positive definite.

Let $\Omega \subset R^{3}$ be a bounded domain with Lipschitz boundary $\partial \Omega$. The energy equation for a linear rigid heat conductor is

$$
\begin{equation*}
\rho_{0} e_{t}=-\nabla \cdot \boldsymbol{q}+\rho_{0} r \quad \text { in } \Omega \times R^{+}, \tag{4.5}
\end{equation*}
$$

where $\cdot{ }_{t}=d \cdot / d t, \rho_{0}$ is the constant mass density, the internal energy $e$ and the heat flux $\boldsymbol{q}$ are given by (2.1) and (2.2) respectively.

We take for simplicity $\rho_{0} \alpha_{0}=1$ and we denote the source $\rho_{0} r$ by $f$; substituting equations (2.1) and (2.2) into (4.5) and assuming the memory kernel as finite sum of exponentials

$$
K(s)=\sum_{i=1}^{n} k_{i} e^{-a_{i} s},
$$

the corresponding initial boundary value problem becomes

$$
\begin{align*}
\theta_{t}(\boldsymbol{x}, t)-\sum_{i=1}^{n} k_{i} \int_{0}^{\infty} e^{-a_{i} s} \Delta \theta(\boldsymbol{x}, t-s) d s+f(\theta(\boldsymbol{x}, t))=0 & & \text { in } \Omega \times R^{+},  \tag{4.6}\\
\theta(\boldsymbol{x}, 0)=\theta_{0}(\boldsymbol{x}) & & \text { in } \Omega, \\
\theta(\boldsymbol{x}, t)=0 & & \text { in } \partial \Omega \times R^{+} .
\end{align*}
$$

We introduce the vector

$$
\boldsymbol{\eta}(t)=\left(\eta_{1}(t), \ldots, \eta_{n}(t)\right),
$$

where

$$
\begin{equation*}
\eta_{i}(t)=\int_{0}^{\infty} e^{-a_{i} s} \theta(t-s) d s, \quad i=1, \ldots, n . \tag{4.7}
\end{equation*}
$$

As a consequence, by differentiation with respect to $t$, we get

$$
\eta_{i t}(t)=\theta(t)-a_{i} \eta_{i}(t), \quad i=1, \ldots, n .
$$

In view of (4.7), the energy equation in (4.6) transforms into the following system

$$
\begin{align*}
\theta_{t} & =\sum_{i=1}^{n} k_{i} \Delta \eta_{i}-f(\theta) & & \text { in } \Omega \times R^{+}  \tag{4.8}\\
\eta_{i t} & =\theta-a_{i} \eta_{i}, \quad i=1, \ldots, n, & & \text { in } \Omega \times R^{+}
\end{align*}
$$

Initial-boundary conditions are then given by

$$
\begin{array}{rlrl}
\theta(x, 0) & =\theta_{0}(x), & x \in \Omega, \\
\eta_{i}(x, 0) & =\eta_{i 0}(x), & i=1, \ldots, n, \quad x \in \Omega, \\
\theta(x, t) & =0 \quad & (x, t) \in \partial \Omega \times R^{+},  \tag{4.9}\\
\eta_{i}(x, t) & =0, \quad i=1, \ldots, n, \quad(x, t) \in \partial \Omega \times R^{+} .
\end{array}
$$

With usual notation, we introduce the spaces $L^{2}(\Omega)$ and $H_{0}^{1}(\Omega)$, acting on $\Omega$. Hereafter, $\langle\cdot, \cdot\rangle$ denotes the $L^{2}$-inner product and $\|\cdot\|$ denotes the $L^{2}$-norm. If $C=\left[C_{i j}\right] \in$ $\mathcal{M}(n, n)$ is positive definite, we put

$$
\mathcal{H}=L^{2}(\Omega) \times \mathcal{W},
$$

where

$$
\mathcal{W}=\left\{\boldsymbol{\eta}=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{n}\right) \in\left[H_{0}^{1}(\Omega)\right]^{n}: \quad \sum_{i, j=1}^{n}\left\langle\nabla \eta_{i}, C_{i j} \nabla \eta_{j}\right\rangle<+\infty\right\}
$$

The corresponding inner product is given by

$$
\left\langle z_{1}, z_{2}\right\rangle_{\mathcal{H}}=\left\langle v_{1}, v_{2}\right\rangle+\sum_{i, j=1}^{n}\left\langle\nabla w_{i}, C_{i j} \nabla w_{j}\right\rangle
$$

where $z_{i}=\left(v_{i}, w_{i}\right) \in \mathcal{H}, i=1,2$.
Definition 4.2 Let $T>0$ and $f \in L^{1}\left([0, T] ; L^{2}(\Omega)\right)$. We say that a function $\boldsymbol{z}(t)=(\theta(t), \boldsymbol{\eta}(t)) \in C([0, T] ; \mathcal{H})$ is a solution of system (4.8)-(4.9) in the time interval $[0, T]$, with initial data $\boldsymbol{z}_{0}=\boldsymbol{z}(0)=\left(\theta_{0}, \boldsymbol{\eta}_{0}\right) \in \mathcal{H}$, if the following identities are satisfied

$$
\begin{gathered}
\left\langle\theta_{t}, \tilde{\theta}\right\rangle+\sum_{i=1}^{n} k_{i}\left\langle\nabla \eta_{i}, \nabla \tilde{\theta}\right\rangle+\langle f(\theta), \tilde{\theta}\rangle=0 \\
\sum_{i, j=1}^{n}\left\langle\eta_{i t}, C_{i j} \Delta \tilde{\eta}_{j}\right\rangle-\sum_{i, j=1}^{n}\left\langle\theta, C_{i j} \Delta \tilde{\eta}_{j}\right\rangle+\sum_{i, j=1}^{n}\left\langle a_{i} \eta_{i}, C_{i j} \Delta \tilde{\eta}_{j}\right\rangle=0
\end{gathered}
$$

for all $\tilde{\theta} \in H_{0}^{1}(\Omega), \tilde{\boldsymbol{\eta}} \in\left(\left[H^{2}(\Omega)\right]^{n} \cap \mathcal{W}\right)$ and a.e. $t \in[0, T]$.

## A.M. CAUCCI

We denote by $\mathcal{S}(t) \boldsymbol{z}_{0}$ the solution of (4.8)-(4.9) with initial data $\boldsymbol{z}_{0}$. Because the system is autonomous, $\mathcal{S}(t)$ is a strongly continuous semigroup of the continuous operator on $\mathcal{H}$, related to the system (4.8)-(4.9). The total energy associated to (4.8)-(4.9) at time $t$ is

$$
\begin{align*}
\mathcal{E}(t) & =\frac{1}{2}\left[\|\theta(t)\|^{2}+\sum_{i, j=1}^{n}\left\langle\nabla \eta_{i}(t), C_{i j} \nabla \eta_{j}(t)\right\rangle\right] \\
& =\frac{1}{2}\left[\int_{\Omega}|\theta(t)|^{2} d \boldsymbol{x}+\int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}(t)\right|_{2}^{2} d \boldsymbol{x}\right] . \tag{4.10}
\end{align*}
$$

Then, we obtain the following result.
Theorem 4.2 Let us suppose that $\boldsymbol{z}=(\theta, \boldsymbol{\eta})$ is a solution of system (4.8)-(4.9) in the sense of Definition 4.2. Let $f \in C^{1}(R)$ satisfying the following hypotheses
(h1) $\liminf _{|y| \rightarrow \infty} \frac{f(y)}{y} \geq 0$;
(h2) there exists a positive constant $\beta$ such that $\left|f^{\prime}(y)\right| \leq \beta, \forall y \in R$.
If the matrices $C=\left[C_{i j}\right], \Gamma=\left[\Gamma_{i j}\right] \in \mathcal{M}(n, n)$, defined by (4.2), (4.3) respectively, are positive definite, then there exist positive constants $A, \Lambda, \varepsilon$ such that the relation

$$
\begin{equation*}
\mathcal{E}(t) \leq A e^{-\varepsilon t} \mathcal{E}(0)+\Lambda \tag{4.11}
\end{equation*}
$$

holds for every $t \geq 0$. In particular, if $f \equiv 0$ then $\Lambda=0$.
To prove Theorem 4.2 we make use of some preparatory lemmas.
Lemma 4.1 If $f \in C^{1}(R)$ satisfies hypotheses (h1) and (h2), then
(1) for $\gamma>0$ there exists a positive constant $\mathcal{C}_{\gamma}$ such that, $\forall y \in H_{0}^{1}(R)$

$$
\begin{equation*}
\int_{\Omega} y f(y) d \boldsymbol{x} \geq-\gamma \int_{\Omega}|y|^{2} d \boldsymbol{x}-\mathcal{C}_{\gamma} \tag{4.12}
\end{equation*}
$$

(2) $\forall y \in R$

$$
\begin{equation*}
|f(y)| \leq \beta|y|+|f(0)| . \tag{4.13}
\end{equation*}
$$

Proof Inequality (4.12) follows directly from hypothesis (h1) (cf. [7]); (4.13) is an easy consequence of hypothesis (h2).

Lemma 4.2 Let $f \in C^{1}(R)$ satisfying hypothesis (h1); let assume $C, \Gamma \in \mathcal{M}(n, n)$ as in Theorem 4.2. If $\boldsymbol{z}=(\theta, \boldsymbol{\eta})$ is a solution of system (4.8)-(4.9) in the sense of Definition 4.2, then the energy norm (4.10) verifies

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}(t) \leq \gamma \int_{\Omega}|\theta(t)|^{2} d \boldsymbol{x}+\mathcal{C}_{\gamma}-\alpha_{1} \int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}(t)\right|_{2}^{2} d \boldsymbol{x} \tag{4.14}
\end{equation*}
$$

where $\gamma, \mathcal{C}_{\gamma}, \alpha_{1}$ are positive constants.
Proof If $\boldsymbol{z}=(\theta, \boldsymbol{\eta})$ is a solution of system (4.8)-(4.9), then, recalling (4.2), we have

$$
\frac{d}{d t} \mathcal{E}(t)=-\langle f, \theta(t)\rangle-\sum_{i, j=1}^{n}\left\langle\nabla \eta_{i}(t), a_{i} C_{i j} \nabla \eta_{j}(t)\right\rangle
$$

Now, by means of inequality (4.12), we find

$$
\begin{equation*}
-\langle f, \theta(t)\rangle \leq \int_{\Omega}|\theta(t)|^{2} d \boldsymbol{x}+\mathcal{C}_{\gamma}, \quad \gamma, \mathcal{C}_{\gamma}>0 \tag{4.15}
\end{equation*}
$$

and, thanks to our hypotheses on the matrices $C=\left[C_{i j}\right]$ and $\Gamma=\left[\Gamma_{i j}\right]$, there exist positive constants $\overline{\alpha_{1}}, \overline{\overline{\alpha_{1}}}$ such that

$$
\begin{gather*}
-\sum_{i, j=1}^{n}\left\langle\nabla \eta_{i}(t), a_{i} C_{i j} \nabla \eta_{j}(t)\right\rangle=-\sum_{i, j=1}^{n}\left\langle\frac{\nabla \eta_{i}(t)}{a_{i}}, \Gamma_{i j} \frac{\nabla \eta_{j}(t)}{a_{j}}\right\rangle  \tag{4.16}\\
\leq-\overline{\alpha_{1}}\|\nabla \boldsymbol{\eta}(t)\|^{2} \leq-\overline{\alpha_{1}} \overline{\overline{\alpha_{1}}} \sum_{i, j=1}^{n}\left\langle\nabla \eta_{i}(t), C_{i j} \nabla \eta_{j}(t)\right\rangle .
\end{gather*}
$$

From (4.15) and (4.16), putting $\alpha_{1}=\overline{\alpha_{1}} \overline{\overline{\alpha_{1}}}$, estimate (4.14) follows.
Lemma 4.3 Suppose that $\boldsymbol{z}=(\theta, \boldsymbol{\eta})$ is a solution of system (4.8)-(4.9) in the sense of Definition 4.2 and assume hypotheses of Theorem 4.2 on $f, C$ and $\Gamma$. Introduce the following functional

$$
\mathcal{K}(t)=-\langle | \theta(t)\left|, \sum_{i=1}^{n} k_{i} \eta_{i}(t)\right\rangle, \quad \forall t \geq 0
$$

then we have

$$
\begin{align*}
\frac{d}{d t} \mathcal{K}(t) \leq & \frac{1}{2}\left(\nu-M_{1}\right) \int_{\Omega}|\theta(t)|^{2} d \boldsymbol{x}+\mathcal{C}_{0} \\
& +\left[\alpha_{2}+\frac{M_{1} \alpha_{3}}{2}\left(1+\frac{\beta^{2}}{\nu}\right)+\frac{M_{2} \alpha_{4}}{2 M_{1}}\right] \int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}(t)\right|_{2}^{2} d x \tag{4.17}
\end{align*}
$$

for some positive constants $\alpha_{2}, \alpha_{3}, \alpha_{4}, \nu, M_{1}, M_{2}, \mathcal{C}_{0}$.
Proof The derivative of $\mathcal{K}(t)$ with respect to $t$ entails

$$
\begin{equation*}
\frac{d}{d t} \mathcal{K}(t)=\underbrace{-\operatorname{sgn}(\theta)\left\langle\theta_{t}, \sum_{i=1}^{n} k_{i} \eta_{i}\right\rangle}_{=I_{1}} \underbrace{-\langle | \theta\left|, \sum_{i=1}^{n} k_{i} \eta_{i t}\right\rangle}_{=I_{2}} . \tag{4.18}
\end{equation*}
$$

Substituting (4.8) ${ }_{1}$ in the first term at the right-hand side of (4.18) and using Young inequality, we obtain

$$
\begin{aligned}
I_{1} & =-\operatorname{sgn}(\theta)\left\langle\sum_{j=1}^{n} k_{j} \Delta \eta_{j}-f, \sum_{i=1}^{n} k_{i} \eta_{i}\right\rangle \leq\left\|\sum_{i=1}^{n} k_{i} \nabla \eta_{i}\right\|^{2}+\left\langle f, \sum_{i=1}^{n} k_{i} \eta_{i}\right\rangle \\
& \leq n \int_{\Omega}\left(\sum_{i, h=1}^{n} \nabla \eta_{i} \delta_{i h} k_{i}^{2} \nabla \eta_{h}\right) d \boldsymbol{x}+\left\langle f, \sum_{i=1}^{n} k_{i} \eta_{i}\right\rangle \\
& \leq n\left|K_{\star}{ }^{\frac{1}{4}}\left(K_{\star}{ }^{-\frac{1}{4}} C K_{\star}{ }^{-\frac{1}{4}}\right)^{-\frac{1}{2}}\right|_{2}^{2} \int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}\right|_{2}^{2} d \boldsymbol{x}+\underbrace{\left\langle f, \sum_{i=1}^{n} k_{i} \eta_{i}\right\rangle}_{=I_{3}}
\end{aligned}
$$

where $K_{\star}=\left[\delta_{i h} k_{i}{ }^{2}\right]=\operatorname{diag}\left(k_{i}^{2}\right)$. From (4.13), applying Young and Poincaré inequalities, we find

$$
\begin{aligned}
I_{3} \leq & \langle\beta| \theta\left|+|f(0)|, \sum_{i=1}^{n} k_{i} \eta_{i}\right\rangle \\
\leq & \int_{\Omega}\left[|\theta|\left(\beta \sum_{i=1}^{n}\left|\left(k_{i}\right)^{\frac{1}{2}}\left(k_{i}^{\frac{1}{2}} \eta_{i}\right)\right|\right)\right] d \boldsymbol{x}+\int_{\Omega}\left(|f(0)| \sum_{i=1}^{n}\left|\left(k_{i}\right)^{\frac{1}{2}}\left(k_{i}^{\frac{1}{2}} \eta_{i}\right)\right|\right) d \boldsymbol{x} \\
\leq & \frac{\nu}{2}\|\theta\|^{2}+\frac{1}{2}\left(1+\frac{\beta^{2}}{\nu}\right)\left(\sum_{i=1}^{n} k_{i}\right)\left(\sum_{i=1}^{n} \frac{k_{i}}{\lambda_{0}^{i}}\left\|\nabla \eta_{i}\right\|^{2}\right)+\frac{1}{2}|f(0)|^{2} \operatorname{vol}(\Omega) \\
\leq & \frac{\nu}{2}\|\theta\|^{2}+\frac{1}{2}\left(1+\frac{\beta^{2}}{\nu}\right)\left(\sum_{i=1}^{n} k_{i}\right)\left(\sum_{i, h=1}^{n}\left\langle\nabla \eta_{i}, \delta_{i h} \frac{k_{i}}{\lambda_{0}^{i}} \nabla \eta_{h}\right\rangle\right)+\frac{1}{2}|f(0)|^{2} \operatorname{vol}(\Omega) \\
\leq & \frac{\nu}{2}\|\theta\|^{2}+\frac{1}{2}\left(1+\frac{\beta^{2}}{\nu}\right)\left(\sum_{i=1}^{n} k_{i}\right)\left|K_{\lambda^{\frac{1}{4}}}\left(K_{\lambda}^{-\frac{1}{4}} C K_{\lambda}^{-\frac{1}{4}}\right)^{-\frac{1}{2}}\right|_{2}^{2} \int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}\right|_{2}^{2} d \boldsymbol{x} \\
& +\frac{1}{2}|f(0)|^{2} \operatorname{vol}(\Omega)
\end{aligned}
$$

where $\nu$ and $\lambda_{0}^{i}, i=1, \ldots, n$, are positive constants and $K_{\lambda}=\left[\delta_{i h} \frac{k_{i}}{\lambda_{0}^{i}}\right]=\operatorname{diag}\left(\frac{k_{i}}{\lambda_{0}^{i}}\right)$.
By means of $(4.8)_{2}$, the second term in (4.18) can be written as

$$
I_{2}=-\langle | \theta\left|, \sum_{i=1}^{n} k_{i}\left(\theta-a_{i} \eta_{i}\right)\right\rangle=-\left(\sum_{i=1}^{n} k_{i}\right)\|\theta\|^{2}+\underbrace{\langle | \theta\left|, \sum_{i=1}^{n} k_{i} a_{i} \eta_{i}\right\rangle}_{=I_{4}} .
$$

By virtue of Young and Poincaré inequalities, we have

$$
\begin{aligned}
I_{4} & \leq \int_{\Omega}|\theta| \sum_{i=1}^{n}\left|\left(k_{i} a_{i}\right)^{\frac{1}{2}}\left(k_{i} a_{i}\right)^{\frac{1}{2}} \eta_{i}\right| d \boldsymbol{x} \\
& \leq \frac{\delta}{2}\|\theta\|^{2}+\frac{1}{2 \delta}\left(\sum_{i=1}^{n} k_{i} a_{i}\right)\left(\sum_{i=1}^{n} \frac{k_{i} a_{i}}{\lambda_{0}^{i}}\left\|\nabla \eta_{i}\right\|^{2}\right) \\
& \leq \frac{\delta}{2}\|\theta\|^{2}+\frac{1}{2 \delta}\left(\sum_{i=1}^{n} k_{i} a_{i}\right)\left(\sum_{i, h=1}^{n}\left\langle\nabla \eta_{i}, \delta_{i h} \frac{k_{i} a_{i}}{\lambda_{0}^{i}} \nabla \eta_{h}\right\rangle\right) \\
& \leq \frac{\delta}{2}\|\theta\|^{2}+\frac{1}{2 \delta}\left(\sum_{i=1}^{n} k_{i} a_{i}\right)\left|K_{a}^{\frac{1}{4}}\left(K_{a}^{-\frac{1}{4}} C K_{a}^{-\frac{1}{4}}\right)^{-\frac{1}{2}}\right|_{2}^{2} \int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}\right|_{2}^{2} d \boldsymbol{x},
\end{aligned}
$$

where $\delta$ is a positive constant and $K_{a}=\left[\delta_{i h} \frac{k_{i} a_{i}}{\lambda_{0}^{i}}\right]=\operatorname{diag}\left(\frac{k_{i} a_{i}}{\lambda_{0}^{i}}\right)$. Choosing $\delta=\sum_{i=1}^{n} k_{i}$, we find

$$
\begin{aligned}
I_{2} \leq & -\frac{1}{2}\left(\sum_{i=1}^{n} k_{i}\right)\|\theta\|^{2} \\
& +\frac{1}{2}\left(\sum_{i=1}^{n} k_{i}\right)^{-1}\left(\sum_{i=1}^{n} k_{i} a_{i}\right)\left|K_{a}^{\frac{1}{4}}\left(K_{a}^{-\frac{1}{4}} C K_{a}^{-\frac{1}{4}}\right)^{-\frac{1}{2}}\right|_{2}^{2} \int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}\right|_{2}^{2} d \boldsymbol{x} .
\end{aligned}
$$

Finally, collecting the previous inequalities and putting

$$
\begin{aligned}
\alpha_{2} & =n\left|K_{\star}^{\frac{1}{4}}\left(K_{\star}^{-\frac{1}{4}} C K_{\star}^{-\frac{1}{4}}\right)^{-\frac{1}{2}}\right|_{2}^{2}, & \alpha_{3} & =\left|K_{\lambda}^{\frac{1}{4}}\left(K_{\lambda}^{-\frac{1}{4}} C K_{\lambda}^{-\frac{1}{4}}\right)^{-\frac{1}{2}}\right|_{2}^{2}, \\
\alpha_{4} & =\left|K_{a}^{\frac{1}{4}}\left(K_{a}^{-\frac{1}{4}} C K_{a}^{-\frac{1}{4}}\right)^{-\frac{1}{2}}\right|_{2}^{2}, & M_{1} & =\sum_{i=1}^{n} k_{i}, \\
M_{2} & =\sum_{i=1}^{n} k_{i} a_{i}, & \mathcal{C}_{0} & =\frac{1}{2}|f(0)|^{2} \operatorname{vol}(\Omega),
\end{aligned}
$$

we obtain (4.17).
At this point, we can prove Theorem 4.2.
Proof For $N>0$ we introduce the following functional

$$
\mathcal{L}(t)=N \mathcal{E}(t)+\mathcal{K}(t), \quad \forall t \geq 0
$$

it is easily seen that, if we choose

$$
N>\max \left\{1, M_{1} \alpha_{3}\right\},
$$

there exist positive constants

$$
\gamma_{1}=\min \left\{N-1, N-M_{1} \alpha_{3}\right\}, \quad \gamma_{2}=\max \left\{N+1, N+M_{1} \alpha_{3}\right\}
$$

such that

$$
\begin{equation*}
\gamma_{1} \mathcal{E}(t) \leq \mathcal{L}(t) \leq \gamma_{2} \mathcal{E}(t), \quad \forall t \geq 0 \tag{4.19}
\end{equation*}
$$

Moreover, collecting inequalities (4.14) and (4.17), we have

$$
\begin{aligned}
\frac{d}{d t} \mathcal{L}(t) \leq & -\left(\frac{M_{1}}{2}-\frac{\nu}{2}-N \gamma\right)\|\theta\|^{2}+\tilde{\Lambda}(N, \gamma, \Omega) \\
& -\left[N \alpha_{1}-\alpha_{2}-\frac{M_{1} \alpha_{3}}{2}\left(1+\frac{\beta^{2}}{\nu}\right)-\frac{M_{2} \alpha_{4}}{2 M_{1}}\right] \int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}\right|_{2}^{2} d \boldsymbol{x}
\end{aligned}
$$

where $\tilde{\Lambda}(N, \gamma, \Omega)=N \mathcal{C}_{\gamma}+\mathcal{C}_{0}$. Taking now

$$
\nu=\frac{M_{1}}{2},
$$

choosing $N$ large enough such that

$$
N \geq N^{*}=\frac{1}{\alpha_{1}}\left(\alpha_{2}+\frac{M_{1} \alpha_{3}}{2}+\alpha_{3} \beta^{2}+\frac{M_{2} \alpha_{4}}{2 M_{1}}+\frac{M_{1}}{8}\right)
$$

and letting

$$
\gamma=\frac{M_{1}}{8 N}
$$

we have

$$
\begin{equation*}
\frac{d}{d t} \mathcal{L}(t) \leq-\frac{M_{1}}{8}\|\theta\|^{2}-\frac{M_{1}}{8} \int_{\Omega}\left|C^{\frac{1}{2}} \nabla \boldsymbol{\eta}\right|_{2}^{2} d \boldsymbol{x}+\tilde{\Lambda}\left(N, \frac{M_{1}}{8 N}, \Omega\right) \tag{4.20}
\end{equation*}
$$

By means of (4.19), inequality (4.20) yields

$$
\frac{d}{d t} \mathcal{L}(t) \leq-\frac{M_{1}}{4} \mathcal{E}(t)+\tilde{\Lambda} \leq-\varepsilon \mathcal{L}(t)+\tilde{\Lambda}
$$

where

$$
\varepsilon=\frac{M_{1}}{4 \gamma_{2}} .
$$

By virtue of the Gronwall Lemma, we obtain

$$
\begin{equation*}
\mathcal{L}(t) \leq \mathcal{L}(0) \mathrm{e}^{-\varepsilon t}+\frac{\tilde{\Lambda}}{\varepsilon}\left(1-\mathrm{e}^{-\varepsilon t}\right), \quad \forall t \geq 0 \tag{4.21}
\end{equation*}
$$

Finally, from (4.19) and (4.21), it follows that

$$
\mathcal{E}(t) \leq \frac{1}{\gamma_{1}} \mathcal{L}(t) \leq \frac{\gamma_{2}}{\gamma_{1}} \mathcal{E}(0) \mathrm{e}^{-\varepsilon t}+\frac{\tilde{\Lambda}}{\varepsilon \gamma_{1}}
$$

holds for every $t \geq 0$, so that taking

$$
A=\frac{\gamma_{2}}{\gamma_{1}}, \quad \Lambda=\frac{\tilde{\Lambda}}{\varepsilon \gamma_{1}}
$$

our conclusion follows.
Now, we state the main result of this section.
Theorem 4.3 Assume $C=\left[C_{i j}\right] \in \mathcal{M}(n, n)$ and $f \in C^{1}(R)$ as in Theorem 4.2. The uniform energy estimate (4.11) implies the existence of a bounded absorbing set $\mathcal{B}^{*} \subset \mathcal{H}$ for the semigroup $\mathcal{S}(t)$. That is, if $\mathcal{B}^{*}$ is any ball of $\mathcal{H}$ of radius less than $\sqrt{2 \Lambda}$, for any bounded set $\mathcal{B} \subset \mathcal{H}$ there exists $t(\mathcal{B}) \geq 0$ such that

$$
\mathcal{S}(t) \mathcal{B} \subset \mathcal{B}^{*}, \quad \forall t \geq t(\mathcal{B})
$$

Proof The existence of an absorbing set for $\mathcal{S}(t)$ follows directly by (4.11) (see for example [8]).
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#### Abstract

One of the main simplifying assumptions made in the study of the attitude motions of a rocket-type variable mass system is that the motion of the fluid products of combustion relative to the rocket body, as these fluid particles exit the rocket's combustion chamber, remains symmetric with respect to the rocket axis, and the fluid particles have no transverse motion relative to the rocket body. This assumption brings about a tremendous simplification of the equations that govern the attitude motion of a rocket, and is thus very attractive. Yet, one recognizes that such an assumption becomes questionable if the rocket body is allowed to spin. This paper examines the validity of this common assumption. The paper attempts to reconstruct what is lost when this assumption is made, and quantifies the effects on attitude dynamics predictions. Results obtained show that this assumption is in fact reasonable. Although internal fluid whirling motion can cause deviations in spin rate predictions, the actual effects are not dramatic. There is a noticeable impact on the frequencies of the transverse angular velocity components, but the amplitude of the transverse angular velocity vector is largely unaffected.
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## 1 Introduction

It has now become quite common to derive the equations of motion of general variable mass systems using the so-called control volume approach [1-4]. This method can capture the overall rigid-body-type motion of the system as well as the details of internal mass flow. Simplifying assumptions are introduced after the equations of motion are derived in order to bring these equations into forms that make further analyses manageable.

Rocket systems constitute one class of variable mass systems that is of interest in the aerospace field. In studying the effects of mass variation on the behavior of rocket systems, the system of interest is often assumed to comprise two phases at any given instant: a solid phase and a fluid phase. The assumptions that are traditionally made in the study of these systems include one concerning the motion of the fluid phase relative to the solid phase. Several studies $[1,3,5]$ assume, explicitly or implicitly, that the motion of the fluid products of combustion relative to the solid part of the system is such that each fluid particle has constant velocity that is parallel to the rocket axis. Other studies [ $3,6-8$ ] consider that the velocity field of the fluid particles has axial symmetry, and that no "whirling motion" of the fluid phase relative to the solid phase exists. These two assumptions have to do with internal fluid flow within a rocket's combustion chamber. They stipulate that the internal motion of fluid particles relative to the rocket body is symmetric with respect to the rocket axis. In addition, the relative velocity vectors for these particles are assumed not to have a transverse component. In other words, these particles, in their motion relative to the rocket body, are assumed to be incapable of helical motion for example. This is quite reasonable for a rocket that is not spinning, but seems unreasonable for a spinning rocket. It turns out that this assumption can bring tremendous simplifications to the equations that govern rocket motion [3], and this makes the assumption quite attractive.

The goal of this work is to check the validity of this assumption; that is, to evaluate what is lost, if any, by assuming that the velocity vectors of fluid particles within a rocket's combustion chamber have no roll component relative to the rocket body. Wang and Eke [6] took a cursory look at this problem and concluded that the neglect of whirling motion does not affect transverse angular velocity magnitudes, but does affect the frequencies of these quantities. This paper builds on Wang and Eke's work, and presents the results of a more general investigation of how internal fluid whirling motion affects rocket attitude dynamics.

## 2 Equations of Motion

The type of system that is of interest in this study can be represented by the simple model shown in Figure 2.1. This model considers that the rocket system under study is made up of two main parts - a solid portion $B$, whose mass is expected to diminish with time as propellant is expended, and the fluid products of combustion $F$. $B$ is taken to be rigid and symmetric about the $z$-axis, and is assumed to remain so as parts of it are depleted by combustion. $S^{*}$ is the instantaneous mass center of the system, and always lies on the $z$-axis, and $C$ is an imaginary shell that delimits the system.


Figure 2.1. Model of a Rocket.
One version of the equation of rotational motion for this type of system has the form [3]

$$
\begin{align*}
\mathbf{I} \cdot \boldsymbol{\alpha} & +\boldsymbol{\omega} \times \mathbf{I} \cdot \boldsymbol{\omega}+\left(\frac{{ }^{B} d \mathbf{I}}{d t}\right) \cdot \boldsymbol{\omega}+\int_{C} \rho[\mathbf{p} \times(\boldsymbol{\omega} \times \mathbf{p})](\mathbf{v} \cdot \mathbf{n}) d S \\
& +\frac{{ }^{B} d}{d t} \int_{C} \rho(\mathbf{p} \times \mathbf{v}) d V+\int_{C} \rho(\mathbf{p} \times \mathbf{v})(\mathbf{v} \cdot \mathbf{n}) d S+\int_{C} \rho \boldsymbol{\omega} \times(\mathbf{p} \times \mathbf{v}) d V=\mathbf{M} . \tag{1}
\end{align*}
$$

In this equation, I represents the inertia dyadic of the system, $\boldsymbol{\omega}$ and $\boldsymbol{\alpha}$ are the inertial angular velocity and angular acceleration respectively of $B, \rho$ is the mass density, $\mathbf{p}$ is the position vector from the system's mass center $S^{*}$ to a generic particle $P$ of the system, $\mathbf{v}$ is the velocity of $P$ relative to the main body $B, \mathbf{n}$ is a unit outward normal to the surface $C$, and $\mathbf{M}$ is the resultant moment about $S^{*}$ of all the external forces on the system. The left superscript on the time derivative simply indicates that the derivative is to be taken while the reference frame $B$ is kept fixed.

If we assume that $\boldsymbol{\omega}$ has the form,

$$
\begin{equation*}
\boldsymbol{\omega}=\omega_{1} \mathbf{b}_{1}+\omega_{2} \mathbf{b}_{2}+\omega_{3} \mathbf{b}_{3} \tag{2}
\end{equation*}
$$

and that

$$
\begin{equation*}
\mathbf{I}=I\left(\mathbf{b}_{1} \mathbf{b}_{1}+\mathbf{b}_{2} \mathbf{b}_{2}\right)+J \mathbf{b}_{3} \mathbf{b}_{3} \tag{3}
\end{equation*}
$$

where the unit vector basis $\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}$ is fixed in $B$ and oriented as in Figure 2.1, then, the first three terms of equation (1) can be written as

$$
\begin{align*}
\mathbf{I} \cdot \boldsymbol{\alpha} & =I\left(\dot{\omega}_{1} \mathbf{b}_{1}+\dot{\omega}_{2} \mathbf{b}_{2}\right)+J \dot{\omega}_{3} \mathbf{b}_{3},  \tag{4}\\
\boldsymbol{\omega} \times \mathbf{I} \cdot \boldsymbol{\omega} & =(J-I) \omega_{3}\left(\omega_{2} \mathbf{b}_{1}-\omega_{1} \mathbf{b}_{2}\right) \tag{5}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\frac{{ }^{B} d \mathbf{I}}{d t}\right) \cdot \boldsymbol{\omega}=\dot{I}\left(\omega_{1} \mathbf{b}_{1}+\omega_{2} \mathbf{b}_{2}\right)+\dot{J} \omega_{3} \mathbf{b}_{3} . \tag{6}
\end{equation*}
$$

The fourth term of equation (1) has been evaluated by several authors and shown to depend on the velocity field of exhaust gas particles as they cross the nozzle exit plane. For uniform velocity profile with constant exhaust gas velocity $u$, the rate at which mass is lost from the system is

$$
\begin{equation*}
\dot{m}=-\pi \rho u R_{1}^{2} \tag{7}
\end{equation*}
$$

and the fourth term can be expressed as (see for example Wang [6])

$$
\begin{equation*}
\int_{C} \rho[\mathbf{p} \times(\boldsymbol{\omega} \times \mathbf{p})](\mathbf{v} \cdot \mathbf{n}) d S=-\dot{m}\left[\left(z_{e}^{2}+\frac{R_{1}^{2}}{4}\right)\left(\omega_{1} \mathbf{b}_{1}+\omega_{2} \mathbf{b}_{2}\right)+\frac{R_{1}^{2}}{2} \omega_{3} \mathbf{b}_{3}\right] \tag{8}
\end{equation*}
$$

where the distances $z_{e}$ and $R_{1}$ are as shown in Figure 2.1. None of these first four terms is affected by the introduction of fluid whirling motion. This is so because the first three terms do not contain the fluid velocity vector at all, and the fourth term only involves the axial component of this velocity. We recall that whirling motion comes from the existence of a transverse component of the fluid relative velocity.

The fifth term of equation (1) vanishes if one makes the assumption that fluid flow within the system's combustion chamber has reached steady state - a generally reasonable approximation, which will be assumed to hold here. We are then left with the last two terms on the left hand side of equation (1):

$$
\begin{equation*}
\mathbf{M}_{6}=\int_{C} \rho(\mathbf{p} \times \mathbf{v})(\mathbf{v} \cdot \mathbf{n}) d S \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{7}=\int_{C} \rho \boldsymbol{\omega} \times(\mathbf{p} \times \mathbf{v}) d V \tag{10}
\end{equation*}
$$

Each of these contains the vector $\mathbf{v}$, which represents the velocity vector of a generic fluid particle relative to the rocket's main body. Spin motion of the rocket body introduces helical or whirling motion of the fluid particles, and this in turn influences $\mathbf{v}$, and hence both $\mathbf{M}_{6}$ and $\mathbf{M}_{7}$. We note that if whirling motion is ignored, then (see [3])

$$
\begin{equation*}
\mathbf{M}_{6}=\mathbf{M}_{7}=0 \tag{11}
\end{equation*}
$$

and equation (1) is simplified tremendously. This is one reason the "no whirling motion" assumption has remained very attractive in the study of rocket dynamics. To assess the impact of fluid whirling motion on rocket dynamics, we will start by determining expressions for the quantities $\mathbf{M}_{6}$ and $\mathbf{M}_{7}$ when whirling motion is present.

## 3 The Surface Integral Term

Consider a generic fluid particle within the combustion chamber of a rocket as this fluid particle crosses the nozzle exit plane. Such a particle is shown as point $P$ in Figure 3.1. The position vector of $P$ from the system mass center can be written as

$$
\begin{equation*}
\mathbf{p}=x \mathbf{e}_{x}+z_{e} \mathbf{e}_{z} \tag{12}
\end{equation*}
$$

and its velocity relative to the rocket body $B$ has the general form

$$
\begin{equation*}
\mathbf{v}=v_{x} \mathbf{e}_{x}+v_{\theta} \mathbf{e}_{\theta}+v_{z} \mathbf{e}_{z} \tag{13}
\end{equation*}
$$

where $\mathbf{e}_{x}, \mathbf{e}_{\theta}$, and $\mathbf{e}_{z}$ are the unit vectors normally associated with the use of cylindrical coordinates, and are as shown in Figure 3.1. For the particle $P$,

$$
\begin{equation*}
(\mathbf{p} \times \mathbf{v})_{p}=-z_{e} v_{\theta} \mathbf{e}_{x}+\left(z_{e} v_{x}-x v_{z}\right) \mathbf{e}_{\theta}+x v_{\theta} \mathbf{e}_{z} \tag{14}
\end{equation*}
$$
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Figure 3.1. A generic fluid particle $P$ at the nozzle exit plane.
If motion of the fluid particles relative to the rocket body is assumed to be axisymmetric with respect to the $z$-axis, then, for each particle such as $P$, there always exists another particle $P^{\prime}$ on the nozzle exit plane, located at the same radial distance $x$ from the rocket axis, and 180 degrees away from $P$, and for which

$$
\begin{equation*}
(\mathbf{p} \times \mathbf{v})_{P^{\prime}}=z_{e} v_{\theta} \mathbf{e}_{x}-\left(z_{e} v_{x}-x v_{z}\right) \mathbf{e}_{\theta}+x v_{\theta} \mathbf{e}_{z} \tag{15}
\end{equation*}
$$

Hence, the combined contributions of $P$ and $P^{\prime}$ to $\mathbf{M}_{6}$ in equation (9) has neither a radial nor a transverse component, so that one need only evaluate the axial component of the surface integral $\mathbf{M}_{6}$. In other words,

$$
\begin{equation*}
\mathbf{M}_{6}=\left(\mathbf{M}_{6} \cdot \mathbf{e}_{z}\right) \mathbf{e}_{z}=\mathbf{e}_{z} \int_{C} \rho \mathbf{p} \cdot\left(\mathbf{v} \times \mathbf{e}_{z}\right)\left(v_{z}\right) d S=\mathbf{e}_{z} \int_{C} \rho x v_{\theta} v_{z} d S \tag{16}
\end{equation*}
$$

The axisymmetry assumption stated above also leads to the conclusion that neither $v_{z}$ nor $v_{\theta}$ depends on the angle $\theta$. However, both can depend on the distance $x$ from the rocket axis. We can re-write equation (16) as

$$
\begin{equation*}
\mathbf{M}_{6}=\left[2 \pi \rho \int_{0}^{R_{1}} x^{2} v_{\theta} u d x\right] \mathbf{b}_{3} . \tag{17}
\end{equation*}
$$

This expression assumes a constant axial velocity $u$ for fluid particles as well as a constant fluid density over the nozzle exit plane.

To make further progress with equation (17), the manner in which $v_{\theta}$ varies with $x$ must be determined. To this end, we will assume that at steady state, the motion of a typical fluid particle relative to the rocket body, as the particle moves towards the nozzle exit plane, is such that the path of the particle has the approximate shape of a helix centered on the rocket axis. We immediately recognize that the transverse component of the velocity of such a particle is influenced mainly by the spin motion of the rocket body. This leads us to start the process of determining an expression for $v_{\theta}$ by making the additional simplifying assumption that the axial motion of the fluid particles is decoupled from their transverse motion. This means that the transverse motion of the fluid particles can be understood by considering only the spin motion of the rocket body. Thus, we consider in Figure 3.2, that initially, the rocket body $B$, including the nozzle and the fluid it contains, is stationary. Next, $B$ is given a spin rate $\omega_{3}$ as shown. Friction causes the fluid particle $Q$ in contact with the nozzle wall to acquire an inertial velocity $\omega_{3} R_{1}$ in the transverse direction, while the fluid particle $O$ on the spin axis remains stationary. Those fluid particles between $O$ and $Q$ acquire speeds that vary between zero and $\omega_{3} R_{1}$. For the range of spin rates normally encountered in rocket dynamics, the speed distribution between $O$ and $Q$ would be linear, and the relationship between the speed of the fluid particle $P$ at a distance $x$ from $O$ and the fluid particle at $Q$ would be


Figure 3.2. Fluid velocity distribution.

$$
\begin{equation*}
v^{P} / v^{Q}=x / R_{1} \tag{18}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathbf{v}^{P}=\left(x / R_{1}\right) v^{Q} \mathbf{e}_{\theta}=\omega_{3} x \mathbf{e}_{\theta} \tag{19}
\end{equation*}
$$

On the other hand, the fictitious particle $P_{O}$ of $B$ that is coincident with the fluid particle $P$ at the instant under consideration also has velocity

$$
\begin{equation*}
\mathbf{v}^{P_{O}}=\omega_{3} x \mathbf{e}_{\theta} \tag{20}
\end{equation*}
$$

$P$ would then have zero velocity relative to the rocket body; a fact that seems at odds with what would be expected if such an experiment were actually performed.

The decoupling of the axial fluid velocities from the transverse velocities has one major flaw - it implies that one is dealing with linear phenomena. Furthermore, the assumption that the velocity distribution between points $O$ and $Q$ is linear requires that the flow be laminar (not turbulent). What is most likely in reality is that the combination of very high axial fluid velocities found inside rocket combustion chambers, together with the relatively slow transverse motion of the fluid particles, as well as the changing combustion chamber geometry will result in overall turbulent and complex flow of the fluid products of combustion. It is thus most unlikely that spinning of the rocket body will introduce a linear distribution of transverse fluid velocities between points $O$ and $Q$; in other words, the relative transverse speeds for the fluid particles are not likely to be zero. The velocity function $v_{\theta}$ is likely to be quite complex, with no simple closed form expression.

One way to move this analysis forward is to make reasonable guesses for the function $v_{\theta}$. We adopt this approach and assume that the velocity distribution between points $O$ and $Q$ of Figure 3.2 is not linear, but parabolic. One then finds that

$$
\begin{equation*}
\mathbf{v}^{P}=\left(\omega_{3} x^{2} / R_{1}\right) \mathbf{e}_{\theta} \tag{21}
\end{equation*}
$$

and hence, the transverse speed of the general fluid particle $P$ relative to the spinning body $B$ becomes

$$
\begin{equation*}
v_{\theta}=\omega_{3} x\left(\frac{x}{R_{1}}-1\right) . \tag{22}
\end{equation*}
$$

We now substitute equation (22) into (17) to obtain

$$
\begin{equation*}
\mathbf{M}_{6}=\left[2 \pi \int_{0}^{R_{1}} \rho\left(\frac{x}{R_{1}}-1\right) \omega_{3} u x^{3} d x\right] \mathbf{b}_{3}=-\frac{\pi \rho u \omega_{3} R_{1}^{4}}{10} \mathbf{b}_{3}=\frac{\dot{m} \omega_{3} R_{1}^{2}}{10} \mathbf{b}_{3} . \tag{23}
\end{equation*}
$$

Clearly, $\mathbf{M}_{6}$ will have some influence on the spin rate but will not affect the transverse components of the rocket's angular velocity.

## 4 The Volume Integral Term

In this section, we determine an explicit expression for the seventh term of equation (1). This term is also shown as equation (10) above, and is a volume integral to be taken over the entire region of the combustion chamber, where fluid flow occurs. We note that this region's volume varies with time as propellant burn progresses, a fact that complicates the evaluation of the integral.

For a general axisymmetric combustion chamber such as the one shown in Figure 4.1, the vector $\mathbf{M}_{7}$ can be written as

$$
\begin{equation*}
\mathbf{M}_{7}=\boldsymbol{\omega} \times \int_{C}(\rho \mathbf{p} \times \mathbf{v}) d V=\boldsymbol{\omega} \times \boldsymbol{\Gamma} \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Gamma}=\int_{C}(\rho \mathbf{p} \times \mathbf{v}) d V \tag{25}
\end{equation*}
$$
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Figure 4.1. General axisymmetric combustion chamber.
We can let $\mathbf{p}$, which represents the position vector from the system mass center to a generic fluid particle $P$ inside the combustion chamber, be

$$
\begin{equation*}
\mathbf{p}=x \mathbf{e}_{x}+z \mathbf{e}_{z} \tag{26}
\end{equation*}
$$

while a general expression for the velocity of $P$ remains as given in equation (13). The axisymmetric nature of both the combustion chamber and the fluid flow therein allows us to invoke the same arguments presented in the evaluation of $\mathbf{M}_{6}$, and these lead us to conclude that $\boldsymbol{\Gamma}$ is parallel to $\mathbf{e}_{z}$ or $\mathbf{b}_{3}$. Hence, equation (25) becomes

$$
\begin{equation*}
\boldsymbol{\Gamma}=\mathbf{e}_{z} \int_{C}(\rho \mathbf{p} \times \mathbf{v}) \cdot \mathbf{e}_{z} d V=\mathbf{b}_{3} \int_{C} \rho x^{2} v_{\theta} d x d \theta d z \tag{27}
\end{equation*}
$$

Equations (2) and (27) are now substituted into (24), and, assuming that the fluid density is constant at steady state, we obtain (see also Figure 4.1)

$$
\begin{equation*}
\mathbf{M}_{7}=\left(2 \pi \rho \int_{z_{1}}^{z_{2}} \int_{x} x^{2} v_{\theta} d x d z\right)\left(\omega_{2} \mathbf{b}_{1}-\omega_{1} \mathbf{b}_{2}\right) \tag{28}
\end{equation*}
$$

Because $\mathbf{M}_{7}$ has no $\mathbf{b}_{3}$ component, it cannot have any influence on the spin rate.

The integral in equation (28) depends on the shape of the combustion chamber, and this in turn depends on the propellant burn type. We will thus need to stipulate a specific propellant burn scenario before the corresponding expression for $\mathbf{M}_{7}$ can be determined. The idealized propellant burn geometries that are closest to what obtains in real systems are those that have been described in the literature [7-9] as the end burn, the radial burn, and the uniform burn. Even for these idealized burn patterns, the true shape of the combustion chamber during the propellant burn remains quite complex. To simplify the task of evaluating the volume integral $\mathbf{M}_{7}$, we restrict this part of the analysis to a rocket model often referred to as the variable mass cylinder [7]. This is a very simple model that considers a rocket to be a solid right circular cylinder, made entirely of combustible material, and that burns while it flies around in space.

The end burn is the most useful propellant burn geometry for the variable mass cylinder. To see why this is so, we direct attention to Figure 4.2, which shows a typical rocket system that consists of the payload and several stages of the propulsion system. The rocket motor for each stage carries solid or liquid propellant that burns to generate propulsive force. Typically, solid fuel is burnt from inside out, somewhat similar to what we have referred to as radial burn. However, the fact that the fuel is generally located close to one end of the rocket system, means that the effect of this burn on the overall system geometry and mass/inertia properties, is reasonably well approximated by the end burn when the overall system is modeled as a cylinder. We will therefore only consider the end-burn whenever we model a rocket as a burning cylinder.


Figure 4.2. Typical rocket system.
For the end burning cylinder, the combustion chamber at any given instant has the shape of a cylinder of radius $R$, and whose length varies uniformly with the burn, as shown in Figure 4.3. In this case, $\mathbf{M}_{7}$ becomes

$$
\begin{align*}
\mathbf{M}_{7} & =\left(2 \pi \rho \int_{z}^{L} \int_{0}^{R} x^{2} v_{\theta} d x d z\right)\left(\omega_{2} \mathbf{b}_{1}-\omega_{1} \mathbf{b}_{2}\right) \\
& =2 \pi \rho(L-z)\left(\int_{0}^{R} x^{2} v_{\theta} d x\right)\left(\omega_{2} \mathbf{b}_{1}-\omega_{1} \mathbf{b}_{2}\right) . \tag{29}
\end{align*}
$$

We assume that the expression obtained for $v_{\theta}$ in the previous section [see equation (22)] holds here, so that

$$
\begin{equation*}
\mathbf{M}_{7}=-\frac{1}{10} \pi \rho R^{4}(L-x) \omega_{3}\left(\omega_{2} \mathbf{b}_{1}-\omega_{1} \mathbf{b}_{2}\right) \tag{30}
\end{equation*}
$$



Figure 4.3. The end burning cylinder.
The mass flow rate can be introduced into equation (30), as was done earlier for the vector $\mathbf{M}_{6}$. For uniform exit velocity profile, $\mathbf{M}_{7}$ then becomes

$$
\begin{equation*}
\mathbf{M}_{7}=\frac{\dot{m} R^{2}(L-z)}{10 u} \omega_{3}\left(\omega_{2} \mathbf{b}_{1}-\omega_{1} \mathbf{b}_{2}\right) \tag{31}
\end{equation*}
$$

## 5 Scalar Equations of Attitude Motion

Now that the explicit expression for each term of equation (1) has been determined, including those contributed by fluid whirling motion, we are in a position to write the complete scalar equations of rotational motion. Using equations (4), (5), (6), (8), (23), and (31), and assuming the external moment $\mathbf{M}$ is zero, equation (1) can be broken into its scalar components along the $\mathbf{b}_{1}, \mathbf{b}_{2}$, and $\mathbf{b}_{3}$ directions respectively as follows:

$$
\begin{align*}
& I \dot{\omega}_{1}+\left[\dot{I}-\dot{m}\left(z_{e}^{2}+\frac{R^{2}}{4}\right)\right] \omega_{1}+\left[(J-I) \omega_{3}+\Delta \omega_{3}\right] \omega_{2}=0  \tag{32}\\
& I \dot{\omega}_{2}+\left[\dot{I}-\dot{m}\left(z_{e}^{2}+\frac{R^{2}}{4}\right)\right] \omega_{2}-\left[(J-I) \omega_{3}+\Delta \omega_{3}\right] \omega_{1}=0 \tag{33}
\end{align*}
$$

and

$$
\begin{equation*}
J \dot{\omega}_{3}+\left(\dot{J}-\dot{m} \frac{R_{1}^{2}}{2}\right) \omega_{3}+\frac{1}{10} \dot{m} R_{1}^{2} \omega_{3}=0 \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=\frac{\dot{m}(L-z) R^{2}}{10 u} \tag{35}
\end{equation*}
$$

Equations (32) and (33) are only valid for the cylinder model, while equation (34) holds for a more general representation of a rocket because the term $\mathbf{M}_{7}$ that forced a return to the cylinder model contributes nothing to (34). The $\Delta$ term in equations (32) and (33), and the last term on the left hand side of (34) are contributed by fluid whirling motion.

## 6 Spin Motion

We now assess how the rocket's spin rate is affected by the inclusion of the extra term due to fluid whirling motion. The spin rate is obtainable from equation (34) and has the form

$$
\begin{equation*}
\frac{\omega_{3}(t)}{\omega_{3}(0)}=\exp \left[-\int_{0}^{t} \frac{\psi(t)}{J} d t\right] \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(t)=\psi_{1}(t)+\psi_{2}(t)+\psi_{3}(t)=\dot{J}-\frac{1}{2} \dot{m} R_{1}^{2}+\frac{1}{10} \dot{m} R_{1}^{2} \tag{37}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi_{1}(t)=\dot{J}, \quad \psi_{2}(t)=-\frac{1}{2} \dot{m} R_{1}^{2}, \quad \psi_{3}(t)=\frac{1}{10} \dot{m} R_{1}^{2} \tag{38}
\end{equation*}
$$

We know from equation (36) that the spin rate increases or decreases depending on the sign of $\psi(\tau)$ : a positive sign indicates a decrease in spin rate, while a negative sign points to an increase in spin rate. The rate of change of the system's axial moment of inertia $\dot{J}$ and the mass flow rate $\dot{m}$ are negative quantities. Hence, $\psi_{1}(\tau)$ will tend to augment the spin rate, while $\psi_{2}(\tau)$ does the opposite. $\psi_{3}(\tau)$, which is contributed by internal fluid whirling motion, is a negative quantity. This means that fluid whirling motion tends to increase the spin rate value. In other words, an analysis that ignores fluid whirling motion will predict spin rate values that are less than those resulting from an analysis in which whirling motion is accounted for. In the remainder of this section, $\omega_{3}(t)$ will continue to represent the spin rate solution when fluid whirling motion is accounted for, while $\omega_{3 n w}(t)$ will be used for the spin rate solution when whirling motion is neglected (i.e. when $\psi_{3}(\tau)$ is dropped).

For the specific case of a variable mass cylinder in end burn (see Figure 4.3),

$$
\begin{align*}
\frac{\omega_{3}(t)}{\omega_{3}(0)} & =\exp \left[-\int_{0}^{t} \frac{\dot{J}}{J} d t+\frac{R^{2}}{2} \int_{0}^{t} \frac{\dot{m}}{J} d t-\frac{R^{2}}{10} \int_{0}^{t} \frac{\dot{m}}{J} d t\right]  \tag{39}\\
& =\exp \left[-\ln \frac{J(t)}{J(0)}+\ln \frac{m(t)}{m(0)}-\frac{1}{5} \ln \frac{m(t)}{m(0)}\right]=\exp \left(-\frac{1}{5} \ln \frac{m(t)}{m(0)}\right)
\end{align*}
$$

Observe that

$$
\begin{equation*}
\omega_{3 n w}(t)=\omega_{3}(0) \tag{40}
\end{equation*}
$$

Hence, if whirling motion is not accounted for, the spin rate for a spinning rocket is predicted to remain constant at its initial value. This is in fact quite close to what is observed in real flight. On the other hand, if whirling motion is accounted for, the predicted spin rate is somewhat higher. The percentage deviation of $\omega_{3}(t)$ from $\omega_{3 n w}(t)$ is

$$
\begin{equation*}
D=\frac{\omega_{3}-\omega_{3 n w}}{\omega_{3 n w}} 100=100\left[\left(\frac{m(0)}{m(t)}\right)^{1 / 5}-1\right]=100\left[\left(\frac{L}{z}\right)^{1 / 5}-1\right] \tag{41}
\end{equation*}
$$

An equivalent $z / L$ for a real rocket is very small, hence $D$ is very small. We conclude then that accounting for whirling motion does not change the predicted spin rate by much.

## 7 Transverse Motion

We continue the investigation of the effects of internal whirling motion of fluid products of combustion on the attitude behavior of variable mass systems of the rocket type by examining the lateral or transverse attitude motion of such systems. The interest here is in the evolution with time, of the transverse angular velocity components $\omega_{1}$ and $\omega_{2}$ as the rocket's propellant burns. The variables $\omega_{1}$ and $\omega_{2}$ are governed by equations (32) and (33), which we combine and re-write in the form

$$
\begin{equation*}
\dot{\omega}_{c}=-\frac{1}{I}\left\{\left[\dot{I}-\dot{m}\left(z_{e}^{2}+\frac{R^{2}}{4}\right)\right]-j[(J-I)+\Delta] \omega_{3}\right\} \omega_{c} \tag{42}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{c}=\omega_{1}+j \omega_{2} \tag{43}
\end{equation*}
$$

with

$$
\begin{equation*}
j=\sqrt{-1} \tag{44}
\end{equation*}
$$

and $\omega_{3}$ is now a known function of time.
Equation (42) is integrated, leading to

$$
\begin{equation*}
\omega_{c}(t)=\omega_{c}(0) \Lambda(t) \exp [j \Theta(t)] \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta(t)=\int_{0}^{t} \frac{(J-I)+\Delta}{I} \omega_{3} d t \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda(t)=\exp \left[-\int_{0}^{t} \frac{\dot{I}-\dot{m}\left(z_{e}^{2}+R^{2} / 4\right)}{I} d t\right] \tag{47}
\end{equation*}
$$

Equation (45) indicates that both components of the transverse angular velocity vector oscillate with varying amplitude and varying frequency. The function $\Lambda(t)$ controls the amplitude of these oscillations while $\Theta$ determines the frequency. We recall that in the differential equations governing $\omega_{1}$ and $\omega_{2}$ (see equations (32) and (33)), the terms containing $\Delta$ are the only terms contributed by fluid whirling motion. $\Lambda(t)$ contains no such terms, but $\Theta$ does. Hence, we can state that internal fluid whirling motion has no effect on the amplitude of the transverse angular velocity vector. However, the frequency predicted for the transverse angular velocity components when the no-whirling-motion assumption is made will generally differ from that obtained when whirling motion is accounted for.

From equation (46), we can write

$$
\begin{equation*}
\Theta(t)=\Theta_{1}(t)+\Theta_{2}(t) \tag{48}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta_{1}(t)=\int_{0}^{t} \frac{J-I}{I} \omega_{3} d t \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{2}(t)=\int_{0}^{t} \frac{\Delta}{I} \omega_{3} d t=\int_{0}^{t} \frac{\dot{m}(L-z) R^{2}}{10 u I} \omega_{3} d t . \tag{50}
\end{equation*}
$$

If fluid whirling motion is ignored, $\Theta_{2}(t)=0$. Otherwise, it is a negative quantity that increases in absolute value with time. On the other hand, the sign of $\Theta_{1}(t)$ depends on whether the overall rocket system is oblate or prolate in shape. For an oblate system, $J / I>1$, and $\Theta_{1}(t)$ is positive and increases with time. For a prolate system - the most likely case - $J / I<1$, and $\Theta_{1}(t)$ is negative and increases in absolute value with time. In summary, if fluid whirling motion is ignored, only $\Theta_{1}(t)$ determines the frequency. This means that the frequency of the transverse angular velocity will increase with time both for prolate and oblate systems. On the other hand, if whirling motion is accounted for in the modeling of the system under study, then the frequency will increase with time for prolate systems, and will be higher at all times than that predicted for no-whirlingmotion. This is due to the fact that $\Theta_{2}(t)$ is then non-zero, and also the fact that the quantity $\omega_{3}(t)$ appearing in equation (50) is always greater for whirling motion than for no-whirling motion.

For oblate systems, $\Theta_{1}(t)$ will be positive and growing, while $\Theta_{2}(t)$ is negative and decreasing (growing in absolute value). So, the frequency could grow or decrease with time. What is clear though, is that the frequency in this case will always be less than the frequency for prolate systems. Finally, we observe that the frequency predicted when whirling motion is accounted for could, in this case, be less than that predicted when whirling motion is neglected.

## 8 Conclusion

This study evaluates the impact that helical motion of fluid products of combustion within the combustion chamber of a rocket can have on the attitude dynamics of rocket systems. Analysis performed using a variable mass cylinder as a model for rocket systems shows that spin rate predictions made with the no-whirling-motion assumption will be less than those which would have been predicted if whirling motion were properly accounted for. However, the deviation from the "correct" spin rate will be quite small.

The amplitude of a rocket's transverse angular velocity is unaffected by fluid whirling motion. The only impact that fluid whirling motion has on a rocket's transverse rotational motion shows up in the frequencies of the transverse angular velocity components of the rocket body. The degree to which these frequencies are affected also depends on the ratio of the system's spin inertia to its transverse inertia; in other words, on whether the system is prolate or oblate. If whirling motion is accounted for in the modeling of a prolate rocket system, the frequency of the transverse angular velocity components will be found to increase with time, and will be higher at all times than the frequency predicted with a no-whirling-motion assumption. For oblate systems, a model that takes whirling motion into account will show that the frequency of rocket transverse motion can increase or decrease with time, but will always be less than the frequency for a prolate system. Ignoring whirling motion can result in a higher or lower frequency.
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#### Abstract

In this paper, we investigate the problem of robust dynamic para-meter-dependent output feedback (RDP-DOF) stabilization under $H_{\infty}$ performance index for a class of linear time invariant parameter-dependent (LTIPD) systems with multi-time delays in the state vector and in the presence of normbounded non-linear uncertainties. Using Hamiltonian-Jacobi-Isaac (HJI) method and the idea of polynomial parameter-dependent quadratic (PPDQ) Lyapunov-Krasovskii functions, a new sufficient condition is derived to ensure robust asymptotic stability and robust disturbance attenuation of the closed-loop system. Finally, an example is included that demonstrates the application of the results.
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## 1 Introduction

The stability analysis and control design of linear time invariant parameter-dependent (LTIPD) systems where the state-space matrices depend affinely on parameter vector, whose values are not known a priori, but can be measured online for control process, have received considerable attention recently (see for instance $[1,2,3,5,6,18,23,25,26,28,31]$ and the references therein). In many industrial applications, like flight control and process control, the operating point can indeed be determined from measurement, making the LTIPD approach viable, see for example [21,24]. Establishing stability via the use of

[^4]classical quadratic Lyapunov function is conservative for the LTIPD systems. To investigate the stability of LTIPD systems one needs to resort the use of parameter-dependent Lyapunov functions to achieve necessary and sufficient conditions of system stability, see $[7,10,11,14,16,30]$. However, Bliman in [10] proposed robust stability analysis for LTIPD systems with polytopic uncertain parameters. He also developed some conditions for robust stability in terms of solvability of some linear matrix inequalities (LMIs) without conservatism. Moreover, the existence of a polynomial parameter-dependent quadratic (PPDQ) Lyapunov function for parameter-dependent systems, which are robustly stable, is stated in [11]. Recently, sufficient conditions for robust stability of the linear state-space models affected by polytopic uncertainty have been provided in [12] using homogeneous polynomial parameter-dependent quadratic Lyapunov functions, which are formulated in terms of LMI feasibility tests.

On the other hand, time delays are often present in engineering systems, which have been generally regarded as a main source on instability and poor performance. Therefore, the stabilization of LTIPD state-delayed systems is a field of intense research. Generally, a way to ensure stability robustness with respect to the uncertainty in the delays is to employ stability criteria valid for any nonnegative value of the delays that is delayindependent results. This assumption that no information on the value of the delay is known is often coarse in practice. Recently, a systematic way for the use of PPDQ Lyapunov functions in the state feedback control of the LTIPD systems with time-delay in the state vector was proposed in [19]. It was also shown that the PPDQ LyapunovKrasovskii functions make some sufficient conditions under the form of linear matrix inequalities (LMIs).

In this paper, we extend the robust parameter-dependent state-feedback stabilization problem of the LTIPD state-delayed systems in $[9,19]$ to robust dynamic parameterdependent output feedback (RDP-DOF) control synthesis problem for the LTIPD systems with multi-time delays in the state vector and in the presence of norm-bounded non-linear uncertainties based on the Hamiltonian-Jacoby-Isaac (HJI) method. It is provided a systematic framework for the use of the PPDQ Lyapunov functions in the issue of RDP-DOF stabilization with preserving $H_{\infty}$ performance criteria. Delay-independent stabilization problem of the system is stated in terms of some LMIs. It would be shown that the use of HJI method makes a sufficient condition to have a parameter-dependent bilinear matrix inequality (BMI) optimization problem; thereafter, parameter-independent BMI optimization problem is derived utilizing the PPDQ Lyapunov functions. Therefore, a complete synthesis technique is developed and solving a parameter-independent LMI and a set of linear algebraic equations can construct the RDP-DOF matrices. The simulation results show that the obtained RDP-DOF control can achieve the delay-independent stability and disturbance attenuation of the closed-loop system, simultaneously.

The notations used throughout the paper are fairly standard. The matrices $I_{n}, 0_{n}$ and $0_{n \times p}$ are the identity matrix, the $n \times n$ and $n \times p$ zero matrices, respectively. The symbol $\otimes$ denotes Kronecker product, the power of Kronecker products being used with the natural meaning $M^{0 \otimes}=1, M^{p \otimes}=M^{(p-1) \otimes} \otimes M$. Let $\hat{J}_{k}, \tilde{J}_{k} \in R^{k \times(k+1)}$ and $u^{[k]}$ be defined by $\hat{J}_{k}=\left[I_{k}, 0_{k \times 1}\right], \tilde{J}_{k}=\left[0_{k \times 1}, I_{k}\right]$ and $u^{[k]}=\left[1, u, \ldots, u^{k-1}\right]^{\mathrm{T}}$, respectively, which have essential roles for polynomial manipulations [10]. Finally given a signal $x(t)$, $\|x(t)\|_{2}$ denotes the $L_{2}$ norm of $x(t)$; i.e., $\|x(t)\|_{2}^{2}=\int_{0}^{\infty} x(t)^{\mathrm{T}} x(t) d t$.

## 2 Problem Description

In this paper, we consider a class of LTIPD systems with multi-time delays in the state vector and in the presence of norm-bounded nonlinear uncertainties in which the statespace matrices depend affinely on the constant vector $\rho=\left[\rho_{1}, \rho_{2}, \ldots, \rho_{m}\right]^{\mathrm{T}} \in \zeta \subset R^{m}$ (with $\zeta$ being a compact set) as follows:

$$
\begin{align*}
\dot{x}(t) & =A(\rho) x(t)+\sum_{i=1}^{r} A_{d}^{(i)}(\rho) x\left(t-h_{i}\right)+B_{1} u(t)+E_{1}(\rho) w(t)+\Delta(x(t)), \\
x(t) & =\varphi(t), \quad t \in[-h, 0],  \tag{1}\\
z(t) & =C_{1} x(t), \\
y(t) & =C_{2} x(t)+E_{2} w(t)
\end{align*}
$$

where the constant parameter $h_{i}$ is time-delay, $h=\max _{i}\left\{h_{i}\right\}$ for $i=1,2, \ldots, r$, and $\varphi(t)$ is the continuous vector valued initial function, also $x(t) \in R^{n}, u(t) \in R^{l}, w(t) \in R^{s}$, $z(t) \in R^{z}$ and $y(t) \in R^{p}$ are the state vector, the control input, the disturbance vector, the controlled output and the output vector, respectively. Moreover, the parameterdependent matrices $A(\rho), A_{d}^{(i)}(\rho)$ and $E_{1}(\rho)$ are expressed as $A(\rho)=A_{0}+\sum_{i=1}^{m} \rho_{i} A_{i}$, $A_{d}^{(i)}(\rho)=A_{0 d}^{(i)}+\sum_{j=1}^{m} \rho_{j} A_{j d}^{(i)}$ and $E_{1}(\rho)=E_{01}+\sum_{i=1}^{m} \rho_{i} E_{i 1}$, respectively, and the vector function $\Delta(x(t))$ is non-linear term of uncertainty set. Furthermore, it is known that the vector $\rho$ is contained in a priori given set whereas the actual curve of the vector $\rho$ is unknown but can be measured online for control process.

Assumption 1 There exists a known real constant matrix $H \in R^{n \times n}$ for the nonlinear uncertainty vector $\Delta(\cdot) \in \Omega(\cdot)$ such that $\|\Delta(x(t))\|_{2} \leq\|H x(t)\|_{2}$ for any $x(t) \in$ $R^{n}$. Denote the corresponding uncertainty set by $\Omega(x(t))=\left\{\Delta(x(t)):\|\Delta(x(t))\|_{2} \leq\right.$ $\left.\|H x(t)\|_{2}\right\}$.

The robust dynamic parameter-dependent output feedback (RDP-DOF) control problem that we address in this paper is of the form

$$
\begin{align*}
\dot{x}_{c}(t) & =A_{K}(\rho) x_{c}(t)+B_{K}(\rho) y(t), \\
u(t) & =C_{K}(\rho) x_{c}(t), \tag{2}
\end{align*}
$$

where $x_{c}(t) \in R^{n_{c}}$ and the parameter-dependent matrices of $A_{K}(\rho), B_{K}(\rho)$ and $C_{K}(\rho)$ are defined as $A_{K}(\rho)=A_{0 K}+\sum_{i=1}^{m} \rho_{i} A_{i K} \in R^{n_{c} \times n_{c}}, B_{K}(\rho)=B_{0 K}+\sum_{i=1}^{m} \rho_{i} B_{i K} \in R^{n_{c} \times p}$ and $C_{K}(\rho)=C_{0 K}+\sum_{i=1}^{m} \rho_{i} C_{i K} \in R^{l \times n_{c}}$, respectively. In the sequel, the RDP-DOF control state-space matrices will be determined.

Applying the RDP-DOF control (2) into the system (1), we obtain the following augmented closed-loop system

$$
\begin{align*}
\dot{X}(t) & =\bar{A}_{\rho} X(t)+\sum_{i=1}^{r} \bar{A}_{d \rho}^{(i)} X\left(t-h_{i}\right)+\bar{E}_{\rho} w(t)+\bar{\Delta}(S X(t)) \\
X(t) & =\bar{\varphi}(t), \quad t \in[-h, 0]  \tag{3}\\
z(t) & =\bar{C}_{1} X(t) \\
y(t) & =\bar{C}_{2} X(t)+E_{2} w(t)
\end{align*}
$$

where $X(t)=\left[x^{\mathrm{T}}(t), x_{c}^{\mathrm{T}}(t)\right]^{\mathrm{T}}, S=\left[I_{n}, 0_{n \times n_{c}}\right], \bar{C}_{1}=\left[C_{1}, 0_{z \times n_{c}}\right], \bar{C}_{2}=\left[C_{2}, 0_{p \times n_{c}}\right]$,
$\bar{\Delta}(\cdot)=\left[\begin{array}{c}\Delta(\cdot) \\ 0_{n_{c} \times 1}\end{array}\right], \quad \bar{A}_{\rho}=\tilde{A}_{\rho}+F_{1} \Gamma_{\rho} F_{2}, \quad \bar{A}_{d \rho}^{(i)}=\left[\begin{array}{cc}A_{d \rho}^{(i)} & 0_{n \times n_{c}} \\ 0_{n_{c} \times n} & 0_{n_{c}}\end{array}\right], \quad \bar{E}_{\rho}=\widetilde{E}_{\rho}+\widehat{S} \Gamma_{\rho} \widehat{E}$
and

$$
\begin{gathered}
\tilde{A}_{\rho}=\left[\begin{array}{cc}
A(\rho) & 0_{n \times n_{c}} \\
0_{n_{c} \times n} & 0_{n_{c}}
\end{array}\right], \quad F_{1}=\left[\begin{array}{cc}
B_{1} & 0_{n \times n_{c}} \\
0_{n_{c} \times l} & I_{n_{c}}
\end{array}\right], \quad F_{2}=\left[\begin{array}{cc}
C_{2} & 0_{p \times n_{c}} \\
0_{n_{c} \times n} & I_{n_{c}}
\end{array}\right], \\
\Gamma_{\rho}=\left[\begin{array}{cc}
0_{l \times p} & C_{k}(\rho) \\
B_{k}(\rho) & A_{k}(\rho)
\end{array}\right], \quad \widetilde{E}_{\rho}=\left[\begin{array}{c}
E_{1}(\rho) \\
0_{n_{c} \times s}
\end{array}\right], \quad \widehat{E}=\left[\begin{array}{c}
E_{2} \\
0_{n_{c} \times s}
\end{array}\right], \\
\widehat{S}=\left\{\begin{array}{cc}
I_{n+n_{c}} & \text { for } n=l, \\
{\left[\begin{array}{c}
0_{(n-l) \times\left(l+n_{c}\right)} \\
I_{l+n_{c}}
\end{array}\right]} & \text { for } n>l .
\end{array}\right.
\end{gathered}
$$

The main objective of the paper is to seek the state-space matrices of the RDP-DOF control (2) that asymptotically stabilizes the closed-loop system (3) with multi-time delays and norm-bounded nonlinear uncertainties as well as guarantees a prescribed $H_{\infty}$ performance, i.e.,

$$
\begin{equation*}
\|z(t)\|_{2}^{2}<\gamma^{2}\|w(t)\|_{2}^{2} \tag{4}
\end{equation*}
$$

for all nonzero $w(t) \in L_{2}(0, \infty)$ under zero initial conditions and a positive scalar $\gamma$.
Definition 1 We call a polynomial parameter-dependent quadratic (PPDQ) Lyapunov function any quadratic function $x^{\mathrm{T}}(t) S(\rho) x(t)$ such that

$$
S(\rho)=\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n}\right)^{\mathrm{T}} S_{k}\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n}\right)
$$

for every $x(t) \in R^{n}$ and a certain $S_{k} \in R^{k^{m} n}$. The integer $k-1$ is called the degree of the PPDQ function $S(\rho)$.

## 3 Delay-Independent Stability Analysis

In this section, assuming that the structure of the RDP-DOF control (2) is known and we will investigate the conditions under which the closed-loop system (3) is asymptotically stable for all admissible vectors $\rho \in \zeta$ and any nonlinear function $\Delta(\cdot) \in \Omega(\cdot)$ independent of time delay parameters $h_{i}$ for $i=1,2, \ldots, r$.

The approach employed here is to investigate the delay-independent stability analysis of the closed-loop system (3) in the presence of the disturbance (exogenous input) and norm-bounded nonlinear uncertainties based on the standard HJI method. In the literature, extensions of the Lyapunov method to the Lyapunov-Krasovskii method have been proposed for time-delayed systems [8,20]. Hence, we define a class of PPDQ LyapunovKrasovskii functions of the degree $k-1$ for this purpose in the following form

$$
\begin{equation*}
V(X(t))=X(t)^{\mathrm{T}} P_{\rho} X(t)+\sum_{i=1}^{r} \int_{t-h_{i}}^{t} X(\sigma)^{\mathrm{T}} Q_{\rho}^{(i)} X(\sigma) d \sigma \tag{5}
\end{equation*}
$$

where the positive definite matrices $P_{\rho}=P(\rho) \in R^{n+n_{c}}$ and $Q_{\rho}^{(i)}=Q^{(i)}(\rho) \in R^{n+n_{c}}$ for $i=1,2, \ldots, r$ are expressed as

$$
\begin{align*}
P_{\rho} & =\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n+n_{c}}\right),  \tag{6}\\
Q_{\rho}^{(i)} & =\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} Q_{k}^{(i)}\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n+n_{c}}\right) \tag{7}
\end{align*}
$$

with $P_{k}, Q_{k}^{(i)} \in R^{k^{m}\left(n+n_{c}\right)}$ for $i=1,2, \ldots, r$. Therefore, the following HJI function is considered as

$$
\begin{equation*}
J[w(t), \Delta(\cdot)]=\frac{d V(X(t))}{d t}+z^{\mathrm{T}}(t) z(t)-\gamma^{2} w^{\mathrm{T}}(t) w(t) \tag{8}
\end{equation*}
$$

where derivative of $V(X(t))$ is evaluated along the trajectory of the closed-loop system (3). It is well known that a sufficient condition for achieving robust disturbance attenuation is that the inequality $J[w(t), \Delta(\cdot)]<0$ for every $w \in L^{2}, \rho \in \zeta$ and $\Delta(\cdot) \in \Omega(\cdot)$ results in a function $V(X(t))$, which is strictly radially unbounded (see, for example, $[27,29])$. Therefore, we will establish conditions under which

$$
\begin{equation*}
\sup _{\Delta \in \Omega} \sup _{w \in L^{2}} J[w(t), \Delta(\cdot)]<0 \tag{9}
\end{equation*}
$$

then for every $T$, taking the definite integral from 0 to $T$ of both sides of (8) gives

$$
\int_{0}^{\mathrm{T}} z^{\mathrm{T}}(t) z(t) d t-\gamma^{2} \int_{0}^{\mathrm{T}} w^{\mathrm{T}}(t) w(t) d t<V(X(0))-V(X(T)) \leq V(X(0))=0
$$

i.e., constraint of disturbance attenuation (4).

From (5) - (8), we find

$$
\begin{align*}
& J[w(t), \Delta(\cdot)]=X(t)^{\mathrm{T}}\left(\bar{A}_{\rho}^{\mathrm{T}} P_{\rho}+P_{\rho} \bar{A}_{\rho}+\sum_{i=1}^{r} Q_{\rho}^{(i)}+\bar{C}_{1}^{\mathrm{T}} \bar{C}_{1}\right) X(t) \\
& \quad+X(t)^{\mathrm{T}} P_{\rho} \sum_{i=1}^{r} \bar{A}_{d \rho}^{(i)} X\left(t-h_{i}\right)+\left(\sum_{i=1}^{r} \bar{A}_{d \rho}^{(i)} X\left(t-h_{i}\right)\right)^{\mathrm{T}} P_{\rho} X(t) \\
& \quad-\sum_{i=1}^{r} X\left(t-h_{i}\right)^{\mathrm{T}} Q_{\rho}^{(i)} X\left(t-h_{i}\right)+\bar{\Delta}(S X(t))^{\mathrm{T}} P_{\rho} X(t)+X(t)^{\mathrm{T}} P_{\rho} \bar{\Delta}(S X(t)) \\
& \quad+w(t)^{\mathrm{T}} \bar{E}_{\rho}^{\mathrm{T}} P_{\rho} X(t)+X(t)^{\mathrm{T}} P_{\rho} \bar{E}_{\rho} w(t)-\gamma^{2} w(t)^{\mathrm{T}} w(t) \tag{10}
\end{align*}
$$

It is easy to show that the worst-case disturbance in (10) occurs when

$$
\begin{equation*}
w^{*}(t)=\gamma^{-2} \bar{E}_{\rho}^{\mathrm{T}} P_{\rho} X(t) \tag{11}
\end{equation*}
$$

By substituting (11) into (10), we obtain

$$
\begin{align*}
\sup _{w \in L^{2}} J(w(t), \Delta) & =J\left(w^{*}, \Delta\right) \\
= & X(t)^{\mathrm{T}}\left(\bar{A}_{\rho}^{\mathrm{T}} P_{\rho}+P_{\rho} \bar{A}_{\rho}+\gamma^{-2} P_{\rho} \bar{E}_{\rho} \bar{E}_{\rho}^{\mathrm{T}} P_{\rho}+\sum_{i=1}^{r} Q_{\rho}^{(i)}+\bar{C}_{1}^{\mathrm{T}} \bar{C}_{1}\right) X(t) \\
& +X(t)^{\mathrm{T}} P_{\rho} \sum_{i=1}^{r} \bar{A}_{d \rho}^{(i)} X\left(t-h_{i}\right)+\left(\sum_{i=1}^{r} \bar{A}_{d \rho}^{(i)} X\left(t-h_{i}\right)\right)^{\mathrm{T}} P_{\rho} X(t) \\
& -\sum_{i=1}^{r} X\left(t-h_{i}\right)^{\mathrm{T}} Q_{\rho}^{(i)} X\left(t-h_{i}\right)+\bar{\Delta}(S X(t))^{\mathrm{T}} P_{\rho} X(t)+X(t)^{\mathrm{T}} P_{\rho} \bar{\Delta}(S X(t)) . \tag{12}
\end{align*}
$$

Now, by utilizing Lemma 2 and Assumption 1, it is trivial to show that for any positive scalar $\varepsilon$ the following matrix inequality holds

$$
\begin{gather*}
\bar{\Delta}(S X(t))^{\mathrm{T}} P_{\rho} X(t)+X(t)^{\mathrm{T}} P_{\rho} \bar{\Delta}(S X(t)) \leq \varepsilon X(t)^{\mathrm{T}} P_{\rho}^{2} X(t)+\varepsilon^{-1} \bar{\Delta}(S X(t))^{\mathrm{T}} \bar{\Delta}(S X(t)) \\
\leq X(t)^{\mathrm{T}}\left(\varepsilon P_{\rho}^{2}+\varepsilon^{-1}(H S)^{\mathrm{T}}(H S)\right) X(t), \tag{13}
\end{gather*}
$$

then from (12)-(13), the following inequality is obtained

$$
\begin{equation*}
\sup _{\Delta \in \Omega} \sup _{w \in L^{2}} J[w(t), \Delta(\cdot)]=\sup _{\Delta \in \Omega} J\left(w^{*}, \Delta\right) \leq \bar{X}(t)^{\mathrm{T}} M_{\rho} \bar{X}(t) \tag{14}
\end{equation*}
$$

where the vector $\bar{X}(t)=\left[X(t)^{\mathrm{T}}, X\left(t-h_{1}\right)^{\mathrm{T}}, \ldots, X\left(t-h_{r}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$ is an augmented state and the parameter-dependent matrix $M_{\rho}$ is defined in the form

Consequently, if there exist the positive scalar $\varepsilon$ and the positive definite solutions $P_{\rho}$ and $Q_{\rho}^{(i)}$ for $i=1,2, \ldots, r$ to the parameter-dependent matrix inequality $M_{\rho}<0$, then we have

$$
\begin{equation*}
J[w(t), \Delta(\cdot)]<0, \quad \forall w(t) \in L^{2}, \quad \rho \in \zeta, \quad \Delta(\cdot) \in \Omega(\cdot) \tag{16}
\end{equation*}
$$

Using Schur Complement Lemma, the parameter-dependent inequality $M_{\rho}<0$ can be represented as

$$
\left[\begin{array}{cccccc}
\bar{A}_{\rho}^{\mathrm{T}} P_{\rho}+P_{\rho} \bar{A}_{\rho}+\sum_{i=1}^{r} Q_{\rho}^{(i)}+ & P_{\rho} & P_{\rho} \bar{E}_{\rho} & P_{\rho} \bar{A}_{d \rho}^{(1)} & \ldots & P_{\rho} \bar{A}_{d \rho}^{(r)}  \tag{17}\\
\varepsilon^{-1}(H S)^{\mathrm{T}}(H S)+\bar{C}_{1}^{\mathrm{T}} \bar{C}_{1} & & & & & \\
P_{\rho} & -\varepsilon^{-1} I_{n+n_{c}} & 0 & 0 & \ldots & 0 \\
\left(P_{\rho} \bar{E}_{\rho}\right)^{\mathrm{T}} & 0 & -\gamma^{2} I_{s} & 0 & \ldots & 0 \\
\left(P_{\rho} \bar{A}_{d \rho}^{(1)}\right)^{\mathrm{T}} & 0 & 0 & -Q_{\rho}^{(1)} & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \ldots & \ldots \ldots \ldots & \ldots \ldots & \ldots \ldots \ldots \\
\left(P_{\rho} \bar{A}_{d \rho}^{(r)}\right)^{\mathrm{T}} & 0 & 0 & 0 & \cdots & -Q_{\rho}^{(r)}
\end{array}\right]<0
$$

The following result is now concluded for the delay-independent stability analysis of the uncertain parameter-dependent state-delayed system (1).

Theorem 1 Let the parameters $\gamma>0, k>1$ (degree of the $P P D Q$ LyapunovKrasovskii functions) and the RDP-DOF control matrices $A_{K}(\rho), B_{K}(\rho)$ and $C_{K}(\rho)$ are given. If there exist positive parameter $\varepsilon$ and positive definite matrices $P_{\rho}$ and $Q_{\rho}^{(i)}$ for $i=1,2, \ldots, r$ to the parameter-dependent matrix inequality (17), then the augmented closed-loop system (3) is asymptotically stable and preserves the $H_{\infty}$ performance for all admissible vectors $\rho \in \zeta$ and any $\Delta(\cdot) \in \Omega(\cdot)$, independent of the time delay parameters $h_{i}$ for $i=1,2, \ldots, r$.

Remark 1 A general framework for relaxing parameter-dependent matrix inequality problems into parameter-independent matrix inequalities (conventional form) has been investigated in [4]. However, application of the PPDQ Lyapunov functions as a new tool for relaxing parameter dependency of the matrix inequalities will be stated in the next section.

## 4 RDP-DOF Control Design

This section is devoted to design of the state-space matrices $A_{K}(\rho), B_{K}(\rho)$ and $C_{K}(\rho)$ for the RDP-DOF control (2) by using the result of Theorem 1 in the previous section.

In Theorem 1, the parameter-dependent inequality (17) can be written in the following from

$$
\left[\begin{array}{cccccc}
\tilde{A}_{\rho}^{\mathrm{T}} P_{\rho}+P_{\rho} \tilde{A}_{\rho}+\left(F_{1} \Gamma_{\rho} F_{2}\right)^{\mathrm{T}} P_{\rho}+ & & &  \tag{18}\\
P_{\rho}\left(F_{1} \Gamma_{\rho} F_{2}\right)+\sum_{i=1}^{r} Q_{\rho}^{(i)}+ & P_{\rho} & P_{\rho} \widetilde{E}_{\rho}+P_{\rho} \widehat{S} \Gamma_{\rho} \widehat{E} & P_{\rho} \bar{A}_{d \rho}^{(1)} & \ldots & P_{\rho} \bar{A}_{d \rho}^{(r)} \\
\varepsilon^{-1}(H S)^{\mathrm{T}}(H S)+\bar{C}_{1}^{\mathrm{T}} \bar{C}_{1} & & & & & \\
P_{\rho} & -\varepsilon^{-1} I_{n+n_{c}} & 0 & 0 & \ldots & 0 \\
\left(P_{\rho} \widetilde{E}_{\rho}+P_{\rho} \widehat{S} \Gamma_{\rho} \widehat{E}\right)^{\mathrm{T}} & 0 & -\gamma^{2} I_{s} & 0 & \ldots & 0 \\
\left(P_{\rho} \bar{A}_{d \rho}^{(1)}\right)^{\mathrm{T}} & 0 & 0 & -Q_{\rho}^{(1)} & \ldots & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right]<0
$$

and it is clear that the above constraint is however not simultaneously convex in the parameter $P_{\rho}$ and the controller parameters $\Gamma_{\rho}$. In the literature, more attention has been paid to the problems having this nature, which called bilinear matrix inequality (BMI) problems [22].

In the sequel, we state application of the PPDQ Lyapunov functions to relax dependency of the BMI (18) into the parameter vector $\rho$. At first, for parameter-dependent matrix $R_{\rho}=\tilde{A}_{\rho}^{\mathrm{T}} P_{\rho}+P_{\rho} \tilde{A}_{\rho}$, the PPDQ Lyapunov function of degree $k$ is expressed in the form

$$
\begin{equation*}
R_{\rho}=\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} R_{k}\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right) \tag{19}
\end{equation*}
$$

and by some matrix manipulations, in (19) the parameter-independent matrix $R_{k} \in$ $R^{(k+1)^{m}\left(n+n_{c}\right)}$ which depends on matrix $P_{k}$ linearly is obtained as follows

$$
\begin{align*}
R_{k}= & \left(\left(\hat{J}_{k}^{m \otimes} \otimes \tilde{A}_{0}\right)+\sum_{i=1}^{m}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes \tilde{A}_{i}\right)\right)^{\mathrm{T}} P_{k}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right) \\
& +\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\left(\hat{J}_{k}^{m \otimes} \otimes \tilde{A}_{0}\right)+\sum_{i=1}^{m}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes \tilde{A}_{i}\right)\right) \tag{20}
\end{align*}
$$

where

$$
\tilde{A}_{\rho}=\tilde{A}_{0}+\sum_{i=1}^{m} \rho_{i} \tilde{A}_{i} \quad \text { and } \quad \tilde{A}_{i}=\left[\begin{array}{cc}
A_{i} & 0_{n \times n_{c}} \\
0_{n_{c} \times n} & 0_{n_{c}}
\end{array}\right] \quad \text { for } \quad i=0,1, \ldots, m \text {. }
$$

Similarly, the PPDQ Lyapunov function of degree $k$ for the parameter-dependent matrix $\Sigma_{\rho}=\left(F_{1} \Gamma_{\rho} F_{2}\right)^{\mathrm{T}} P_{\rho}+P_{\rho}\left(F_{1} \Gamma_{\rho} F_{2}\right)$ will be as

$$
\begin{equation*}
\Sigma_{\rho}=\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \Sigma_{k}\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right) \tag{21}
\end{equation*}
$$

where the parameter-independent matrix $\Sigma_{k} \in R^{(k+1)^{m}\left(n+n_{c}\right)}$ is shown as follows

$$
\begin{align*}
\Sigma_{k} & =\left(\left(\hat{J}_{k}^{m \otimes} \otimes F_{1} \Gamma_{0} F_{2}\right)+\sum_{i=1}^{m}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes F_{1} \Gamma_{i} F_{2}\right)\right)^{\mathrm{T}} P_{k}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right) \\
& +\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\left(\hat{J}_{k}^{m \otimes} \otimes F_{1} \Gamma_{0} F_{2}\right)+\sum_{i=1}^{m}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes F_{1} \Gamma_{i} F_{2}\right)\right) \tag{22}
\end{align*}
$$

where

$$
\Gamma_{\rho}=\Gamma_{0}+\sum_{i=1}^{m} \rho_{i} \Gamma_{i} \quad \text { with } \quad \Gamma_{j}=\left[\begin{array}{cc}
0_{l \times p} & C_{j k} \\
B_{j k} & A_{j k}
\end{array}\right] \quad \text { for } \quad j=1,2, \ldots, m
$$

Lemma 4 Let the degree of the $P P D Q$ Lyapunov function $P_{\rho}$ be $k-1$. The para-meter-dependent matrix $P_{\rho} \mathrm{T}_{\rho}$ satisfies the following representation form

$$
\begin{equation*}
P_{\rho} \mathrm{T}_{\rho}=\left(\rho_{m}^{[k+1 t]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} H_{k}\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{q}\right), \tag{23}
\end{equation*}
$$

where $\mathrm{T}_{\rho}=\mathrm{T}_{0}+\sum_{i=1}^{m} \rho_{i} \mathrm{~T}_{i}$ and $\mathrm{T}_{i} \in R^{\left(n+n_{c}\right) \times q}$, then the matrix

$$
H_{k} \in R^{\left((k+1)^{m}\left(n+n_{c}\right)\right) \times\left((k+1)^{m} q\right)}
$$

which depends on the matrix $P_{k}$ linearly is defined as

$$
\begin{equation*}
H_{k}=\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\left(\hat{J}_{k}^{m \otimes} \otimes \mathrm{~T}_{0}\right)+\sum_{i=1}^{m}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes \mathrm{T}_{i}\right)\right) \tag{24}
\end{equation*}
$$

According to Lemma 4 for the parameter-dependent matrices $\widetilde{E}_{\rho}=\widetilde{E}_{0}+\sum_{j=1}^{m} \rho_{j} \widetilde{E}_{j}$, $\bar{A}_{d \rho}^{(i)}=\bar{A}_{0 d}^{(i)}+\sum_{j=1}^{m} \rho_{j} \bar{A}_{j d}^{(i)}$ and $\widehat{S} \Gamma_{\rho} \widehat{E}=\widehat{E}_{0}+\sum_{j=1}^{m} \rho_{j} \widehat{E}_{j}$, we obtain

$$
\begin{align*}
P_{\rho} \widetilde{E}_{\rho} & =\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \widetilde{\Xi}_{k}\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{s}\right), \\
P_{\rho} \bar{A}_{d \rho}^{(i)} & =\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \bar{\Xi}_{k}^{(i)}\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right),  \tag{25}\\
P_{\rho} \widehat{S} \Gamma_{\rho} \widehat{E} & =\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \widehat{\Xi}_{k}\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{s}\right),
\end{align*}
$$

where the parameter-independent matrices $\widetilde{\Xi}_{k}, \bar{\Xi}_{k}^{(i)}$ and $\widehat{\Xi}_{k}$ are represented in the forms

$$
\begin{align*}
& \widetilde{\Xi}_{k}=\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\left(\hat{J}_{k}^{m \otimes} \otimes \widetilde{E}_{0}\right)+\sum_{j=1}^{m}\left(\hat{J}_{k}^{(m-j) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(j-1) \otimes} \otimes \widetilde{E}_{j}\right)\right) \\
& \bar{\Xi}_{k}^{(i)}=\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\left(\hat{J}_{k}^{m \otimes} \otimes \bar{A}_{0 d}^{(i)}\right)+\sum_{j=1}^{m}\left(\hat{J}_{k}^{(m-j) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(j-1) \otimes} \otimes \bar{A}_{j d}^{(i)}\right)\right), \\
& \widehat{\Xi}_{k}=\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\left(\hat{J}_{k}^{m \otimes} \otimes \widehat{E}_{0}\right)+\sum_{j=1}^{m}\left(\hat{J}_{k}^{(m-j) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(j-1) \otimes} \otimes \widehat{E}_{j}\right)\right) \tag{26}
\end{align*}
$$

with

$$
\bar{A}_{j d}^{(i)}=\left[\begin{array}{cc}
A_{j d}^{(i)} & 0 \\
0 & 0
\end{array}\right], \quad \widetilde{E}_{j}=\left[\begin{array}{c}
E_{j 1} \\
0_{n_{c} \times s}
\end{array}\right] \quad \text { and } \quad \widehat{E}_{j}=\widehat{S} \Gamma_{j}\left[\begin{array}{c}
E_{2} \\
0_{n_{c} \times s}
\end{array}\right]
$$

for $j=1,2, \ldots, m$ and $i=1,2, \ldots, r$.
Similarly, the parameter-independent matrices $\bar{C}_{1}^{\mathrm{T}} \bar{C}_{1},(H S)^{\mathrm{T}}(H S)$ and $I_{s}$ can be also represented as

$$
\begin{align*}
\bar{C}_{1}^{\mathrm{T}} \bar{C}_{1}= & \left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \bar{C}_{k}\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n+n_{c}}\right) \\
= & \left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \bar{C}_{k}  \tag{27}\\
& \times\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right), \\
(H S)^{\mathrm{T}}(H S)= & \left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \bar{H}_{k}\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{n+n_{c}}\right) \\
= & \left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right)^{\mathrm{T}}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \bar{H}_{k}  \tag{28}\\
& \times\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{n+n_{c}}\right),
\end{align*}
$$

and

$$
\begin{align*}
I_{s}= & \left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{s}\right)^{\mathrm{T}} \bar{I}_{k}^{s}\left(\rho_{m}^{[k]} \otimes \cdots \otimes \rho_{1}^{[k]} \otimes I_{s}\right) \\
= & \left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{s}\right)^{\mathrm{T}}\left(\hat{J}_{k}^{m \otimes} \otimes I_{s}\right)^{\mathrm{T}} \bar{I}_{k}^{s}  \tag{29}\\
& \times\left(\hat{J}_{k}^{m \otimes} \otimes I_{s}\right)\left(\rho_{m}^{[k+1]} \otimes \cdots \otimes \rho_{1}^{[k+1]} \otimes I_{s}\right)
\end{align*}
$$

where the certain matrices $\bar{C}_{k}, \bar{H}_{k}$ and $\bar{I}_{k}^{s}$ are defined, respectively, as

$$
\begin{gathered}
\bar{C}_{k}=\operatorname{diag}(\bar{C}_{1}^{\mathrm{T}} \bar{C}_{1}, \underbrace{0_{n+n_{c}}, \ldots, 0_{n+n_{c}}}_{\left(k^{m}-1\right) \text { elements }}), \quad \bar{H}_{k}=\operatorname{diag}((H S)^{\mathrm{T}}(H S), \underbrace{0_{n+n_{c}}, \ldots, 0_{n+n_{c}}}_{\left(k^{m}-1\right) \text { elements }}), \\
\text { and } \bar{I}_{k}^{s}=\operatorname{diag}(I_{s}, \underbrace{0_{s}, \ldots, 0_{s}}_{\left(k^{m}-1\right) \text { elements }}) .
\end{gathered}
$$

Therefore using the defined notations as well as the definition

$$
\bar{I}_{k}^{n+n_{c}}=\operatorname{diag}(I_{n+n_{c}}, \underbrace{0_{n+n_{c}}, \ldots, 0_{n+n_{c}}}_{\left(k^{m}-1\right) \text { elements }})
$$

and some matrix manipulations, the following parameter-independent BMI form can be obtained from the parameter-dependent inequality (18),

$$
\begin{aligned}
& \begin{array}{cc}
\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right) & \widetilde{\Xi}_{k}+\widehat{\Xi}_{k} \\
-\varepsilon^{-1}\left(\hat{J}_{k}^{\left.m \otimes \otimes I_{n+n_{c}}\right)^{\mathrm{T}} \bar{I}_{k}^{n+n_{c}}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)}\right. & 0 \\
0 & -\gamma^{2}\left(\hat{J}_{k}^{m \otimes} \otimes I_{s}\right)^{\mathrm{T}} \bar{I}_{k}^{s}\left(\mathrm{~J}_{k}^{m \otimes} \otimes I_{s}\right) \\
0 & 0
\end{array} \\
& 0 \text { 0 }
\end{aligned}
$$

Remark 2 Using the property of $A C \otimes B D=(A \otimes B)(C \otimes D)$, the defined matrices $\widehat{\Xi}_{k}$ and $\Sigma_{k}$ can be shown in the following forms

$$
\begin{align*}
& \widehat{\Xi}_{k}=\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\hat{J}_{k}^{m \otimes} \otimes \widehat{S}\right)\left(I_{(k+1)^{m}} \otimes \Gamma_{i}\right)\left(I_{(k+1)^{m}} \otimes\left[\begin{array}{c}
E_{2} \\
0_{n_{c} \times s}
\end{array}\right]\right) \\
&+\sum_{i=1}^{m}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes \widehat{S}\right)  \tag{31}\\
& \quad \times\left(I_{(k+1)^{m}} \otimes \Gamma_{i}\right)\left(I_{(k+1)^{m}} \otimes\left[\begin{array}{c}
E_{2} \\
0_{n_{c} \times s}
\end{array}\right]\right)
\end{align*}
$$

and

$$
\begin{align*}
\Sigma_{k} & =\left(\left(\hat{J}_{k}^{m \otimes} \otimes F_{1}\right)\left(I_{(k+1 t)^{m}} \otimes \Gamma_{0}\right)\left(I_{(k+1)^{m}} \otimes F_{2}\right)\right. \\
& \left.+\sum_{i=1}^{m}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes F_{1}\right)\left(I_{(k+1)^{m}} \otimes \Gamma_{i}\right)\left(I_{(k+1)^{m}} \otimes F_{2}\right)\right)^{\mathrm{T}} P_{k}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right) \\
& +\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}} P_{k}\left(\left(\hat{J}_{k}^{m \otimes} \otimes F_{1}\right)\left(I_{(k+1)^{m}} \otimes \Gamma_{0}\right)\left(I_{(k+1)^{m}} \otimes F_{2}\right)\right. \\
& \left.+\sum_{i=1}^{m}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes F_{1}\right)\left(I_{(k+1)^{m}} \otimes \Gamma_{i}\right)\left(I_{(k+1)^{m}} \otimes F_{2}\right)\right) \tag{32}
\end{align*}
$$

The constraint (30) is not convex in terms of the parameter $P_{k}$ and the controller parameters $\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{m}$. Consequently, it cannot be used directly for synthesis. It is clear that constraint (30) includes multiplication of control matrices and Lyapunov function matrix. In the sequel, we will simplify and restate the BMI (30) along with the robust performance satisfaction to derive tractable solvability conditions.

Define new matrices as

$$
\begin{align*}
\Omega_{0} & =P_{k}\left(\hat{J}_{k}^{m \otimes} \otimes F_{1}\right)\left(I_{(k+1)^{m}} \otimes \Gamma_{0}\right), \\
\Omega_{i} & =P_{k}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes F_{1}\right)\left(I_{(k+1)^{m}} \otimes \Gamma_{i}\right), \quad i=1,2, \ldots, m, \tag{33}
\end{align*}
$$

and

$$
\begin{align*}
& \Pi_{0}=P_{k}\left(\hat{J}_{k}^{m \otimes} \otimes \widehat{S}\right)\left(I_{(k+1)^{m}} \otimes \Gamma_{0}\right), \\
& \Pi_{i}=P_{k}\left(\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes \widehat{S}\right)\left(I_{(k+1)^{m}} \otimes \Gamma_{i}\right), \quad i=1,2, \ldots, m . \tag{34}
\end{align*}
$$

From the above definitions, the following algebraic equations can be concluded

$$
\left[\begin{array}{c}
\hat{J}_{k}^{m \otimes} \otimes F_{1}  \tag{35}\\
\hat{J}_{k}^{m \otimes} \otimes \widehat{S}^{\prime}
\end{array}\right]\left(I_{(k+1)^{m}} \otimes \Gamma_{0}\right)=P_{k}^{-1}\left[\begin{array}{l}
\Omega_{0} \\
\Pi_{0}
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes F_{1}  \tag{36}\\
\hat{J}_{k}^{(m-i) \otimes} \otimes \tilde{J}_{k} \otimes \hat{J}_{k}^{(i-1) \otimes} \otimes \widehat{S}_{k}
\end{array}\right]\left(I_{(k+1)^{m}} \otimes \Gamma_{i}\right)=P_{k}^{-1}\left[\begin{array}{l}
\Omega_{i} \\
\Pi_{i}
\end{array}\right], \quad i=1,2, \ldots, m,
$$

in the case of the matrix $F_{1}$ or equivalently the matrix $B_{1}$ has the full column rank, it can be concluded from the linear algebra theory that the set of algebraic equations (35) and (36) has at most one solution $\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{m}$.

According to (33) and (34), the matrices $\Sigma_{k}$ and $\widehat{\Xi}_{k}$ in the BMI (30) can be represented in the forms

$$
\begin{align*}
\Sigma_{k}= & \left(\left(\Omega_{0}+\sum_{i=1}^{m} \Omega_{i}\right)\left(I_{(k+1)^{m}} \otimes F_{2}\right)\right)^{\mathrm{T}} P_{k}\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right) \\
& +\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}}\left(\Omega_{0}+\sum_{i=1}^{m} \Omega_{i}\right)\left(I_{(k+1)^{m}} \otimes F_{2}\right) \tag{37}
\end{align*}
$$

and

$$
\widehat{\Xi}_{k}=\left(\hat{J}_{k}^{m \otimes} \otimes I_{n+n_{c}}\right)^{\mathrm{T}}\left(\Pi_{0}+\sum_{i=1}^{m} \Pi_{i}\right)\left(I_{(k+1)^{m}} \otimes\left[\begin{array}{c}
E_{2}  \tag{38}\\
0_{n_{c} \times s}
\end{array}\right]\right) .
$$

Then, from (33)-(37) the solutions of the BMI (30) can be stated as the solutions of an LMI and a set of algebraic equations. Finally, we summarize our result as follows.

Theorem 2 (Delay-independent stabilization) Let the positive scalar $k-1$ as the degree of the PPDQ Lyapunov-Krasovskii functions is given. Consider the uncertain parameter-dependent system (1) with the constant time delay parameters $h_{i}$ for $i=$ $1,2, \ldots, r$ and full column rank of the matrix $B_{1}$. For a given performance bound $\gamma$, if there exist positive parameter $\varepsilon$ and the positive definite matrices $P_{k}, Q_{k}^{(i)} \in R^{k^{m}\left(n+n_{c}\right)}$ for $i=1,2, \ldots, r$ as well as the matrices $\Omega_{i}, \Pi_{i} \in R^{k^{m}\left(n+n_{c}\right) \times(k+1)^{m}\left(p+n_{c}\right)}$ for $i=$
$0,1, \ldots, m$ to the parameter-independent BMI (30), then the sub-optimal RDP-DOF control law (2) with the following state-space matrices

$$
\begin{equation*}
\Gamma_{\rho}=\Gamma_{0}+\sum_{i=1}^{m} \rho_{i} \Gamma_{i} \tag{39}
\end{equation*}
$$

may be obtained from the linear algebraic equations (35) and (36) to achieve robust delayindependent asymptotic stability and disturbance attenuation for all admissible vector $\rho \in \zeta$ and any $\Delta(\cdot) \in \Omega(\cdot)$.

Theorem 2 gives a solution to the sub-optimal RDP-DOF control problem. Note that this result can be reformulated as an optimal controller synthesis procedure by solving the following optimization problem
$\operatorname{Min} \gamma$
subject to $(30),(35)$ and $(36)$.

Remark 3 It is observed that the inequality (30) is linear in $P_{k}, Q_{k}^{(1)}, Q_{k}^{(2)}, \ldots, Q_{k}^{(r)}$, $\Omega_{0}, \Omega_{1}, \ldots, \Omega_{m}$ and $\Pi_{0}, \Pi_{1}, \ldots, \Pi_{m}$ which are calculated independently from the vector $\rho$. It is also seen from the above results that there exists some freedoms contained in the design of control law, such as the choices of appropriate the positive scalar $\varepsilon$ and the degree of PPDQ Lyapunov function. These degrees of freedoms can be exploited to achieve other desired closed-loop properties.

## 5 Example

In this section, we illustrate the proposed methodology on a simple system. The statespace form of the uncertain parameter-dependent state-delayed plant is considered as

$$
\begin{align*}
& \dot{x}(t)=\left(-5-2 \rho_{1}\right) x(t)+\left(2+\rho_{1}\right) x\left(t-h_{1}\right)+u(t)+\left(1+\rho_{1}\right) w(t)+\Delta(x(t)) \\
& x(t)=2, \quad t \in\left[-h_{1}, 0\right] \\
& z(t)=x(t)  \tag{41}\\
& y(t)=2 x(t)+w(t)
\end{align*}
$$

with $h_{1}=10$ seconds and $\sigma^{2}=0.5$ as the constant time delay and noise variance, respectively. The compact set of the parameter $\rho_{1}$ is considered as $\rho_{1} \in(-1,1)$. The non-linear uncertain term $\Delta(x(t))$ is assumed to be norm-bounded with the matrix bound $H=1$. Using the definitions (33) and (34), solving the LMI (30) and the set of algebraic equations (35) and (36) for the performance bound $\gamma=1.5$ by the Lmitool toolbox of the Matlab software [17] gives the following positive definite matrices $P_{k}, Q_{k}^{(1)}$ for $k=2$,

$$
\begin{aligned}
P_{k} & =\left[\begin{array}{rrrr}
0.2256 & 0.0103 & -0.0264 & 0.0009 \\
0.0103 & 0.0771 & -0.0846 & 0.0020 \\
-0.0264 & -0.0846 & 0.2001 & 0.0096 \\
0.0009 & 0.0020 & 0.0096 & 0.0542
\end{array}\right], \\
Q_{k}^{(1)} & =\left[\begin{array}{rrrr}
0.4484 & -0.0111 & 0.2732 & 0.0022 \\
-0.0111 & 0.5251 & 0.0047 & -0.0230 \\
0.2732 & 0.0047 & 1.2472 & -0.0070 \\
0.0022 & -0.0230 & -0.0070 & 0.6286
\end{array}\right] .
\end{aligned}
$$



Figure 5.1. Time behavior of $y(t)$.

By considering the parameter $\rho_{1}=0.2225$, time behavior of the system dynamic (41) has been depicted in Figure 5.1.

The sub-optimal RDP-DOF control (2) with the following state-space matrices

$$
\Gamma_{0}=\left[\begin{array}{cc}
0 & 0.0771 \\
-0.0264 & -0.0846
\end{array}\right] \quad \text { and } \quad \Gamma_{1}=\left[\begin{array}{cc}
0 & 0.0020 \\
0.0096 & 0.0542
\end{array}\right]
$$

ensures the asymptotic stability of the closed-loop system (3) which has been shown in Figure 5.2.


Figure 5.2. The sub-optimal RDP-DOF control.

Moreover, the correctness of disturbance attenuation on the controlled output, i.e. $\|z(t)\|_{2}^{2}-\gamma^{2}\|w(t)\|_{2}^{2}<0$, has been depicted in Figure 5.3.

## 6 Conclusion

In this paper, we have presented a systematic framework for the RDP-DOF stabilization under $H_{\infty}$ performance index for a class of LTIPD systems with multi-time delays in the state vector and in the presence of norm-bounded non-linear uncertainties. Our main contribution consists in providing a new sufficient condition as QMIs formulations for the existence of the RDP-DOF control using the PPDQ Lyapunov-Krasovskii functions


Figure 5.3. The plot of $\|z(t)\|_{2}^{2}-\gamma^{2}\|w(t)\|_{2}^{2}$.
and HJI method. The applicability of the proposed method was illustrated on a simple example.
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## Appendix

Lemma 1 (Schur Complement Lemma) Given constant matrices $\Psi_{1}, \Psi_{2}$ and $\Psi_{3}$, where $\Psi_{1}=\Psi_{1}^{\mathrm{T}}$ and $\Psi_{2}=\Psi_{2}^{\mathrm{T}}>0$, then $\Psi_{1}+\Psi_{3}^{\mathrm{T}} \Psi_{2}^{-1} \Psi_{3}<0$ if and only if

$$
\left[\begin{array}{cc}
\Psi_{1} & \Psi_{3}^{\mathrm{T}} \\
\Psi_{3} & -\Psi_{2}
\end{array}\right]<0 \quad \text { or equivalently, } \quad\left[\begin{array}{cc}
-\Psi_{2} & \Psi_{3} \\
\Psi_{3}^{\mathrm{T}} & \Psi_{1}
\end{array}\right]<0 .
$$

Lemma 2 [28] For any matrix $X$ and $Y$ with appropriate dimensions and for any constant $\eta>0$, we have

$$
X^{\mathrm{T}} Y+Y^{\mathrm{T}} X \leq \eta X^{\mathrm{T}} X+\frac{1}{\eta} Y^{\mathrm{T}} Y
$$

Lemma 3 (Projection Lemma [13, 15]) Given a symmetric matrix $H \in R^{h \times h}$ and two matrices $N \in R^{q \times h}$ and $M \in R^{p \times h}$, consider the problem of finding some matrices $X \in R^{p \times q}$ such that

$$
H+N^{\mathrm{T}} X^{\mathrm{T}} M+M^{\mathrm{T}} X N<0
$$

then, the inequality above is solvable for $X$ if and only if

$$
N^{\perp T} H N^{\perp}<0 \quad \text { and } \quad M^{T \perp T} H M^{T \perp}<0 .
$$
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#### Abstract

In this paper differential systems with delay and quadratic nonlinear terms are considered. Sufficient stability conditions, estimations of the stability domain and estimations of the convergence rate are derived.
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## 1 Introduction

Two modifications are typically used when differential delay systems are studied by using the second Liapunov method [9-11]. The first one is the Liapunov-Krasovsky method. In this case, a segment of the trajectory is identified with a point in Banach space. Also, the main ideas of the Liapunov functions method are carried over to this case of functionals, and the stability theorems usually contain the necessary and sufficient conditions [ 9,11$]$. The second modification uses the finite-dimensional Liapunov functions. In this case the derivative of the solution is estimated under the assumption that the solution remains inside the level surface of the Liapunov function. This assumption is called the Razumikhin condition [10].

[^5]
## 2 Preliminaries

In this paper we consider differential delay systems with a quadratic nonlinearity of the following form

$$
\begin{equation*}
\dot{x}(t)=A x(t-\tau)+X^{\mathrm{T}}(t) B x(t-\tau) \tag{1}
\end{equation*}
$$

where $t \geq 0, \tau$ is a positive constant, $x(t) \in R^{n}, A$ is a constant square matrix. The matrices $X^{\mathrm{T}}(t)$ and $B$ are rectangular ones of the size $n \times n^{2}$ and $n^{2} \times n$, respectively; $X^{\mathrm{T}}(t)=\left\{X_{1}^{\mathrm{T}}(t), X_{2}^{\mathrm{T}}(t), \ldots, X_{n}^{\mathrm{T}}(t)\right\}, B^{\mathrm{T}}=\left\{B_{1}, B_{2}, \ldots, B_{n}\right\}$. We suppose that square matrices $B_{i}, i=\overline{1, n}$, are constant and symmetric, and all elements of the square matrices $X_{i}^{\mathrm{T}}(t), i=\overline{1, n}$, are zero except the $i$-th row, which equals to $x(t)=\left(x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right)[2,7]$.

Since the right hand side of system (1) does not contain the phase coordinate $x$ at present time $t$ the approach with the use of quadratic functionals encounters certain difficulties (see [10] for more details). Therefore, we shall study the stability of the zero solution $x(t)=0$ and derive estimates on the stability region by using finite-dimensional Liapunov functions subject to the Razumikhin condition. For the Liapunov function we shall choose the following quadratic form

$$
V(x, t)=e^{\gamma t} x^{\mathrm{T}} H x
$$

with the positive definite matrix $H$ solving the Liapunov matrix equation $[1,10]$

$$
\begin{equation*}
A^{\mathrm{T}} H+H A=-C . \tag{2}
\end{equation*}
$$

The exponential factor $e^{\gamma t}, \gamma>0$, does not guarantee the existence of an infinitesimal limit of higher order for the function $V(x, t)[8,10,12]$. It allows us however to obtain an estimate on the upper bound of decrease rate of solutions starting in the stability domain of zero solution.

In the case when matrix $A$ is asymptotically stable the matrix equation (2) has a unique solution, positive definite matrix $H$, for every positive definite matrix $C$. We shall use the standard vector and matrix norms [6] as follows

$$
|A|=\left\{\lambda_{\max }\left(A^{\mathrm{T}} A\right)\right\}^{1 / 2}, \quad|x(t)|=\left\{\sum_{i=1}^{n} x_{i}^{2}(t)\right\}^{1 / 2}, \quad\|x(t)\|_{\tau}=\max _{-\tau \leq s \leq 0}\{|x(t+s)|\}
$$

Here and in the sequel $\lambda_{\min }(\cdot)$ and $\lambda_{\max }(\cdot)$ stand for the smallest and the largest eigenvalues respectively for the symmetric positive definite matrices.

Let $\partial V_{\alpha}^{\gamma}$ be a level surface of the Liapunov function $V$ and $V_{\alpha}^{\gamma}$ be the corresponding domain in the space $R^{n} \times R$, that is

$$
\partial V_{\alpha}^{\gamma}=\{(x, t): \quad V(x, t)=\alpha\}, \quad V_{\alpha}^{\gamma}=\{(x, t): V(x, t)<\alpha\} .
$$

## 3 Main Results

### 3.1 Linear case

Consider the following linear system with delay

$$
\begin{equation*}
\dot{x}(t)=A x(t-\tau) . \tag{3}
\end{equation*}
$$

Lemma 1 Suppose solution $x(t)$ of system (3) satisfies $(x(t), t) \in V_{\alpha}^{\gamma}$, for $t>-\tau$. Then

$$
\begin{equation*}
|x(t)|<\sqrt{\alpha / \lambda_{\min }(H)} e^{-\frac{1}{2} \gamma t}, \quad t \geq \tau . \tag{4}
\end{equation*}
$$

Proof The Liapunov functions of quadratic type $X(x, T)=e^{\gamma t} x^{\mathrm{T}} H x$ are known to satisfy the following two-sided inequality [3]

$$
\begin{equation*}
e^{\gamma t} \lambda_{\min }(H)|x(t)|^{2} \leq V(x(t), t) \leq e^{\gamma t} \lambda_{\max }(H)|x(t)|^{2} . \tag{5}
\end{equation*}
$$

Therefore, the assumptions of Lemma imply

$$
\lambda_{\min }(H)|x(t)|^{2}<\alpha .
$$

From the latter inequality the estimate (4) follows.
Lemma 2 Suppose there exist constants $\alpha>0, \gamma>0$ such that the solution $x(t)$ of system (3) satisfies $(x(t), t) \in V_{\alpha}^{\gamma}$, for all $T-2 \tau \leq t<T$ and $(x(T), T) \in \partial V_{\alpha}^{\gamma}$. Then

$$
\begin{gather*}
|x(T)-x(T-\tau)|<2 \frac{|A|}{\gamma} e^{\frac{1}{2} \gamma \tau} \sqrt{\varphi(H)}\left(e^{\frac{1}{2} \gamma \tau}-1\right)|x(T)|,  \tag{6}\\
\varphi(H)=\lambda_{\max }(H) / \lambda_{\min }(H) \lambda_{\min }(H) .
\end{gather*}
$$

Proof Solutions of system (3) can be represented in the following integral form

$$
x(t)=x(t-\tau)+\int_{t-\tau}^{t} A x(s-\tau) d s
$$

When $t=T$ the latter implies

$$
|x(T)-x(T-\tau)| \leq \int_{T-\tau}^{T}|A||x(s-\tau)| d s
$$

From the assumptions of Lemma 2 and inequality (5) the following holds

$$
\begin{gathered}
e^{\gamma(s-\tau)} \lambda_{\min }(H)|x(s-\tau)|^{2} \leq V(x(s-\tau), s-\tau) \leq V(x(T), T) \\
\quad<e^{\gamma T} \lambda_{\max }(H)|x(T)|^{2} \quad \text { for all } \quad T-\tau \leq s \leq T .
\end{gathered}
$$

Therefore

$$
\begin{equation*}
|x(s-\tau)|<e^{\frac{1}{2} \gamma(T-s+\tau)} \sqrt{\varphi(H)}|x(T)|, \quad \varphi(H)=\lambda_{\max }(H) / \lambda_{\min }(H) . \tag{7}
\end{equation*}
$$

By using the last inequality in the integral representation we derive the required estimate

$$
\begin{aligned}
|x(T)-x(T-\tau)| & <\int_{T-\tau}^{\mathrm{T}}|A| e^{\frac{1}{2} \gamma(T-s+\tau)} \sqrt{\varphi(H)}|x(T)| d s \\
& =2 \frac{|A|}{\gamma} e^{\frac{1}{2} \gamma \tau} \sqrt{\varphi(H)}\left[e^{\frac{1}{2} \gamma \tau}-1\right]|x(T)| .
\end{aligned}
$$

Lemma 3 Every solution $x(t)$ of system (3) satisfies the inequality

$$
\begin{equation*}
|x(t)| \leq(1+|A| \tau)\|x(0)\|_{\tau} \tag{8}
\end{equation*}
$$

on the time interval $0 \leq t \leq \tau$.
Proof Write system (3) in the integral form

$$
x(t)=x(0)+\int_{0}^{t} A x(s-\tau) d s
$$

Then

$$
|x(t)| \leq|x(0)|+\int_{0}^{t}|A||x(s-\tau)| d s \leq|x(0)|+|A|\|x(0)\|_{\tau} \tau \leq(1+|A| \tau)\|x(0)\|_{\tau}
$$

By using the above Lemmas the following Theorem on asymptotic stability of the system with pure delay (3) is derived.

Theorem 1 Assume that matrix $A$ is asymptotically stable. Then the system with pure delay (3) is also asymptotically stable for all $\tau<\tau_{0}$, where

$$
\begin{equation*}
\tau_{0}=\frac{\lambda_{\min }(C)}{2|A||H A| \sqrt{\varphi(H)}} \tag{9}
\end{equation*}
$$

Moreover, the solutions of the system satisfy the following exponential estimate on their rate of decrease

$$
\begin{equation*}
|x(t)|<(1+|A| \tau)\|x(0)\|_{\tau} \sqrt{\varphi(H)} \exp \left\{\frac{1}{2} \gamma t\right\}, \quad t \geq \tau \tag{10}
\end{equation*}
$$

where $0<\gamma<\gamma^{*}, \gamma^{*}$ is the positive solution of the equation

$$
\begin{equation*}
\gamma^{*}\left(\lambda_{\min }(C)-\gamma^{*} \lambda_{\max }(H)\right)=4 \sqrt{\varphi(H)}|H A||A| e^{\frac{1}{2} \gamma^{*} \tau}\left(e^{\frac{1}{2} \gamma^{*} \tau}-1\right) . \tag{11}
\end{equation*}
$$

Proof Let $x(t)$ be any solution of system (3). Then, as it follows from Lemma 3, it satisfies the following inequality

$$
|x(t)| \leq(1+|A| \tau)\|x(0)\|_{\tau}
$$

for all $0 \leq t \leq \tau$. Also on the same time interval $x(t)$ satisfies $(x(t), t) \in V_{\alpha}^{\gamma}$, where $\gamma>0$ is a constant to be determined later, and $\alpha>\lambda_{\max }(H)(1+|A| \tau)^{2}\|x(0)\|_{\tau}^{2}$.

We claim that also $(x(t), t) \in V_{\alpha}^{\gamma}$ for all $t>\tau$. Suppose not. Then there exists a time moment $T>\tau$, such that $(x(T), T) \in \partial V_{\alpha}^{\gamma}$. Evaluate now the total derivative of the Liapunov function $V$ along the solutions of system (3):

$$
\frac{d}{d t} V(x(t))=e^{\gamma t} \gamma x^{\mathrm{T}}(t) H x(t)+e^{\gamma t}\left\{x^{\mathrm{T}}(t)\left(A^{\mathrm{T}} H+H A\right) x(t)+2 x^{\mathrm{T}}(t) H A[x(t-\tau)-x(t)]\right\} .
$$

If matrix $A$ is asymptotically stable then, as it follows from the matrix Liapunov equation (2), for any positive define matrix $C$ and matrix $H$ solving the equation the total derivative of $V$ satisfies

$$
\frac{d}{d t} V(x(t)) \leq e^{\gamma t}\left\{\gamma \lambda_{\max }(H)-\lambda_{\min }(C)\right\}|x(t)|^{2}+2 e^{\gamma t}|H A||x(t)||x(t)-x(t-\tau)| .
$$

As it follows from the assumptions of Theorem 1 and inequality (7) the last inequality at time $t=T$ reads

$$
\frac{d}{d t} V(x(t)) \leq-e^{\gamma T}\left\{\lambda_{\min }(C)-\gamma \lambda_{\max }(H)-4|H A||A| \sqrt{\varphi(H)} e^{\frac{1}{2} \gamma \tau} \frac{e^{\frac{1}{2} \gamma \tau}-1}{\gamma}\right\}|x(t)|^{2} .
$$

If in addition the inequality

$$
\begin{equation*}
\lambda_{\min }(C)-\gamma \lambda_{\max }(H)-4|H A||A| \sqrt{\varphi(H)} e^{\frac{1}{2} \gamma \tau} \frac{e^{\frac{1}{2} \gamma \tau}-1}{\gamma}>0 \tag{12}
\end{equation*}
$$

holds, then the total derivative of the Liapunov function will be negative. This means that the velocity vector of the motion $x(t)$ is directed inside the domain at the moment $t=T$, and $(x(t), t) \in V_{\alpha}^{\gamma}$ for all $t>0$. It follows from inequalities (4) and (8) that the following holds

$$
|x(t)|<(1+|A| \tau)\|x(0)\|_{\tau} \sqrt{\varphi(H)} \exp \left\{\frac{1}{2} \gamma t\right\}, \quad t \geq \tau
$$

that is, inequality (10) is true. Let us find the conditions for inequality (12) to be true. If $\gamma \rightarrow+0$ then inequality (11) has the form

$$
\lambda_{\min }(C)-2|H A||H| \sqrt{\varphi(H)} \tau>0
$$

and if $\tau<\tau_{0}$, then

$$
\tau_{0}=\frac{\lambda_{\min }(C)}{2|H A||A| \sqrt{\varphi(H)}}
$$

That is, the maximum allowed delay $\tau_{0}$ has the form given by (9). Let $\tau<\tau_{0}$. Then there is a threshold for the rate of exponential decrease of the solutions, which value is determined by the solution of equation (11).

Remark 1 In general it is not possible to represent the solution of equation (11) in an explicit analytic form. The value $\gamma^{*}$ can be replaced by a smaller value $\tilde{\gamma}^{*}$, where

$$
\begin{aligned}
& 0<\tilde{\gamma}^{*}=\gamma_{0}-\frac{h\left(\gamma_{0}\right)}{\lambda_{\min }(C)}, \quad \gamma_{0}=\frac{\lambda_{\min }(C)}{\lambda_{\max }(H)}, \\
& h\left(\gamma_{0}\right)=4|H A||A| \sqrt{\varphi(H)} e^{\frac{1}{2} \gamma_{0} \tau}\left(e^{\frac{1}{2} \gamma_{0} \tau}-1\right)
\end{aligned}
$$

Proof The left-hand side of system (11) is the parabola

$$
g(\gamma)=\gamma\left[\lambda_{\min }(C)-\gamma \lambda_{\max }(H)\right]
$$

opening downward and having the following two zeros $\gamma_{0}=\lambda_{\min }(C) / \lambda_{\max }(H), \gamma_{1}=0$. The right-hand side of equality (11) is a parabola in the variable $e^{\frac{1}{2} \gamma \tau}$, where $\gamma \geq 0$

$$
h(\gamma)=4|H A \| A| e^{\frac{1}{2} \gamma \tau}\left(e^{\frac{1}{2} \gamma \tau}-1\right)
$$

also opening downward. Since $g(0)=h(0)=0$ and

$$
g^{\prime}(0)=\lambda_{\min }(C)>2|H A \| A| \sqrt{\varphi(H)} \tau=h^{\prime}(0)
$$

then a $\gamma^{*}$ exists $\left(0<\gamma^{*}<\gamma_{0}=\lambda_{\min }(C) / \lambda_{\max }(H)\right)$, such that $g\left(\gamma^{*}\right)=h\left(\gamma^{*}\right)$. The "parabola" $h(\gamma)$ is replaced by the line segment $\bar{h}(\gamma)$ passing through the origin and the point $\left(\gamma_{0}, h\left(\gamma_{0}\right)\right)$ and having the form $\bar{h}(\gamma)=h\left(\gamma_{0}\right) \frac{\gamma}{\gamma_{0}}$. Point $\tilde{\gamma}^{*}$ is defined as the intersection of the parabola $g(\gamma)$ and the line $\bar{h}(\gamma)$. That is, as the positive solution of the equation

$$
\gamma\left[\lambda_{\min }(C)-\gamma \lambda_{\max }(H)\right]=h\left(\gamma_{0}\right) \frac{\gamma}{\gamma_{0}}
$$

The latter gives the required value of $\tilde{\gamma}^{*}$.
Remark 2 Condition (9) is rather approximate but readily calculated one. For example, for the scalar equation

$$
\dot{x}(t)=-a x(t-\tau), \quad a>0
$$

the stability condition is $\tau<\pi / 2 a$ (see [12]). By using the Liapunov function $V(x, t)=$ $e^{\gamma t} x^{2}$ from inequality (9) we obtain the following stability condition $\tau<1 / a$.

### 3.2 Nonlinear case

Consider next systems of the form (1) with pure delay in the linear part.
Lemma 4 Assume there exist constants $\alpha>0$ and $\gamma>0$ such that the solution $x(t)$ of system (1) satisfies $(x(T), T) \in \partial V_{\alpha}^{\gamma}$ for $t=T$, and $(x(t), t) \in V_{\alpha}^{\gamma}$ for $T-2 \tau \leq$ $t<T$. Then the following inequality holds

$$
\begin{align*}
|x(T)-x(T-\tau)|< & \frac{2}{\gamma} e^{\frac{1}{2} \gamma \tau} \sqrt{\varphi(H)}|A|\left(e^{\frac{1}{2} \gamma \tau}-1\right)|x(T)| \\
& +\frac{1}{\gamma} e^{\frac{1}{2} \gamma \tau} \varphi(H)|B|\left(e^{\gamma \tau}-1\right)|x(T)|^{2} \tag{13}
\end{align*}
$$

Proof Write system (1) in the integral form

$$
x(t)=x(t-\tau)+\int_{t-\tau}^{t}\left[A x(s-\tau)+X^{\mathrm{T}}(s) B x(s-\tau)\right] d s
$$

At the time moment $t=T$ the latter inequality implies

$$
|x(T)-x(T-\tau)| \leq \int_{T-\tau}^{T}[|A||x(s-\tau)|+|X(s)||B \| x(s-\tau)|] d s
$$

From the assumptions of Lemma 4 and estimate (7) it follows that the following inequality holds

$$
|x(s-\tau)|<e^{\frac{1}{2} \gamma(T-s+\tau)} \sqrt{\varphi(H)}|x(T)|, \quad|x(s)|<e^{\frac{1}{2} \gamma(T-s)} \sqrt{\varphi(H)}|x(T)|,
$$

for all $T-\tau \leq s \leq T$. By using the latter in the integral representation we derive

$$
\begin{aligned}
|x(T)-x(T-\tau)|< & \int_{T-\tau}^{T}|A| e^{\frac{1}{2} \gamma(T-s+\tau)} \sqrt{\varphi(H)}|x(T)| d s \\
& +\int_{T-\tau}^{T} e^{\frac{1}{2}(2 T-2 s+\tau)} \varphi(H)|B||x(T)|^{2} d s
\end{aligned}
$$

or

$$
|x(T)-x(T-\tau)|<\frac{2}{\gamma} e^{\frac{1}{2} \gamma \tau} \sqrt{\varphi(H)}|A|\left(e^{\frac{1}{2} \gamma \tau}-1\right)|x(T)|+\frac{1}{\gamma} e^{\frac{1}{2} \gamma \tau} \varphi(H)|B|\left(e^{\gamma \tau}-1\right)|x(T)|^{2} .
$$

Lemma 5 Every solution $x(t)$ of system (1) satisfies the following inequality

$$
\begin{equation*}
|x(t)| \leq(1+|A| \tau)\|x(0)\|_{\tau} e^{\mid B\|x(0)\| \|_{\tau} \tau t} \tag{14}
\end{equation*}
$$

on the interval $0 \leq t \leq \tau$.
Proof Write system (1) in the integral form

$$
x(t)=x(0)+\int_{0}^{t}\left[A x(s-\tau)+X^{\mathrm{T}}(s) B x(s-\tau)\right] d s
$$

Then

$$
\begin{aligned}
|x(t)| & \leq|x(0)|+\int_{0}^{t}[|A| \mid x(s-\tau|+|X(s)| B \| x(s-\tau| |] d s \\
& \leq\left(|x(0)|+|A|\|x(0)\|_{\tau} \tau\right)+|B|\|x(0)\|_{\tau} \int_{0}^{t}|x(s)| d s \\
& \leq(1+|A| \tau)\|x(0)\|_{\tau} e^{\mid B\|x(0)\| \|_{\tau} \tau t} .
\end{aligned}
$$

Lemma 6 Suppose the derivative of the Liapunov function $V(x, t)=e^{\gamma t} x^{\mathrm{T}} H x$ along solutions of system (1) satisfies the inequality

$$
\begin{equation*}
\frac{d}{d t} V(x(t), t) \leq-a V(x(t), t)+b e^{-\frac{1}{2} \gamma t} V^{\frac{3}{2}}(x(t), t) \tag{15}
\end{equation*}
$$

for all $t \geq 0$, where $a>0, b>0, \gamma>0$. Then all the solutions subjected to the initial condition

$$
\|x(0)\|_{\tau}<\frac{a+\gamma}{b \sqrt{\lambda_{\max }(H)}}
$$

satisfy the inequality

$$
\begin{equation*}
|x(t)| \leq \frac{\sqrt{\varphi(H)}\|x(0)\|_{\tau} e^{-\frac{1}{2} a t}}{1-\frac{b}{a+\gamma}\left(1-e^{-\frac{1}{2}(a+\gamma) t}\right) \sqrt{\lambda_{\max }(H)}\|x *(0)\|_{\tau}} \tag{16}
\end{equation*}
$$

Proof Inequality (15) is a Bernoulli type inequality. Since $V(x, t)>0$, divide the inequality by $V^{3 / 2}(x, t)$. It follows

$$
V^{-\frac{3}{2}}(x(t), t) \frac{d}{d t} V(x(t), t) \leq-a V^{-\frac{1}{2}}(x(t), t)+b e^{-\frac{1}{2} \gamma t}
$$

By using the substitution $V^{-1 / 2}(x(t), t)=z(t), z(0)>b / a$, we derive

$$
\frac{d}{d t} z(t) \geq \frac{1}{2} a z(t)-\frac{1}{2} b e^{-\frac{1}{2} \gamma t} .
$$

By solving the above differential inequality we obtain

$$
z(t) \geq\left[z(0)-\frac{b}{a+\gamma}\right] e^{\frac{1}{2} a t}+\frac{b}{a+\gamma} e^{-\frac{1}{2} \gamma t}, \quad z(0) \geq \frac{b}{a} .
$$

Having returned to the original variables we have

$$
\frac{1}{\sqrt{V(x(t), t)}} \geq\left[\frac{1}{\sqrt{V(x(0), 0)}}-\frac{b}{a+\gamma}\right] e^{\frac{1}{2} a t}+\frac{b}{a+\gamma} e^{-\frac{1}{2} \gamma t}
$$

or

$$
V(x(t), t) \leq \frac{1}{\left\{\left[\frac{1}{\sqrt{V(x(0), 0)}}-\frac{b}{a+\gamma}\right] e^{\frac{1}{2} a t}+\frac{b}{a+\gamma} e^{-\frac{1}{2} \gamma t}\right\}^{2}}
$$

Next we see that

$$
V(x(t), t) \leq \frac{V(x(0), 0)}{\left\{\left[1-\frac{b}{a+\gamma} \sqrt{V(x(0), 0)}\right] e^{\frac{1}{2} a t}+\frac{b}{a+b} e^{-\frac{1}{2} \gamma t} \sqrt{V(x(0), 0)}\right\}^{2}}
$$

Finally by using the standard inequalities for quadratic forms we obtain inequality (16).

Theorem 2 Assume that matrix $A$ is asymptotically stable. Then for all $\tau<\tau_{0}$ where $\tau_{0}$ is defined by (9), the zero solution of the differential system with delay (1) is also asymptotically stable. The stability domain contains the sphere $U_{\delta}$, where the radius $\delta$ is found as the positive solution of the equation

$$
\begin{equation*}
(1+|A| \tau) \delta e^{|B| \delta \tau}=\frac{a+\gamma}{b \sqrt{\lambda_{\max }(H)}} . \tag{17}
\end{equation*}
$$

Moreover, for the solutions with the initial conditions inside the sphere $U_{\delta}$ the following estimate on the convergence rate holds

$$
\begin{equation*}
|x(t)| \leq \frac{\sqrt{\varphi(H)}\|x(0)\|_{\tau} e^{-\frac{1}{2}(a+\gamma) t}}{1-\frac{b}{a+\gamma}\left(1-e^{-\frac{1}{2}(a+\gamma) t}\right) \sqrt{\lambda_{\max }(H)}\|x(0)\|_{\tau}}, \tag{18}
\end{equation*}
$$

where

$$
\begin{aligned}
& a=\frac{1}{\lambda_{\max }(H)}\left\{\lambda_{\min }(C)-\gamma \lambda_{\max }(H)-4|H A| \frac{|A|}{\gamma} E^{\frac{1}{2} \gamma \tau}\left(E^{\frac{1}{2} \gamma \tau}-1\right) \sqrt{\varphi(H)}\right\}, \\
& b=\frac{2}{\lambda_{\min }(H)}|B| \sqrt{\varphi(H)} E^{\frac{1}{2} \gamma \tau}\left\{|H A| \sqrt{\varphi(H)} \frac{1}{\gamma}\left(E^{\gamma \tau}-1\right)+\lambda_{\max }(H)\right\} .
\end{aligned}
$$

Proof Suppose the initial condition for the solution $x(t)$ of system (1) satisfies the assumption $\|x(0)\|_{\tau}<\delta$ where $\delta$ is defined by (17). Then inequality (14) of Lemma 5 implies that at the moment $t=\tau$ the following inequality

$$
\|x(\tau)\|_{\tau} \leq R, \quad R=(1+|A| t) \delta e^{|B| \delta t}
$$

is true. On the time interval $-\tau \leq t \leq \tau$ the integral curve satisfies $(x(t), t) \in V_{\alpha}^{\gamma}$ where $\gamma>0$ is a constant and $\alpha=e^{\gamma \tau} \lambda_{\max }(H) R$. We shall show that there exists a constant $\gamma^{*}>0$ such that $(x(t), t) \in V_{\alpha}^{\gamma^{*}}$ for all $t>\tau$. Assume not. Then there exists $T>\tau$ such that $(x(T), T) \in \partial V_{\alpha}^{\gamma}$. We evaluate next the total derivative of the Liapunov function $V$ along the solutions of system (1)

$$
\begin{aligned}
\frac{d}{d t} V(x(t))= & e^{\gamma t} \gamma x^{\mathrm{T}}(t) H x(t)+e^{\gamma t}\left\{\left[A x(t-\tau)+X^{\mathrm{T}}(t) B x(t-\tau)\right] H x(t)\right. \\
& \left.+x^{\mathrm{T}}(t) H\left[A x(t-\tau)+X^{\mathrm{T}}(t) B x(t-\tau)\right]\right\},
\end{aligned}
$$

or

$$
\begin{aligned}
\frac{d}{d t} V(x(t))= & e^{\gamma t} x^{\mathrm{T}}(t)\left(\gamma H+A^{\mathrm{T}} H+H A\right) x(t) \\
& +2 e^{\gamma t} x^{\mathrm{T}}(t) H A[x(t-\tau)-x(t)]+2 e^{\gamma t} x^{\mathrm{T}}(t) H X^{\mathrm{T}}(t) B x(t-\tau) .
\end{aligned}
$$

If matrix $A$ is asymptotically stable then using the chosen matrix norm and the Liapunov equation (2) we obtain

$$
\begin{aligned}
\frac{d}{d t} V(x(t), t) \leq & -e^{\gamma t}\left\{\lambda_{\min }(C)-\gamma \lambda_{\max }(H)\right\}|x(t)|^{2} \\
& +2 e^{\gamma t}|H A||x(t)||x(t)-x(t-\tau)|+2 e^{\gamma t} \lambda_{\max }(H)|B \| x(t)|^{2}|x(t-\tau)| .
\end{aligned}
$$

Since $(x(T), T) \in \partial V_{\alpha}^{\gamma}$ by using inequalities (13) and (14) we obtain the following estimate for the derivative of the Liapunov function

$$
\begin{aligned}
& \frac{d}{d t} V(x(T), T) \\
& \leq-e^{\gamma T}\left\{\lambda_{\min }(C)-\gamma \lambda_{\max }(H)-4|H A| \frac{|A|}{\gamma} e^{\frac{1}{2} \gamma \tau}\left(e^{\frac{1}{2} \gamma \tau}-1\right) \sqrt{\varphi(H)}\right\}|x(T)|^{2} \\
&+2 e^{\gamma T}|B| \sqrt{\varphi(H)} e^{\frac{1}{2} \gamma \tau}\left\{|H A| \sqrt{\varphi(H)} \frac{1}{\gamma}\left(e^{\gamma \tau}-1\right)+\lambda_{\max }(H)\right\}|x(T)|^{3}
\end{aligned}
$$

By using the standard inequalities for quadratic forms we obtain

$$
\begin{align*}
\frac{d}{d t} V(x(T), T) \leq & -\frac{1}{\lambda_{\max }(H)}\left\{\lambda_{\min }(C)-\gamma \lambda_{\max }(H)\right. \\
& \left.-4|H A| \frac{|A|}{\gamma} e^{\frac{1}{2} \gamma \tau}\left(e^{\frac{1}{2} \gamma \tau}-1\right) \sqrt{\varphi(H)}\right\} V(x(T), T)  \tag{19}\\
& +\frac{2}{\lambda_{\min }(H)}|B| \sqrt{\varphi(H)} e^{\frac{1}{2} \gamma \tau}\left\{|H A| \sqrt{\varphi(H)} \frac{1}{\gamma}\left(e^{\gamma \tau}-1\right)\right. \\
& \left.+\lambda_{\max }(H)\right\} e^{-\frac{1}{2} \gamma T} V^{3 / 2}(x(T), T) .
\end{align*}
$$

Let $\tau<\tau_{0}$, where $\tau_{0}$ is defined by (8) and let $0<\gamma<\gamma^{*}$, where $\gamma^{*}$ is the solution of equation (11). Define

$$
\begin{aligned}
a & =\frac{1}{\lambda_{\max }(H)}\left\{\lambda_{\min }(C)-\gamma \lambda_{\max }(H)-4|H A| \frac{|A|}{\gamma} e^{\frac{1}{2} \gamma \tau}\left(e^{\frac{1}{2} \gamma \tau}-1\right) \sqrt{\varphi(H)}\right\}, \\
b & =\frac{2}{\lambda_{\min }(H)}|B| \sqrt{\varphi(H)} e^{\frac{1}{2} \gamma \tau}\left\{|H A| \sqrt{\varphi(H)} \frac{1}{\gamma}\left(e^{\gamma \tau}-1\right)+\lambda_{\max }(H)\right\} .
\end{aligned}
$$

Then $a>0, b>0$, and inequality (19) has the form (15)

$$
\frac{d}{d t} V(x(T), T) \leq-a V(x(T), T)+b V^{3 / 2}(x(T), T)
$$

By using Lemma 6 we conclude that inequality (16) is true for the solutions $x(t)$ of system (1) satisfying the condition $\|x(\tau)\|_{\tau} \leq R$, where $\delta$ is defined by (17). This completes the proof of the theorem.
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#### Abstract

In this work, a new approach is developed for dynamic analysis of a composite beam with an interply crack, in which a physically impossible interpenetration of the crack faces is prevented by imposing a special constraint, leading to taking account of a force of contact interaction of the crack faces and to nonlinearity of the formulated boundary value problem. The shear deformation and rotary inertia terms are included into the formulation, to achieve better accuracy. The model is based on the first order shear deformation theory, i.e. the longitudinal displacement is assumed to vary linearly through the beam's thickness. A variational formulation of the problem, nonlinear partial differential equations of motion with boundary conditions and the finite element solution of the partial differential equations with the use of the FEMLAB package are developed. The use of FEMLAB facilitates automatic mesh generation, which is needed if the problem has to be solved many times with different crack lengths. An example problem of a clampedfree beam with a piezoelectric actuator is considered, and its finite element solution is obtained. A noticeable difference of forced vibrations of the delaminated and undelaminated beams due to the contact interaction of the crack faces is predicted by the developed model.
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## 1 Introduction

Several types of models of delaminated beams have been proposed in the literature. In some models, for example [1] and [2], the contact force between the delaminated parts is not taken into account, and the physically impossible mutual penetration of the delaminated parts is allowed. In other models, for example [3], the delaminated parts are constrained to have the same transverse displacement, excluding the possibility of the delamination crack opening during the vibration. In the Reference [4], the interaction between the delaminated parts is modeled with the use of a nonlinear (piecewise-linear) spring between the surfaces of the delaminated parts. Stiffness of the spring depends on the difference of displacements of the lower and upper delaminated parts. If the delamination crack is open, the stiffness of the spring is set equal to zero, making the distributed contact force equal to zero. When the delamination crack is closed, the stiffness of the spring is set either to infinity, or to some finite constant value. The authors set the spring stiffness equal to a constant (either zero, or 0.1 , or infinity) before solving the problem, thus assuming that the crack remains either open or closed all the time during the vibration. So, the possibility for the crack to be open in some time intervals and closed in other time intervals during the vibration is not foreseen in this model.

In the paper [5], the contact force between the delaminated sublaminates is introduced as a function of the relative transverse displacement of the sublaminates, in such a way that the contact force automatically turns out to be zero, when the delamination crack is open, and takes on a non-zero value, if the crack is closed. So, this model does not require to specify in advance if the crack is open or closed, and allows for contact and separation of the crack faces during the vibration. However, the physically impossible interpenetration of the crack faces is not always prevented in this model. The interpenetration occurs because a constraint, preventing this phenomenon, is not introduced.

In the model of the delaminated composite beam, presented by the author in the Reference [6], the constraint, preventing the mutual penetration (interpenetration, overlapping) of the delaminated sublaminates (of the crack's faces), was introduced with the use of the Heaviside function and the penalty function method [8], which was the main novelty in solving dynamic problems for beams with cracks. The longitudinal force resultants in the delaminated sublaminates and rotary inertia terms were taken into account also. The use of the constraint, which prevented the interpenetration of the crack faces, and taking account of the longitudinal force resultants led to nonlinear partial differential equations of motion, in which a force of contact interaction of the crack faces was taken into account.

But the model, presented in Reference [6], did not take the shear strain energy into account, and, therefore, produced sufficiently accurate results only for thin beams. To model thicker beams with delamination, one needs to use a beam theory, based on simplifying assumptions, which do not lead to vanishing of the shear strains. The first order shear deformation theory [8], based on assumed linear variation of a longitudinal displacement in the thickness direction, is the simplest approach that satisfies the requirement of a non-zero shear strain. This approach is used in the present paper for modeling a composite delaminated beam with a piezoelectric actuator. In this model, the interpenetration of the crack faces is prevented by a method similar to the one, which was used in Reference [6]: by imposing a constraint, written with the use of the Heaviside function in one of its analytical forms, leading to taking account of a force of contact interaction of the crack faces and to nonlinearity of the formulated boundary value problem.

Besides, in Reference [6], the solution was obtained by the Ritz method in the form of a series in terms of eigenfunctions of an eigenvalue problem, associated with the linearized partial differential equations and linearized natural boundary conditions. This series converged rapidly, providing high accuracy of the solution. But the process of constructing the system of the eigenfunctions for each particular crack length involved solving a nonlinear algebraic eigenvalue problem by an iterative method, which required good initial approximations for each of the frequencies. This caused difficulty in achieving a complete automatization of the process of constructing the eigenfunctions and, therefore, required much time, if the problem had to be solved many times with different crack lengths. This difficulty led to the need of developing a finite element solution of the formulated problem (in conjunction with the first order shear deformation theory, as mentioned above) and the computer program with automatic mesh generation, which became the subject of the present paper. The model is developed to include it, later, into computational procedures for model-aided detection of cracks, with the use of methods presented in Reference [7]. These procedures involve giving small increments to crack lengths at each step of the search algorithm for the crack detection, as a result of which the crack tip does not coincide with the nodes of the initial finite element mesh after each increment of the crack length. This leads to the need of fast and automatic construction of the new finite element mesh after each increment of the crack length, and this task is achieved with the use of the capabilities of the FEMLAB package. In this paper, the FEMLAB is used to solve the partial differential equations derived by the author in Reference [9].

So, the main novelty of the model of the delaminated composite beam, presented in this paper, as compared to the author's model in Reference [6], is that the method of taking account of force of contact interaction of the crack faces, presented in the Reference [6], is combined here with the first order shear deformation theory and the finite element method, with automatic re-meshing after each increment of the crack length. This improvement of the model, as compared to the model in Reference [6], leads to higher accuracy of solutions and allows for full automatization of the solution process.

## 2 Partial Differential Equations with Boundary Conditions

The partial differential equations, based on the first-order shear deformation theory [8], describing vibration of delaminated clamped-free beam with piezoelectric actuator (Figure 2.1) and with account of contact of the crack faces, are derived by the author in Reference [9] and have the following form.

Partial differential equations:
for Zone 0 (Part 0):

$$
\begin{array}{rll}
K G_{0}\left(w_{0}^{\prime \prime}+\phi_{0}^{\prime}\right)-B_{0} \ddot{w}_{0}=0 & \text { in } & x \in[0, a], \\
A_{0} \phi_{0}^{\prime \prime}-K G_{0}\left(w_{0}^{\prime}+\phi_{0}\right)-C_{0} \ddot{\phi}_{0}=I_{p} V^{\prime} & \text { in } & x \in[0, a] ; \tag{2}
\end{array}
$$

for Zone 1 (Part 1):

$$
\begin{array}{rlll}
K G_{1}\left(w_{1}^{\prime \prime}+\phi_{1}^{\prime}\right)-B_{1} \ddot{w}_{1}=0 & \text { in } & x \in[a, \alpha], \\
A_{1} \phi_{1}^{\prime \prime}-K G_{1}\left(w_{1}^{\prime}+\phi_{1}\right)-C_{1} \ddot{\phi}_{1}=0 & & \text { in } & x \in[a, \alpha] ; \tag{4}
\end{array}
$$



Figure 2.1. Cantilever beam with delamination and piezoelectric actuator.
$a$ is length of the actuator; $\alpha$ is $x$-coordinate of the left crack tip; $\beta$ is $x$-coordinate of the right crack tip; $\gamma$ is $z$-coordinate of the crack (distance from $x$-axis to crack); $\tau$ is thickness of the actuator; $w_{0}$ is transverse displacement of zone $0 ; w_{1}$ is transverse displacement of zone $1 ; w_{2}$ is transverse displacement of lower part of zone 2 (under the crack); $w_{3}$ is transverse displacement of upper part of zone 2 (above the crack); $w_{4}$ is transverse displacement of zone 3.
for Zone 2 (Part 2 and Part 3):
$K G_{2}\left(w_{2}^{\prime \prime}+\phi_{2}^{\prime}\right)-B_{2} \ddot{w}_{2}-\chi\left(w_{3}-w_{2}\right)\left(\frac{1}{2}-\frac{1}{\pi} \arctan \frac{w_{3}-w_{2}}{\epsilon}\right)=0 \quad$ in $\quad x \in[\alpha, \beta]$,

$$
\begin{equation*}
A_{2} \phi_{2}^{\prime \prime}-K G_{2}\left(w_{2}^{\prime}+\phi_{2}\right)-C_{2} \ddot{\phi}_{2}=0 \quad \text { in } \quad x \in[\alpha, \beta] ; \tag{5}
\end{equation*}
$$

$$
\begin{align*}
& K G_{3}\left(w_{3}^{\prime \prime}+\phi_{3}^{\prime}\right)-B_{3} \ddot{w}_{3}+\chi\left(w_{3}-w_{2}\right)\left(\frac{1}{2}-\frac{1}{\pi} \arctan \frac{w_{3}-w_{2}}{\epsilon}\right)=0 \text { in } \quad x \in[\alpha, \beta]  \tag{7}\\
& A_{3} \phi_{3}^{\prime \prime}-K G_{3}\left(w_{3}^{\prime}+\phi_{3}\right)-C_{3} \ddot{\phi}_{3}=0 \quad \text { in } \quad x \in[\alpha, \beta] \tag{8}
\end{align*}
$$

for Zone 3 (Part 4):

$$
\begin{array}{rll}
K G_{4}\left(w_{4}^{\prime \prime}+\phi_{4}^{\prime}\right)-B_{4} \ddot{w}_{4}=0 & \text { in } & x \in[\beta, L] \\
A_{4} \phi_{4}^{\prime \prime}-K G_{4}\left(w_{4}^{\prime}+\phi_{4}\right)-C_{4} \ddot{\phi}_{4}=0 & \text { in } & x \in[\beta, L] . \tag{10}
\end{array}
$$

Essential boundary conditions:

$$
\begin{equation*}
R_{i}(t)=0, \quad i=1,2, \ldots, 12 \tag{11a}
\end{equation*}
$$

where

$$
\begin{array}{rlrl}
R_{1} & \equiv w_{0}(0, t), & & R_{2} \equiv \phi_{0}(0, t), \\
R_{3} & \equiv w_{0}(a, t)-w_{1}(a, t), & R_{4} \equiv \phi_{0}(a, t)-\phi_{1}(a, t), \\
R_{5} & \equiv w_{1}(\alpha, t)-w_{2}(\alpha, t), & R_{6} \equiv \phi_{1}(\alpha, t)-\phi_{2}(\alpha, t),  \tag{11b}\\
R_{7} & \equiv w_{1}(\alpha, t)-w_{3}(\alpha, t), & R_{8} \equiv \phi_{1}(\alpha, t)-\phi_{3}(\alpha, t), \\
R_{9} & \equiv w_{2}(\beta, t)-w_{4}(\beta, t), & R_{10} \equiv \phi_{2}(\beta, t)-\phi_{4}(\beta, t), \\
R_{11} & \equiv w_{3}(\beta, t)-w_{4}(\beta, t), & R_{12} \equiv \phi_{3}(\beta, t)-\phi_{4}(\beta, t) .
\end{array}
$$

Natural boundary conditions:

$$
\begin{align*}
K G_{0}\left(\phi_{0}+w_{0}^{\prime}\right)+\lambda_{3}=0 \quad \text { at } \quad x=a,  \tag{12}\\
A_{0} \phi_{0}^{\prime}-I_{p} V(t)+\lambda_{4}=0 \quad \text { at } \quad x=a,  \tag{13}\\
K G_{1}\left(\phi_{1}+w_{1}^{\prime}\right)+\lambda_{3}=0 \quad \text { at } \quad x=a,  \tag{14}\\
A_{1} \phi_{1}^{\prime}+\lambda_{4}=0 \quad \text { at } \quad x=a,  \tag{15}\\
K G_{1}\left(\phi_{1}+w_{1}^{\prime}\right)+\lambda_{5}+\lambda_{7}=0 \quad \text { at } \quad x=\alpha,  \tag{16}\\
A_{1} \phi_{1}^{\prime}+\lambda_{6}+\lambda_{8}=0 \quad \text { at } \quad x=\alpha,  \tag{17}\\
K G_{2}\left(\phi_{2}+w_{2}^{\prime}\right)+\lambda_{5}=0 \quad \text { at } \quad x=\alpha,  \tag{18}\\
A_{2} \phi_{2}^{\prime}+\lambda_{6}=0 \quad \text { at } \quad x=\alpha,  \tag{19}\\
K G_{3}\left(\phi_{3}+w_{3}^{\prime}\right)+\lambda_{7}=0 \quad \text { at } \quad x=\alpha,  \tag{20}\\
A_{3} \phi_{3}^{\prime}+\lambda_{8}=0 \quad \text { at } \quad x=\alpha,  \tag{21}\\
K G_{2}\left(\phi_{2}+w_{2}^{\prime}\right)+\lambda_{9}=0 \quad \text { at } \quad x=\beta,  \tag{22}\\
A_{2} \phi_{2}^{\prime}+\lambda_{10}=0 \quad \text { at } \quad x=\beta,  \tag{23}\\
K G_{3}\left(\phi_{3}+w_{3}^{\prime}\right)+\lambda_{11}=0 \quad \text { at } \quad x=\beta,  \tag{24}\\
A_{3} \phi_{3}^{\prime}+\lambda_{12}=0 \quad \text { at } \quad x=\beta,  \tag{25}\\
K G_{4}\left(\phi_{4}+w_{4}^{\prime}\right)+\lambda_{9}+\lambda_{11}=0 \quad \text { at } \quad x=\beta,  \tag{26}\\
A_{4} \phi_{4}^{\prime}+\lambda_{10}+\lambda_{12}=0 \quad \text { at } \quad x=\beta,  \tag{27}\\
K G_{4}\left(\phi_{4}+w_{4}^{\prime}\right)=0 \quad \text { at } \quad x=L,  \tag{28}\\
A_{4} \phi_{4}^{\prime}=0 \quad \text { at } \quad x=L . \tag{29}
\end{align*}
$$

In the following text it will be assumed that the voltage $V(x, t)$, applied to the piezoelectric actuator, is distributed uniformly over the length of the actuator (over the interval $x \in[0, a])$ and depends on time as $V(x, t)=V(t)=V_{0} \sin (\Omega t)$. Therefore, the spatial derivative $V^{\prime} \equiv \frac{\partial V(x, t)}{\partial x}$, in the right-hand side of the differential equation (2) will be considered equal to zero in the subsequent text, and the boundary condition (13) will be written as

$$
\begin{equation*}
A_{0} \phi_{0}^{\prime}-I_{p} V_{0} \sin (\Omega t)+\lambda_{4}=0 \quad \text { at } \quad x=a . \tag{30}
\end{equation*}
$$

## 3 Formulation in a Form Convenient for FEMLAB Implementation

Unknown functions $w_{0}, w_{1}, w_{2}, w_{3}, w_{4}, \phi_{0}, \phi_{1}, \phi_{2}, \phi_{3}$ and $\phi_{4}$ are defined only in the beam's parts, which are indicated by the function's subscripts (Figure 2.1). So, the functions with subscript 0 are defined only in Part 0 (Zone 0); the functions with subscript 1 are defined only in Part 1 (Zone 1); the functions with subscripts 2 and 3 are defined in Part 2 (Zone 2) and Part 3 (Zone 2) respectively; the functions with subscript 4 are defined in Part 4 (Zone 3). But for convenience of using the FEMLAB package, one needs to give some definitions to functions $w_{1}, w_{2}, w_{3}, w_{4}, \phi_{1}, \phi_{2}, \phi_{3}$ and $\phi_{4}$ in Zone 0 ; to functions $w_{0}, w_{2}, w_{3}, w_{4}, \phi_{0}, \phi_{2}, \phi_{3}$ and $\phi_{4}$ in Zone 1 ; to functions $w_{0}, w_{1}, w_{4}$, $\phi_{0}, \phi_{1}$ and $\phi_{4}$ in Zone 2; and to functions $w_{0}, w_{1}, w_{2}, w_{3}, \phi_{0}, \phi_{1}, \phi_{2}$ and $\phi_{3}$ in Zone 3. These definitions must not contradict the essential boundary conditions (30). Therefore, the following definitions are introduced:
For Zone 0 (Part 0), i.e. $0 \leq x \leq a$ :

$$
\begin{align*}
w_{1} \equiv w_{0}, & w_{2} \equiv w_{0}, & w_{3} \equiv w_{0}, & w_{4} \equiv w_{0} \\
\phi_{1} \equiv \phi_{0}, & \phi_{2} \equiv \phi_{0}, & \phi_{3} \equiv \phi_{0}, & \phi_{4} \equiv \phi_{0} \tag{31}
\end{align*}
$$

For Zone 1 (Part 1), i.e. in $a \leq x \leq \alpha$ :

$$
\begin{array}{rrrr}
w_{0} \equiv w_{1}, & w_{2} \equiv w_{1}, & w_{3} \equiv w_{1}, & w_{4} \equiv w_{1} \\
\phi_{0} \equiv \phi_{1}, & \phi_{2} \equiv \phi_{1}, & \phi_{3} \equiv \phi_{1}, & \phi_{4} \equiv \phi_{1} . \tag{32}
\end{array}
$$

For Zone 2 (Part 2 and Part 3), i.e. in $\alpha \leq x \leq \beta$ :

$$
\begin{array}{rrr}
w_{0} \equiv w_{2}, & w_{1} \equiv w_{2}, & w_{4} \equiv w_{2} \\
\phi_{0} \equiv \phi_{2}, & \phi_{1} \equiv \phi_{2}, & \phi_{4} \equiv \phi_{2} . \tag{33}
\end{array}
$$

For Zone 3 (Part 4), i.e. in $\beta \leq x \leq L$ :

$$
\begin{align*}
w_{0} \equiv w_{4}, & w_{1} \equiv w_{4}, & w_{2} \equiv w_{4}, & w_{3} \equiv w_{4} \\
\phi_{0} \equiv \phi_{4}, & \phi_{1} \equiv \phi_{4}, & \phi_{2} \equiv \phi_{4}, & \phi_{3} \equiv \phi_{4} . \tag{32}
\end{align*}
$$

In the further presentation, to create a formulation that complies the format, required by the FEMLAB package, the following notations will be introduced for the Lagrange multipliers:

$$
\begin{array}{rll}
\hat{\lambda}_{1} \equiv \lambda_{3}, & \hat{\lambda}_{2} \equiv \lambda_{4}, \\
\tilde{\lambda}_{1} \equiv \lambda_{5}, & \tilde{\lambda}_{2} \equiv \lambda_{7}, & \tilde{\lambda}_{3} \equiv \lambda_{6},  \tag{35}\\
\tilde{\lambda}_{4} \equiv \lambda_{8} \\
\bar{\lambda}_{1} \equiv \lambda_{9}, & \bar{\lambda}_{2} \equiv \lambda_{11}, & \bar{\lambda}_{3} \equiv \lambda_{10}, \\
\bar{\lambda}_{4} \equiv \lambda_{12}
\end{array}
$$

In view of definitions (31)-(34), and in view of the notations (35), the partial differential equations and boundary conditions take the form presented below. To comply with the terminology of FEMLAB, the zones will be called subdomains. The Zone 0 will be
called Subdomain 1, the Zone 1 will be called Subdomain 2, the Zone 2 will be called Subdomain 3, the Zone 3 will be called Subdomain 4.

## Partial differential equations:

For Zone 0 (Subdomain 1), i.e. in the interval $x \in[0, a]$ :

$$
\begin{gather*}
-B_{0} \ddot{w}_{0}+K G_{0}\left(w_{0}^{\prime \prime}+\phi_{0}^{\prime}\right)=0 \quad \text { in } \quad x \in[0, a],  \tag{36}\\
-C_{0} \ddot{\phi}_{0}+\left(A_{0} \phi_{0}^{\prime \prime}-K G_{0} w_{0}^{\prime}\right)=K G_{0} \phi_{0} \quad \text { in } x \in[0, a],  \tag{37}\\
0=w_{0}-w_{1} \quad \text { in } x \in[0, a],  \tag{38}\\
0=w_{0}-w_{2} \quad \text { in } x \in[0, a],  \tag{39}\\
0=w_{0}-w_{3} \quad \text { in } x \in[0, a],  \tag{40}\\
0=w_{0}-w_{4}  \tag{41}\\
\text { in } x \in[0, a],  \tag{42}\\
0=\phi_{0}-\phi_{1}  \tag{43}\\
\text { in } x \in[0, a],  \tag{44}\\
0=\phi_{0}-\phi_{2}  \tag{45}\\
\text { in } x \in[0, a], \\
0=\phi_{0}-\phi_{3} \\
\text { in } x \in[0, a], \\
0=\phi_{0}-\phi_{4} \\
\text { in } x \in[0, a] .
\end{gather*}
$$

For Zone 1 (Subdomain 2), i.e. in the interval $x \in[a, \alpha]$ :

$$
\begin{gather*}
-B_{1} \ddot{w}_{1}+K G_{1}\left(w_{1}^{\prime \prime}+\phi_{1}^{\prime}\right)=0 \quad \text { in } \quad x \in[a, \alpha],  \tag{46}\\
-C_{1} \ddot{\phi}_{1}+\left(A_{1} \phi_{1}^{\prime \prime}-K G_{1} w_{1}^{\prime}\right)=K G_{1} \phi_{1} \quad \text { in } x \in[a, \alpha],  \tag{47}\\
0=w_{1}-w_{0} \quad \text { in } x \in[a, \alpha],  \tag{48}\\
0=w_{1}-w_{2}  \tag{49}\\
\text { in } x \in[a, \alpha],  \tag{50}\\
0=w_{1}-w_{3}  \tag{51}\\
\text { in } x \in[a, \alpha],  \tag{52}\\
0=w_{1}-w_{4}  \tag{53}\\
\text { in } x \in[a, \alpha],  \tag{54}\\
0=\phi_{1}-\phi_{0}  \tag{55}\\
\text { in } x \in[a, \alpha], \\
0=\phi_{1}-\phi_{2} \\
\text { in } x \in[a, \alpha], \\
0=\phi_{1}-\phi_{3} \\
0=\phi_{1}-\phi_{4} \quad \text { in } x \in[a, \alpha], \\
0, a, \alpha] .
\end{gather*}
$$

For Zone 2 (Subdomain 3), i.e. in the interval $x \in[\alpha, \beta]$ :

$$
\begin{align*}
& -B_{2} \ddot{w}_{2}+K G_{2}\left(w_{2}^{\prime \prime}+\phi_{2}^{\prime}\right)=\chi\left(w_{3}-w_{2}\right)\left(\frac{1}{2}-\frac{1}{\pi} \arctan \frac{w_{3}-w_{2}}{\epsilon}\right) \quad \text { in } x \in[\alpha, \beta],  \tag{56}\\
& -C_{2} \ddot{\phi}_{2}+\left(A_{2} \phi_{2}^{\prime \prime}-K G_{2} w_{2}^{\prime}\right)=K G_{2} \phi_{2} \quad \text { in } x \in[\alpha, \beta],  \tag{57}\\
& -B_{3} \ddot{w}_{3}+K G_{3}\left(w_{3}^{\prime \prime}+\phi_{3}^{\prime}\right)=-\chi\left(w_{3}-w_{2}\right)\left(\frac{1}{2}-\frac{1}{\pi} \arctan \frac{w_{3}-w_{2}}{\epsilon}\right) \text { in } x \in[\alpha, \beta],  \tag{58}\\
& -C_{3} \ddot{\phi}_{3}+\left(A_{3} \phi_{3}^{\prime \prime}-K G_{3} w_{3} \%^{\prime}\right)=K G_{3} \phi_{3} \quad \text { in } x \in[\alpha, \beta],  \tag{59}\\
& 0=w_{2}-w_{0} \quad \text { in } \quad x \in[\alpha, \beta], \tag{60}
\end{align*}
$$

$$
\begin{array}{lll}
0=w_{2}-w_{1} & \text { in } & x \in[\alpha, \beta], \\
0=w_{2}-w_{4} & \text { in } & x \in[\alpha, \beta], \\
0=\phi_{2}-\phi_{0} & \text { in } & x \in[\alpha, \beta], \\
0=\phi_{2}-\phi_{1} & \text { in } & x \in[\alpha, \beta], \\
0=\phi_{2}-\phi_{4} & \text { in } & x \in[\alpha, \beta] . \tag{65}
\end{array}
$$

For Zone 3 (Subdomain 4) i.e. in the interval $x \in[\beta, L]$ :

$$
\begin{gather*}
-B_{4} \ddot{w}_{4}+K G_{4}\left(w_{4}^{\prime \prime}+\phi_{4}^{\prime}\right)=0 \quad \text { in } \quad x \in[\beta, L],  \tag{66}\\
-C_{4} \ddot{\phi}_{4}+\left(A_{4} \phi_{4}^{\prime \prime}-K G_{4} w_{4}^{\prime}\right)=K G_{4} \phi_{4} \quad \text { in } \quad x \in[\beta, L],  \tag{67}\\
0=w_{4}-w_{0} \quad \text { in } x \in[\beta, L],  \tag{68}\\
0=w_{4}-w_{1}  \tag{69}\\
\text { in } x \in[\beta, L],  \tag{70}\\
0=w_{4}-w_{2}  \tag{71}\\
\text { in } x \in[\beta, L],  \tag{72}\\
0=w_{4}-w_{3}  \tag{73}\\
\text { in } x \in[\beta, L],  \tag{74}\\
0=\phi_{4}-\phi_{0}  \tag{75}\\
\text { in } x \in[\beta, L], \\
0=\phi_{4}-\phi_{1} \\
\text { in } x \in[\beta, L], \\
0=\phi_{4}-\phi_{2} \\
0=\phi_{4}-\phi_{3} \\
\text { in } x \in[\beta, L], \\
0, L],
\end{gather*}
$$

Boundary conditions:
Boundary 1, i.e. $x=0$ :

$$
\begin{align*}
& w_{0}=0 \quad \text { at } \quad x=0 \quad(\text { essential BC }),  \tag{76}\\
& \phi_{0}=0 \quad \text { at } \quad x=0 \quad(\text { essential BC }), \tag{77}
\end{align*}
$$

Boundary 2, i.e. $x=a$ :

$$
\begin{gather*}
w_{0}-w_{1}=0 \quad \text { at } \quad x=a \quad(\text { essential BC) },  \tag{78}\\
\phi_{0}-\phi_{1}=0 \quad \text { at } \quad x=a \quad \text { (essential BC), }  \tag{79}\\
K G_{0}\left(w_{0}^{\prime}+\phi_{0}\right)=-\widehat{\lambda}_{1} \quad \text { at } \quad x=a \quad \text { (natural BC), }  \tag{80}\\
K G_{1}\left(w_{1}^{\prime}+\phi_{1}\right)=-\widehat{\lambda}_{1} \quad \text { at } \quad x=a \quad \text { (natural BC), }  \tag{81}\\
A_{0} \phi_{0}^{\prime}-I_{p} V_{0} \sin (\Omega t)=-\widehat{\lambda}_{2} \quad \text { at } \quad x=a \quad \text { (natural BC), }  \tag{82}\\
A_{1} \phi_{1}^{\prime}=-\widehat{\lambda}_{2} \quad \text { at } \quad x=a \quad \text { (natural BC), } \tag{83}
\end{gather*}
$$

Boundary 3, i.e. $x=\alpha$ :

$$
\begin{array}{llll}
w_{1}-w_{2}=0 & \text { at } & x=\alpha & (\text { essential BC) } \\
w_{1}-w_{3}=0 & \text { at } & x=\alpha & (\text { essential BC }) \\
\phi_{1}-\phi_{2}=0 & \text { at } & x=\alpha & (\text { essential BC }) \\
\phi_{1}-\phi_{3}=0 & \text { at } & x=\alpha & (\text { essential BC }), \tag{87}
\end{array}
$$

$$
\begin{gather*}
\left.K G_{1}\left(\phi_{1}+w_{1}^{\prime}\right)=-\widetilde{\lambda}_{1}-\widetilde{\lambda}_{2} \quad \text { at } \quad x=\alpha \quad \text { (natural } \mathrm{BC}\right)  \tag{88}\\
\left.K G_{2}\left(\phi_{2}+w_{2}^{\prime}\right)=-\widetilde{\lambda}_{1} \quad \text { at } \quad x=\alpha \quad \text { (natural } \mathrm{BC}\right)  \tag{89}\\
\left.K G_{3}\left(\phi_{3}+w_{3}^{\prime}\right)=-\widetilde{\lambda}_{2} \quad \text { at } \quad x=\alpha \quad \text { (natural } \mathrm{BC}\right)  \tag{90}\\
A_{1} \phi_{1}^{\prime}=-\widetilde{\lambda}_{3}-\widetilde{\lambda}_{4} \quad \text { at } \quad x=\alpha \quad \text { (natural BC) }  \tag{91}\\
A_{2} \phi_{2}^{\prime}=-\widetilde{\lambda}_{3} \quad \text { at } \quad x=\alpha \quad \text { (natural BC) }  \tag{92}\\
\left.A_{3} \phi_{3}^{\prime}=-\widetilde{\lambda}_{4} \quad \text { at } \quad x=\alpha \quad \text { (natural } \mathrm{BC}\right) \tag{93}
\end{gather*}
$$

Boundary 4, i.e. $x=\beta$ :

$$
\begin{align*}
& w_{2}-w_{4}=0 \quad \text { at } \quad x=\beta \quad(\text { essential BC), }  \tag{94}\\
& w_{3}-w_{4}=0 \quad \text { at } \quad x=\beta \quad(\text { essential } \mathrm{BC}),  \tag{95}\\
& \phi_{2}-\phi_{4}=0 \quad \text { at } \quad x=\beta \quad(\text { essential BC), }  \tag{96}\\
& \phi_{3}-\phi_{4}=0 \quad \text { at } \quad x=\beta \quad(\text { essential BC) },  \tag{97}\\
& K G_{4}\left(\phi_{4}+w_{4}^{\prime}\right)=-\bar{\lambda}_{1}-\bar{\lambda}_{2} \quad \text { at } \quad x=\beta \quad \text { (natural BC), }  \tag{98}\\
& K G_{2}\left(\phi_{2}+w_{2}^{\prime}\right)=-\bar{\lambda}_{1} \quad \text { at } \quad x=\beta \quad \text { (natural } \mathrm{BC} \text { ), }  \tag{99}\\
& K G_{3}\left(\phi_{3}+w_{3}^{\prime}\right)=-\bar{\lambda}_{2} \quad \text { at } \quad x=\beta \quad \text { (natural } \mathrm{BC} \text { ), }  \tag{100}\\
& A_{4} \phi_{4}^{\prime}=-\bar{\lambda}_{3}-\bar{\lambda}_{4} \quad \text { at } \quad x=\beta \quad \text { (natural } \mathrm{BC} \text { ), }  \tag{101}\\
& A_{2} \phi_{2}^{\prime}=-\bar{\lambda}_{3} \quad \text { at } \quad x=\beta \quad \text { (natural } \mathrm{BC} \text { ), }  \tag{102}\\
& A_{3} \phi_{3}^{\prime}=-\bar{\lambda}_{4} \quad \text { at } \quad x=\beta \quad \text { (natural BC), } \tag{103}
\end{align*}
$$

Boundary 5, i.e. $x=L$ :

$$
\begin{gather*}
\left.K G_{4}\left(\phi_{4}+w_{4}^{\prime}\right)=0 \quad \text { at } \quad x=L \quad \text { (natural } \mathrm{BC}\right)  \tag{104}\\
\left.A_{4} \phi_{4}^{\prime}=0 \quad \text { at } \quad x=L \quad \text { (natural } \mathrm{BC}\right) \tag{105}
\end{gather*}
$$

In the FEMLAB terminology, natural boundary conditions are called the Neumann boundary conditions, essential boundary conditions are called the Dirichlet boundary conditions, and the mixed boundary conditions (both essential and natural conditions at the same boundary) are called the Dirichlet boundary conditions also. With the use of this terminology, the boundary conditions (76)-(103) at boundaries $x=0, x=a$, $x=\alpha$ and $x=\beta$ are the Dirichlet boundary conditions, and the boundary conditions (104) and (105) at the boundary $x=L$ are the Neumann boundary conditions.

### 3.1 Standard form of representation of equations in FEMLAB for one-dimensional problems

In FEMLAB, in case of N unknown functions $u_{k}(x, t)(k=1,2, \ldots, N)$ of one special coordinate $x$ and time $t$, the partial differential equations of the second order and the boundary conditions are written in the following form (summation over repeated indices is implied).

Partial differential equations:

$$
\begin{equation*}
M_{m k} \ddot{u}_{k}+\Gamma_{m}^{\prime}=F_{m} \quad(k, m=1, \ldots, N) \quad \text { in subdomains of } x \tag{106}
\end{equation*}
$$

Neumann boundary conditions at external boundaries:

$$
\begin{equation*}
n_{x} \Gamma_{m}=-G_{m} \quad(\text { natural BC) } \tag{107}
\end{equation*}
$$

Dirichlet boundary conditions at external boundaries:

$$
\begin{equation*}
R_{m}=0 \quad(\text { essential } \mathrm{BC}), \tag{108a}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{x} \Gamma_{m}+\lambda_{n} \frac{\partial R_{n}}{\partial u_{m}}=-G_{m} \quad(\text { natural BC }), \tag{108b}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{m} & \equiv-c_{m k} u_{k}^{\prime}-\alpha_{m k} u_{k}+\gamma_{m}, \\
F_{m} & \equiv f_{m}-a_{m k} u_{k}, \\
G_{m} & \equiv g_{m}-q_{m k} u_{k},  \tag{109}\\
R_{m} & \equiv h_{m k} u_{k}-r_{m},
\end{align*}
$$

and coefficients $c_{m k}, \alpha_{m k}, \gamma_{m}, f_{m}, a_{m k}, g_{m}, q_{m k}, h_{m k}, r_{m}$ are, generally, some known functions of the coordinate $x$ and time $t$. Of course, these coefficients can be functions of coordinates only, time only, or constants. The quantity $n_{x}$ is an $x$-component of the subdomain's boundary's outward unit normal vector. In case of one-dimensional problems, as the one considered here, $n_{x}=1$ at right edges of subdomains, and $n_{x}=-1$ at left edges of subdomains, if the $x$-axis is directed from left to right, as in Figure 2.1.

If boundary conditions are specified at internal boundaries, i.e. at the boundaries between two adjacent subdomains (e.g. Subdomain 1 and Subdomain 2), then the Neumann boundary conditions take the form

$$
\begin{equation*}
\underbrace{n_{x}^{(1)}}_{1} \Gamma_{m}^{(1)}+\underbrace{n_{x}^{(2)}}_{-1} \Gamma_{m}^{(2)}=-G_{m} \quad \text { (natural BC), } \tag{110}
\end{equation*}
$$

and the Dirichlet boundary conditions take the form

$$
R_{m}=0 \quad \text { (essential BC) }
$$

and

$$
\begin{equation*}
\underbrace{n_{x}^{(1)}}_{1} \Gamma_{m}^{(1)}+\underbrace{n_{x}^{(2)}}_{-1} \Gamma_{m}^{(2)}+\frac{\partial R_{k}}{\partial u_{m}} \lambda_{k}=-G_{m} \quad \text { (natural BC) } \tag{111}
\end{equation*}
$$

Either the Neumann or Dirichlet boundary conditions must be chosen at each boundary. If only natural boundary conditions are specified on a boundary of a subdomain, then such boundary conditions have the form of Neumann boundary conditions. If both essential and natural boundary conditions are specified at a boundary, then such boundary conditions have the form of Dirichlet boundary conditions.

Equations (106)-(108) can be written in matrix form as follows.
Partial differential equations:

$$
\begin{equation*}
\underset{(N \times N)}{[M]} \frac{\partial^{2}}{\partial t^{2}} \underset{(N \times 1)}{\{u\}}+\frac{\partial}{\partial x} \underset{(N \times 1)}{\{\Gamma\}}=\underset{(N \times 1)}{\{F\}}, \tag{112}
\end{equation*}
$$

Neumann boundary conditions:

$$
\begin{equation*}
n_{x} \underset{(N \times 1)}{\{\Gamma\}}=-\underset{(N \times 1)}{\{G\}}, \tag{113}
\end{equation*}
$$

Dirichlet boundary conditions:

$$
\begin{equation*}
\underset{(N \times 1)}{\{R\}}=\underset{(N \times 1)}{\{0\}} \tag{114a}
\end{equation*}
$$

and

$$
n_{x}\left\{\begin{array}{c}
\Gamma_{1}  \tag{114b}\\
\Gamma_{2} \\
\vdots \\
\Gamma_{N}
\end{array}\right\}+\left[\begin{array}{cccc}
\frac{\partial R_{1}}{\partial u_{1}} & \frac{\partial R_{2}}{\partial u_{1}} & \ldots & \frac{\partial R_{N}}{\partial u_{1}} \\
\frac{\partial R_{1}}{\partial u_{2}} & \frac{\partial R_{2}}{\partial u_{2}} & \ldots & \frac{\partial R_{N}}{\partial u_{2}} \\
\ldots \cdots & \cdots \cdots & \ldots & \cdots \cdots \cdots \\
\frac{\partial R_{1}}{\partial u_{N}} & \frac{\partial R_{2}}{\partial u_{N}} & \ldots & \frac{\partial R_{N}}{\partial u_{N}}
\end{array}\right]\left\{\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\vdots \\
\lambda_{N}
\end{array}\right\}=-\left\{\begin{array}{c}
G_{1} \\
G_{2} \\
\vdots \\
G_{N}
\end{array}\right\} .
$$

Similarly, the boundary conditions (110) and (111) at an internal boundary, being written in the matrix form, are
Neumann boundary conditions:

$$
\begin{equation*}
\underset{(N \times 1)}{\{\Gamma\}^{(1)}}-\underset{(N \times 1)}{\{\Gamma\}^{(2)}}=-\underset{(N \times 1)}{\{G\}}, \tag{115}
\end{equation*}
$$

Dirichlet boundary conditions:

$$
\begin{equation*}
\underset{(N \times 1)}{\{R\}}=\underset{(N \times 1)}{\{0\}}, \tag{116a}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{(N \times 1)}{\{\Gamma\}}{ }^{(1)}-\underset{(N \times 1)}{\{\Gamma\}^{(2)}}+\left[\frac{\partial R_{m}}{\partial u_{k}}\right]^{\mathrm{T}} \underset{(N \times 1)}{\{\lambda\}}=-\underset{(N \times 1)}{\{G\}} . \tag{116b}
\end{equation*}
$$

### 3.2 Subdomain and boundary settings of the problem

To comply with the FEMLAB's requirements for notations, the following alternative notations are introduced for the unknown functions of the present problem:

$$
\underset{(10 \times 1)}{\{u\}} \equiv\left\{\begin{array}{c}
u_{1}  \tag{117}\\
u_{2} \\
u_{3} \\
u_{4} \\
u_{5} \\
u_{6} \\
u_{7} \\
u_{8} \\
u_{9} \\
u_{10}
\end{array}\right\} \equiv\left\{\begin{array}{c}
w 0 \\
p 0 \\
w 1 \\
p 1 \\
w 2 \\
p 2 \\
w 3 \\
p 3 \\
w 4 \\
p 4
\end{array}\right\} \equiv\left\{\begin{array}{c}
w_{0} \\
\phi_{0} \\
w_{1} \\
\phi_{1} \\
w_{2} \\
\phi_{2} \\
w_{3} \\
\phi_{3} \\
w_{4} \\
\phi_{4}
\end{array}\right\},
$$

for the spatial derivatives of the unknown functions:

$$
\begin{equation*}
w 0 x \equiv w_{0}^{\prime}, \quad p 0 x \equiv \phi_{0}^{\prime}, \quad \ldots \tag{118}
\end{equation*}
$$

for the constants and for matrix $[M]$ in equation (112):

$$
\begin{equation*}
A 0 \equiv A_{0}, \quad B 0 \equiv B_{0}, \quad \ldots, \quad \text { Omega } \equiv \Omega, \quad\left[d_{a}\right] \equiv[M] \tag{119}
\end{equation*}
$$

and all kinds of notations will be used interchangeably in the subsequent text.
Partial differential equations (36)-(45) for Zone 0 (Subdomain 1), i.e. for $x \in[0, a]$ can be written in matrix form as

$$
\begin{equation*}
\underset{(10 \times 10)}{[M]^{(1)}} \frac{\partial^{2}}{\partial t^{2}} \underset{(10 \times 1)}{\{u\}_{1}}+\frac{\partial}{\partial x} \underset{(10 \times 1)}{\{\Gamma\}^{(1)}}=\underset{(10 \times 1)}{\{F\}^{(1)}} \tag{120a}
\end{equation*}
$$

where

$$
\begin{align*}
& {[M]^{(1)}=\left[\begin{array}{cccccccccc}
-B 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -C 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],}  \tag{120b}\\
& \{\Gamma\}^{(1)}=\left\{\begin{array}{c}
K * G 0 *(w 0 x+p 0) \\
A 0 * p 0 x-K * G 0 * w 0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right\}, \quad\{F\}^{(1)}=\left\{\begin{array}{c}
0 \\
K * G 0 * p 0 \\
w 0-w 1 \\
w 0-w 2 \\
w 0-w 3 \\
w 0-w 4 \\
p 0-p 1 \\
p 0-p 2 \\
p 0-p 3 \\
p 0-p 4
\end{array}\right\} . \tag{120c}
\end{align*}
$$

Similarly, one can write partial differential equations for other zones in the FEMLAB standard form:
Partial differential equations (46) - (55) for Zone 1 (Subdomain 2), i.e. for $x \in[a, \alpha]$ :

$$
\begin{equation*}
\underset{(10 \times 10)}{[M]^{(2)}} \frac{\partial^{2}}{\partial t^{2}} \underset{(10 \times 1)}{\{u\}_{1}}+\frac{\partial}{\partial x} \underset{(10 \times 1)}{\{\Gamma\}^{(2)}}=\underset{(10 \times 1)}{\{F\}^{(2)}} \tag{121}
\end{equation*}
$$

Partial differential equations (56) - (65) for Zone 2 (Subdomain 3), i.e. for $x \in[\alpha, \beta]$ :

$$
\begin{equation*}
\underset{(10 \times 10)}{[M]}{ }^{(3)} \frac{\partial^{2}}{\partial t^{2}} \underset{(10 \times 1)}{\{u\}_{1}}+\frac{\partial}{\partial x} \underset{(10 \times 1)}{\{\Gamma\}^{(3)}}=\underset{(10 \times 1)}{\{F\}^{(3)}} \tag{122}
\end{equation*}
$$

Partial differential equations (66) - (75) for Zone 3 (Subdomain 4), i.e. for $x \in[\beta, L]$ :

$$
\begin{equation*}
\underset{(10 \times 10)}{[M]}{ }^{(4)} \frac{\partial^{2}}{\partial t^{2}} \underset{(10 \times 1)}{\{u\}}+\frac{\partial}{\partial x} \underset{(10 \times 1)}{\{\Gamma\}^{(4)}}=\underset{(10 \times 1)}{\{F\}^{(4)}} \tag{123}
\end{equation*}
$$

Matrices, which enter into equations (121)-(123) are not written here explicitly for brevity.

The Dirichlet boundary conditions (76) - (77) at Boundary 1, i.e. at $x=0$, written in FEMLAB standard form, are:

$$
\begin{equation*}
\underset{(10 \times 1)}{\{R\}^{(1)}}=\underset{(10 \times 1)}{\{0\}} \quad \text { and } \quad-\underset{(10 \times 1)}{\{\Gamma\}^{(1)}}+\underset{(10 \times 10)}{\left.\left[\frac{\partial R_{m}^{(1)}}{\partial u_{k}}\right]_{(10 \times 1)}^{\mathrm{T}} \underset{(10 \times 1)}{\{\lambda}\right\}^{\{G\}^{(1)}}, ~} \tag{124a}
\end{equation*}
$$

where the column-matrix $\{\Gamma\}^{(1)}$ is defined by formula (120c),

$$
\begin{align*}
& \underset{(10 \times 1)}{\{R\}^{(1)}} \equiv\left\lfloor\begin{array}{llllllllll}
w 0 & p 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right\rfloor^{\mathrm{T}},  \tag{124b}\\
& \underset{(10 \times 1)}{\{G\}^{(1)}}=\underset{(10 \times 1)}{\{0\}} \tag{124c}
\end{align*}
$$

and

$$
\underbrace{\left[\frac{\partial R_{m}^{(1)}}{\partial u_{k}}\right]^{\mathrm{T}}}_{(10 \times 10)}=\left[\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{124d}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],
$$

but the matrix $\left[\frac{\partial R_{m}^{(1)}}{\partial u_{k}}\right]^{\mathrm{T}}$ need not be defined by a user of FEMLAB.
Similarly, one can write boundary conditions for all other external and internal boundaries in the FEMLAB standard form.

The Dirichlet boundary conditions (78) - (83) at an internal Boundary 2, i.e. at $x=a$ :

$$
\begin{equation*}
\left.\underset{(10 \times 1)}{\{R\}^{(2)}}=\underset{(10 \times 1)}{\{0\}} \quad \text { and } \quad \underset{(10 \times 1)}{\{\Gamma\}^{(1)}}-\underset{(10 \times 1)}{\{\Gamma\}^{(2)}}+\left[\frac{\partial R_{m}^{(2)}}{\partial u_{k}}\right]^{\mathrm{T}} \underset{(10 \times 10)^{\mathrm{T}}}{\{\widehat{\lambda}\}}\right\}=-\underset{(10 \times 1)}{\{G\}^{(2)}} . \tag{125}
\end{equation*}
$$

The Dirichlet boundary conditions (84)-(93) at an internal Boundary 3, i.e. at $x=\alpha$ :

The Dirichlet boundary conditions (94) -(103) at an internal Boundary 4, i.e. at $x=\beta$ :

$$
\begin{equation*}
\underset{(10 \times 1)}{\{R\}^{(4)}}=\underset{(10 \times 1)}{\{0\}} \quad \text { and } \underset{(10 \times 1)}{\{\Gamma\}^{(3)}}-\underset{(10 \times 1)}{\{\Gamma\}^{(4)}}+\left[\frac{\partial R_{m}^{(4)}}{\partial u_{k}}\right]_{(10 \times 10)}^{\mathrm{T}} \underset{(10 \times 1)}{\{\bar{\lambda}\}}=-\underset{(10 \times 1)}{\{G\}^{(4)}} \tag{127}
\end{equation*}
$$

The Neumann boundary conditions (104) and (105) at an external Boundary 5, i.e. at $x=L$, written in FEMLAB standard form, are

$$
\begin{equation*}
\underset{(N \times 1)}{\{\Gamma\}^{(4)}}=-\underset{(N \times 1)}{\{G\}^{(5)},} \tag{128}
\end{equation*}
$$

Matrices, which enter into equations (125)-(128), are not written here explicitly for brevity.

## 4 Solution of Example Problems

As an example problem, a clamped-free wooden beam with the following characteristics (Figure 2.1) is considered: length $L=20 \times 10^{-2} m$, width $b=2.76 \times 10^{-2} m$, thickness $h=0.99 \times 10^{-2} \mathrm{~m}$, wood density $\rho^{(0)}=418.02 \frac{\mathrm{~kg}}{\mathrm{~m}^{3}}$, Young's modulus of the wood in the direction of fibbers $E_{1}^{(0)}=1.0897 \times 10^{10} \frac{N}{m^{2}}$. The piezoelectric actuator is QP10W (Active Control Experts). Thickness of the actuator is $\tau=3.81 \times 10^{-4} \mathrm{~m}$, its length is $a=5.08 \times 10^{-2} \mathrm{~m}$, the piezoelectric constant in the range of applied voltage (from 0 to 200 V ) is $\bar{d}_{31} \approx-1.05 \times 10^{-9} \frac{m}{V}$, the Young's modulus of the actuator with its packaging is $E_{1}^{(p)}=2.57 \times 10^{10} \frac{\mathrm{~N}}{\mathrm{~m}^{2}}$, mass density of the actuator with its packaging is $\rho^{(p)}=6151.1 \frac{\mathrm{~kg}}{\mathrm{~m}^{3}}$. The voltage $V(t)$, applied to the piezoelectric actuator, is distributed uniformly along the length of the actuator and varies with time as

$$
V(t)=V_{a} \sin (\Omega t),
$$

where $V_{a}=200 V, \Omega=600 \frac{1}{s}$. The wooden beam is cut along its fibbers, so that the angle $\theta$ in the formula (6) is equal to zero, and, therefore, the elastic compliance coefficient $\bar{S}_{11}$ for the wood is equal to $\bar{S}_{11}^{(0)}=\frac{1}{E_{1}^{(0)}}=9.1768 \times 10^{-11} \frac{\mathrm{~m}^{2}}{\mathrm{~N}}$. For the piezoelectric actuator, the material coordinate system coincides with the problem coordinate system, so that the elastic compliance coefficient $\bar{S}_{11}$ for the material of the piezo-actuator is $\bar{S}_{11}^{(p)}=\frac{1}{E_{1}^{(p)}}=3.8911 \times 10^{-11} \frac{m^{2}}{N}$. Coordinates of the crack tips are: $\alpha=10 \times 10^{-2} \mathrm{~m}$, $\beta=15 \times 10^{-2} m, \gamma=0.66 \times 10^{-2}-\frac{h}{2}=1.65 \times 10^{-3} m$. Then the constants, entering into the variational formulation and the differential equations of the problem, have the following values in SI units [9]: $A_{0}=31.463, B_{0}=0.1789, C_{0}=2.6429 \times 10^{-6}, G_{0}=$ $1.29910 \times 10^{6}, A_{1}=24.319, B_{1}=0.11422, C_{1}=9.3289 \times 10^{-7}, G_{1}=1.190999 \times 10^{6}$, $A_{2}=12.61, B_{2}=7.6147 \times 10^{-2}, C_{2}=4.8372 \times 10^{-7}, G_{2}=7.93999 \times 10^{5}, A_{3}=11.709$, $B_{3}=3.8073 \times 10^{-2}, C_{3}=4.4917 \times 10^{-7}, \quad G_{3}=3.969995 \times 10^{5}, A_{4}=24.319$, $B_{4}=0.11422, C_{4}=9.3289 \times 10^{-7}, G_{4}=1.190999 \times 10^{6}, I_{p}=-3.8285 \times 10^{-3}$, $a=5.08 \times 10^{-2}, V_{a}=200, \Omega=600, \alpha=10 \times 10^{-2}, \beta=15 \times 10^{-2}, \gamma=1.65 \times 10^{-3}$, $b=2.76 \times 10^{-2}, h=0.99 \times 10^{-2}$. The small constant $\epsilon$ and the large constant $\chi$ in equations (5) and (6) are chosen to be $\epsilon=1 \times 10^{-3}$ and $\chi=1 \times 10^{6}$. The shear correction factor $K$ in expressions for strain energy is set to $K=\frac{5}{6}$.

### 4.1 Time-domain response to dynamic excitation

A system of ordinary differential equations of a global (assembled) semi-discrete finite element model has the form

$$
\begin{equation*}
[M]\{\ddot{\Theta}\}+[K]\{\Theta\}+\{R\}_{\text {nonlin }}=\{F\} . \tag{129}
\end{equation*}
$$



Figure 4.1. Transverse displacement of free end of delaminated beam (solid line) and undelaminated beam (dashed line). Coordinates of the crack tips of the delaminated beam are $\alpha=0,1 \mathrm{~m}, \beta=0,15 \mathrm{~m}, \gamma=1,65 \times 10^{-3} \mathrm{~m}$.

In the last equation, $\{R\}_{\text {nonlin }}$ is a column-matrix, which contains components that depend nonlinearly on the unknown nodal parameters $\Theta_{i}$. Transverse displacements as functions of time at free ends of delaminated and undelaminated beams, obtained by solving equations (129), are shown in graphs of Figure 4.1 These graphs are noticeably different. Numerical experiments show that this difference is mainly due to the mutual impact of the crack faces during the vibration.

So, taking account of nonlinearity of the forced response of the delaminated beam due to the contact interaction of the crack faces can be important for model-aided detection of cracks in composite beams.
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#### Abstract

Lie series solutions of smooth dynamical systems are adapted for the classof periodic motions by invoking the temporal mode shapes of the classicimpact oscillator.
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Despite the fact that perfectly periodic motions never indeed happen, the class of periodic solutions of the differential equations of motion appears to be very important even when dealing with the chaotic dynamics [1]. Typical problem formulations and practical reasons for considering the periodic solutions can be also found in reference [2].

Let us consider a multiple degrees of freedom dynamical system described by the differential equations of motion with respect to the coordinate and velocity vectors

$$
\begin{align*}
\dot{x} & =v, \\
\dot{v} & =-f(x, v, t),  \tag{1}\\
\dot{t} & =1,
\end{align*}
$$

where the vector-function $f$ is assumed to have as many derivatives as needed in a physically reasonable domain of the variables. Then, the dynamics of system (1) can be locally described by the Lie series [3]

$$
\begin{gather*}
x=\exp \left[\left(t-t_{0}\right) G\right] x_{0} \equiv\left[1+\left(t-t_{0}\right) G+\frac{1}{2!}\left(t-t_{0}\right)^{2} G^{2}+\ldots\right] x_{0},  \tag{2}\\
G=v_{0} \cdot \frac{\partial}{\partial x_{0}}-f\left(x_{0}, v_{0}, t_{0}\right) \cdot \frac{\partial}{\partial v_{0}}+\frac{\partial}{\partial t_{0}} \tag{3}
\end{gather*}
$$

[^7]where $G$ is Lie operator associated with system (1), and $\left\{x_{0}, v_{0}, t_{0}\right\}$ is some initial point in the system' phase space.

Series (2) is simply Taylor series whose coefficients are calculated by enforcing equations (1). Unfortunately, this general idea is still of little use for oscillatory processes probably due to locality of expansion (2). In other words, even entire expansion (2) does not explicitly reveal such global characteristics of oscillations as their amplitude and period. Moreover, the corresponding truncated series produce increasingly growing errors as the time $t$ runs away from the selected initial point $t_{0}$. In order to overcome these disadvantages, it is suggested to adapt the Lie series solution for the class of periodic motions as follows.

Theorem 1 Assume that system (1) admits a periodic solution $x(t)$ of the period $T=4 a$ so that $x(t+4 a)=x(t)$ for any $t$, and some point $\left\{x_{0}, v_{0}, t_{0}\right\}$ belongs to this solution. Then such a solution can be expressed in the form

$$
\begin{equation*}
x=\exp (a G)\{\cosh [a(\tau-1) G]+e \sinh [a(\tau-1) G]\} x_{0}, \tag{4}
\end{equation*}
$$

where $\tau$ and e are triangular sine and rectangular cosine, whose periods are normalized to four and amplitudes are normalized to unity as

$$
\begin{equation*}
\tau(\varphi)=(2 / \pi) \arcsin \sin (\pi \varphi / 2) \tag{5}
\end{equation*}
$$

and,

$$
\begin{equation*}
e(\varphi)=\operatorname{sgn} \cos (\pi \varphi / 2) \tag{6}
\end{equation*}
$$

respectively, and $\varphi=\left(t-t_{0}\right) / a$ is a re-scaled time. If, in addition, the solution is odd with respect to one half of the period, $x(t+2 a)=-x(t)$, then expression (4) simplifies to

$$
\begin{align*}
x & =[\sinh (a \tau G)+e \cosh (a \tau G)] x_{0} \\
& \equiv\left[a \tau G+\frac{1}{3!}(a \tau G)^{3}+\cdots\right] x_{0}+e\left[1+\frac{1}{2!}(a \tau G)^{2}+\cdots\right] x_{0} \tag{7}
\end{align*}
$$

Proof of expression (4) is obtained by substituting the identity [4]

$$
\begin{equation*}
\varphi=1+[\tau(\varphi)-1] e(\varphi) \quad(-1<\varphi<3) \tag{8}
\end{equation*}
$$

in (2) and taking into account that

$$
\begin{equation*}
e^{2}=1 \tag{9}
\end{equation*}
$$

at almost every time instance ${ }^{1}$. In order to prove the particular case (7), one should keep in mind that $\exp (2 a G) x_{0}=x\left(t_{0}+2 a\right)=-x_{0}$, as it follows from (2), and the oddness condition assumed.

Note that $\tau$ and $e$ are indeed quite simple piece-wise linear functions; the above analytical expressions (5) and (6) just define them in the unit-form which enables one to avoid conditioning of computation in the original temporal scale, $t_{0} \leq t<\infty$. This possibility becomes essential when the dynamics includes some evolutionary component.

Physical meaning of relationship (8) is that, during the whole period, the time variable $\varphi$ is expressed through the coordinate $\tau$ and velocity e of a classic particle freely oscillating

[^8]between the two absolutely stiff barriers with no energy loss. Due to (9), this relationship possesses the algebraic structure of "hyperbolic complex numbers" as revealed by (4).

Let us outline possible applications of expressions (4) and (7). For the sake of simplicity, consider the particular case (7). Of course, formal expression (7) does not guarantee the existence of periodic solutions. In case some periodic solution does exist, one should be able to find the corresponding vectors $x_{0}$ and $v_{0}$ from appropriate conditions. In autonomous case, the scalar parameter, $a$, is also unknown and must be determined.

The related conditions are formulated as a requirement of smoothness of expression (7), which is generally non-smooth or even discontinuous due to the presence of nonsmooth and discontinuous functions $\tau$ and $e$, respectively. The "smoothing" relations are obtained by eliminating the step-wise discontinuities of the coordinate and velocity vectors imposing the constraints

$$
\begin{align*}
\cosh (a G) x_{0} & =0 \\
\cosh (a G) v_{0} & =0 \tag{10}
\end{align*}
$$

In autonomous case, algebraic equations (10) represent a nonlinear eigenvalue problem, where $a$ is an eigenvalue, and $\left\{x_{0}, v_{0}\right\}$ is a combined (state) eigenvector.

By narrowing the class of periodic motions to those on which the system passes its trajectory twice in the configurations space during the same period, one obtains a subclass of normal mode motions. For more physically meaningful definitions and discussions, see reference [5]. Let us formulate the corresponding problem based on the periodic Lie series solutions.

Consider the vibrating system

$$
\begin{equation*}
\ddot{x}+f(x)=0, \quad x \in R^{n}, \tag{11}
\end{equation*}
$$

where $f(-x)=-f(x)$, and the initial conditions are $\left.x\right|_{t=0}=x_{0}=0$ and $\left.\dot{x}\right|_{t=0}=v_{0}$.
The normal mode solutions of system (11) are obtained as a particular case of (7) and (10)

$$
\begin{align*}
x= & \left.\sinh (a \tau G) x_{0}\right|_{x_{0}=0},  \tag{12}\\
& \left.\cosh (a G) v_{0}\right|_{x_{0}=0}, \tag{13}
\end{align*}
$$

where the initial vector $x_{0}=0$ is substituted into the expressions only after all degrees of the differential operator

$$
G=v_{0} \cdot \frac{\partial}{\partial x_{0}}-f\left(x_{0}\right) \cdot \frac{\partial}{\partial v_{0}}
$$

have been applied.
Relationship (12) can be interpreted as a parametric equation of normal mode trajectories of the system with the parameter interval $-1 \leq \tau \leq 1$.

Let us illustrate relationships (12) and (13) based on the linear system so that the result could be compared with the well known conventional solution.

Example 1 Suppose that $f(x)=K x$, where $K$ is positively defined symmetric $n \times n$ matrix with eigen-system $\left\{v_{0}, \omega^{2}\right\}$ so that $K v_{0}=\omega^{2} v_{0}$. In this case, by applying the operator $G$ twice, one obtains that $v_{0}$ is also an eigenvector of the operator $G^{2}$, namely,
$G^{2} v_{0}=-\omega^{2} v_{0}$. Then, keeping in mind the power series form of expressions (12) and (13) as those in (7) and sequentially applying the operator $G^{2}$, gives $x=\left(v_{0} / \omega\right) \sin (a \omega \tau)$ and $\cos (a \omega \tau)=0$, respectively. Notably, the last equation shows that there exist an infinite number of roots $\{a\}$ related to the same eigenfrequency $\omega$ ! However, it is easily to find that all the roots produce the same solution in terms of the original time $t$. The minimal quarter of the period is $a=\pi /(2 \omega)$, therefore $x=\left(v_{0} / \omega\right) \sin (\pi \tau / 2)$, and $\tau=(2 / \pi) \arcsin \sin \omega t$.

Nonlinear cases and the related problems dealing with truncated expansions of (13) will be further discussed in a full-length paper.
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#### Abstract

This paper addresses the dynamics of a SHARON bioreactor for ammonium removal from concentrated wastewater streams. It is shown that multiple equilibrium points occur for a simplified reactor model. Conditions are determined for which the system possesses multiple equilibrium points and the corresponding phase portraits are analysed. In case the reactor model possesses two locally asymptotically stable equilibrium points, the stability boundary, that separates their attraction regions, is visualized. Subsequently, it is examined how small parameter changes affect the number of equilibrium points and the corresponding phase portraits. The analytically obtained results are illustrated by means of simulations.
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## 1 Introduction

Throughout the years, biological nitrogen removal from wastewater has proven its effectiveness and has been adopted widely in favour of the more expensive physicochemical processes. Typically, biological nitrogen removal is performed through nitrification of ammonium (i.e. the main form in which nitrogen is present in wastewater) via nitrite to nitrate, followed by denitrification of nitrate to nitrogen gas.

Several novel nitrogen removal processes have been developed, among which the SHARON process (single reactor system for high activity ammonia removal over nitrite),

[^9]that is ideally suited to remove nitrogen from wastewater streams with high ammonium concentration [5].

The SHARON reactor is operated as a continuously stirred tank reactor (CSTR) without biomass retention. At the prevailing pH (about 7) and high temperature (30$40^{\circ} \mathrm{C}$ ), ammonium oxidizers grow faster than nitrite oxidizers. For this reason, it is possible to establish ammonium oxidation to nitrite only and prevent further oxidation of nitrite to nitrate by setting an appropriate dilution rate. In this way, substantial savings in aeration costs are realized, in comparison with oxidation of ammonium to nitrate. Additional savings can be made when the SHARON reactor is coupled with an Anammox process, in which an almost equimolar mixture of ammonium and nitrite is converted to nitrogen gas [9].

In this paper, the dynamics of the SHARON reactor model with inhibition kinetics is analysed. Starting from a simplified model, conditions under which the reactor exhibits multiple equilibrium points are identified and their importance is discussed from a technological point of view. The global convergence properties of the set of the equilibrium points is discussed and phase trajectories are drawn for the different cases distinguished. In case multiple stable equilibrium points occur at the same time, their stability boundary is visualized by means of a trajectory reversing technique. In order to examine the effect of varying parameter values on the number of equilibrium points, an extended model is considered, that is obtained by small modifications of the simplified model. The equilibrium points are calculated analytically and phase trajectories are drawn to verify the results.

## 2 The SHARON Reactor Model

For a wide class of biotechnological reaction systems in which $n$ components are involved in $m$ reactions $(n>m)$, the state equations can be written in the general form [1]

$$
\begin{equation*}
\dot{\xi}=C \rho(\xi)-D \xi+F . \tag{1}
\end{equation*}
$$

The state $\xi$, of dimension $n$, is the vector of reactor concentrations of the various components participating in the process. $F=\operatorname{col}\left(F_{i}\right), i=1, \ldots, n$, represents the supply rates, while $D$ is the dilution rate. $F$ and $D$ are assumed to remain constant and satisfy

$$
\begin{equation*}
F_{i} \geq 0, \quad i=1, \ldots, n, \quad D>0 \tag{2}
\end{equation*}
$$

For a CSTR with constant reactor volume, the supply rate can be written as $F=$ $D \xi_{i n}$, with $\xi_{i n}$ representing the vector of influent concentrations of the various process components.
$\rho(\xi)=\operatorname{col}\left(\rho_{j}(\xi)\right), j=1, \ldots, m$, is the reaction rate function. Let $\rho(\xi) \in \mathcal{C}^{1}$ (continuous with continuous partial derivatives w.r.t. the components of $\xi$ ). This condition ensures the existence and the uniqueness of the solutions of (1) for given initial conditions. For all values of the composition vector $\xi, \rho_{j}(\xi) \geq 0, j=1, \ldots, m$.
$C \in R^{n \times m}$, with $\operatorname{rank} C=m$, is the matrix of yield coefficients. Without loss of generality $C$ can be written as

$$
C=\left[\begin{array}{l}
C_{b}  \tag{3}\\
C_{a}
\end{array}\right]
$$

where $C_{a} \in R^{m \times m}$ is nonsingular.

It has been proven $[2,7]$ that under some fairly general assumptions, including the principle of mass conservation, the state variables of the system (1) cannot become negative and remain upper bounded for increasing time. Moreover the system (1) can be brought in a canonical form by the state transformation

$$
\begin{equation*}
x_{b} \triangleq A_{0} \xi_{a}+\xi_{b} \in R^{n-m}, \quad x_{a} \triangleq \xi_{a} \in R^{+^{m}} \tag{4}
\end{equation*}
$$

with $A_{0}=-C_{b} C_{a}^{-1}$. The canonical model consists of a linear part of dimension $(n-m)$ dynamically coupled with a nonlinear part of dimension $m$.

The SHARON reactor model considers two nitrification reactions $(m=2)$ : oxidation of ammonium to nitrite and consecutive oxidation of nitrite to nitrate. Four components $(n=4)$ are involved in the biochemical reactions: ammonium, nitrite, ammonium oxidizers and nitrite oxidizers. Ammonium and nitrite oxidations are described by their respective reaction rates

$$
\begin{equation*}
\rho_{1}(\xi)=a_{1} \cdot \frac{\xi_{1}}{b_{1}+\xi_{1}} \cdot \frac{c_{1}}{c_{1}+\xi_{2}} \cdot \xi_{3} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{2}(\xi)=a_{2} \cdot \frac{\xi_{2}}{b_{2}+\xi_{2}} \cdot \frac{\xi_{1}}{c_{2}+\xi_{1}} \cdot \frac{d_{2}}{d_{2}+\xi_{2}} \cdot \frac{e_{2}}{e_{2}+\xi_{1}} \cdot \xi_{4} \tag{6}
\end{equation*}
$$

in which $a_{1}, b_{1}, c_{1}, a_{2}, b_{2} c_{2}, d_{2}$ and $e_{2}$ are constant, at least for a SHARON reactor in which temperature and pH are controlled at a fixed level, as is assumed further. The model considers inhibition of ammonium oxidation by nitrite (with inhibition constant $c_{1}$ ), as well as inhibition of nitrite oxidation by ammonium and by nitrite (with inhibition constants $e_{2}$ and $d_{2}$ respectively). The matrix of yield coefficients has the form:

$$
C=\left[\begin{array}{rr}
-a & -b  \tag{7}\\
c & -d \\
1 & 0 \\
0 & 1
\end{array}\right]
$$

Assuming a constant reactor volume, under the state transformation (4), the canonical model of the SHARON reactor becomes:

$$
\begin{align*}
& \dot{x}_{b}=D\left(w_{b}-x_{b}\right),  \tag{8}\\
& \dot{x}_{a}=D\left(w_{a}-x_{a}\right)+C_{a} \rho(x), \tag{9}
\end{align*}
$$

where

$$
\begin{gathered}
x_{a} \triangleq\left[\begin{array}{l}
x_{3} \\
x_{4}
\end{array}\right] \in R^{+^{2}}, \quad x_{b} \triangleq\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \in R^{2}, \quad C_{a}=I_{2}, \\
\rho(x) \triangleq\left[\begin{array}{l}
\rho_{1}(x) \\
\rho_{2}(x)
\end{array}\right] \in R^{+^{2}} ; \quad w_{a}=\left[\begin{array}{l}
w_{3} \\
w_{4}
\end{array}\right] \triangleq\left[\begin{array}{l}
\xi_{i n_{3}} \\
\xi_{i n_{4}}
\end{array}\right] \in R^{+^{2}} ; \\
w_{b}=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] \triangleq\left[\begin{array}{l}
\xi_{i n_{1}}+a \xi_{i i n 3}+b \xi_{i n_{4}} \\
\xi_{i n_{2}}-c \xi_{i n_{3}}+d \xi_{i n_{4}}
\end{array}\right] \in R^{2}, \\
\rho_{i}(x)=\left.\rho_{i}(\xi)\right|_{\xi_{a}=x_{a} ;} ; \xi_{b}=x_{b}+C_{b} C_{a}^{-1} x_{a}, \quad i=1,2 .
\end{gathered}
$$

Biochemical reactors are positive systems, which means their state variables $\xi_{i}, i=$ $1, \ldots, n$, cannot become negative. Hence the states of the canonical model (8), (9) must fulfill the following physical boundary conditions:

$$
\begin{align*}
w_{1}-a x_{3}-b x_{4} & \geq 0,  \tag{10}\\
w_{2}+c x_{3}-d x_{4} & \geq 0,  \tag{11}\\
x_{3} & \geq 0,  \tag{12}\\
x_{4} & \geq 0 . \tag{13}
\end{align*}
$$

Table 2.1 gives the numerical values/ranges for the SHARON model parameters and input variables, applied in this study. These values are the same as applied in [10], except for the values of $a_{1}$ and $b_{2}$, that were slightly changed in this study to avoid numerical instabilities, without qualitatively affecting the results.

Table 2.1. Numerical values/ranges SHARON model parameters and input variables.

| $a_{1}$ | $1.35 \times 10^{-5}$ | day $^{-1}$ | $a$ | 16 | mole mole $^{-1}$ |
| :--- | :---: | :---: | :---: | :---: | :--- |
| $b_{1}$ | 4.73 | mole m $^{-3}$ | $b$ | 0.2 | mole mole $^{-1}$ |
| $c_{1}$ | 837 | mole m $^{-3}$ | $c$ | 58.6 | mole mole $^{-1}$ |
| $a_{2}$ | $1.22 \times 10^{-5}$ | day $^{-1}$ | $d$ | 15.8 | mole mole $^{-1}$ |
| $b_{2}$ | 60 | mole m $^{-3}$ | $D$ | $\left[\begin{array}{ll}0 & 3 \times 10^{-5}\end{array}\right]$ | day $^{-1}$ |
| $c_{2}$ | 0.01 | mole m $^{-3}$ | $\xi_{i n_{1}}$ | $\left[\begin{array}{ll}0 & 2000\end{array}\right]$ | mole m $^{-3}$ |
| $d_{2}$ | 1000 | mole m $^{-3}$ | $\xi_{\text {in }_{2}}$ | 0 | mole m $^{-3}$ |
| $e_{2}$ | 1000 | mole m $^{-3}$ | $\xi_{\text {in }_{3}}=\xi_{i n_{4}}$ | 0.01 | mole m $^{-3}$ |

Since all solutions of the SHARON reactor remain bounded for increasing time, it can easily be established [4], using basic Lyapunov theory, that all trajectories of the canonical model converge to the quarter hyperplane

$$
\begin{equation*}
\Delta=\left\{x_{3} \geq 0, \quad x_{4} \geq 0, \quad x_{b}=w_{b}\right\} \tag{14}
\end{equation*}
$$

On the hyperplane $\Delta$ the dynamics are described by the autonomous second order system (9) in which $x_{b} \equiv w_{b}$, whose the solutions remain bounded for $t \rightarrow+\infty$. Hence by Poincaré-Bendixson's theorem (see e.g. [6], P. 321) every solution either converges to an equilibrium point or to a closed trajectory (limit cycle). If there are no closed trajectories in the state space of this system then the set of the equilibrium points is globally convergent. More detailed considerations on the convergence of biochemical reactors of rank two can be found in [8]. Here it was concluded that for processes such as the SHARON reactor, working under operating conditions which violate analytical criteria such as Bendixson's negative criterion [6], the absence of limit cycles must be verified by simulation.

## 3 Analysis of a Simplified SHARON Reactor Model

In this section, the existence, uniqueness and stability of the equilibrium points is studied for the SHARON reactor model, that is further simplified. The simplified model is obtained by assuming that the inflow does not contain any nitrite, ammonium oxidizers or nitrite oxidizers. Furthermore, nitrite limitation of ammonium oxidizers as well as ammonium inhibition of nitrite oxidizers are not considered. These simplifications are expressed mathematically as

$$
\begin{gather*}
\xi_{i n_{i}}=0, \quad i=2, \ldots, 4,  \tag{15}\\
c_{1}=+\infty, \quad c_{2}=0, \quad e_{2}=+\infty \tag{16}
\end{gather*}
$$

The equilibrium points of the corresponding canonical model satisfy

$$
\begin{align*}
x_{1}=w_{1} & =\xi_{i n_{1}},  \tag{17}\\
x_{2}=w_{2} & =0,  \tag{18}\\
{\left[-D+\rho_{1}(x)\right] x_{3} } & =0,  \tag{19}\\
{\left[-D+\rho_{2}(x)\right] x_{4} } & =0, \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
\rho_{1}(x) & =a_{1} \cdot \frac{\xi_{1}}{b_{1}+\xi_{1}},  \tag{21}\\
\rho_{2}(x) & =a_{2} \cdot \frac{\xi_{2}}{b_{2}+\xi_{2}} \cdot \frac{d_{2}}{d_{2}+\xi_{2}},  \tag{22}\\
\xi_{1} & =w_{1}-a x_{3}-b x_{4},  \tag{23}\\
\xi_{2} & =c x_{3}-d x_{4} . \tag{24}
\end{align*}
$$

There are three valid possibilities resulting from (19), (20).
Case 1. $x_{3}=0, x_{4}=0$.
This gives the equilibrium point:

$$
\begin{equation*}
\hat{x}_{A}=\operatorname{col}\left(\xi_{i n_{1}}, 0,0,0\right) . \tag{25}
\end{equation*}
$$

This equilibrium point occurs independently of the choice of dilution rate $D$ and of ammonium concentration in the inflow $\xi_{i n_{1}}$. It is the wash-out state of the system, in which no biomass remains in the reactor and, consequently, no conversion is realized.

It is worth noting that, if in an equilibrium point there are no ammonium oxidizers present ( $x_{3}=0$ ), then the concentration of nitrite oxidizers $\left(x_{4}\right)$ must also be zero, otherwise the physical boundary $\xi_{2} \geq 0$ is violated. This is logical regarding the fact that, in a SHARON reactor, ammonium oxidizers grow faster than nitrite oxidizers.

Case 2. $x_{4}=0, \rho_{1}(x)=D$.
Denoting by $\hat{\xi}_{B_{1}}$ the solution of $\rho_{1}(x)=D$,

$$
\begin{equation*}
\hat{\xi}_{B_{1}}=\frac{D b_{1}}{a_{1}-D} \tag{26}
\end{equation*}
$$

the second equilibrium point of the system is found as

$$
\begin{equation*}
\hat{x}_{B}=\operatorname{col}\left(\xi_{i n_{1}}, 0, \frac{\xi_{i n_{1}}-\hat{\xi}_{B_{1}}}{a}, 0\right) \tag{27}
\end{equation*}
$$

$\hat{x}_{B}$ is a physical state of the system only if $D<\frac{a_{1} \xi_{i n_{1}}}{b_{1}+\xi_{i n_{1}}}$. This second equilibrium point corresponds with a situation in which only ammonium oxidizers are present in the reactor, so only nitrite is formed. Nitrate formation is successfully suppressed by keeping out nitrite oxidizers, as is the aim of a SHARON reactor.

Case 3. $\rho_{1}(x)=D, \rho_{2}(x)=D$.
As before, the first equality results in

$$
\begin{equation*}
\hat{\xi}_{C_{1}}=\frac{D b_{1}}{a_{1}-D} \tag{28}
\end{equation*}
$$

under the condition $D<a_{1}$, while the second equality will have two solutions $\hat{\xi}_{C_{2}}$ and $\hat{\xi}_{D_{2}}$ if $D<a_{2} \cdot \frac{d_{2}}{\left(\sqrt{b_{2}}+\sqrt{d_{2}}\right)^{2}}$. Let $\hat{\xi}_{D_{2}}>\hat{\xi}_{C_{2}}$. Then a third physical equilibrium point

$$
\hat{x}_{C}=\left[\begin{array}{c}
\xi_{i n_{1}}  \tag{29}\\
0 \\
\frac{d\left(\xi_{i n_{1}}-\hat{\xi}_{C_{1}}\right)+b \hat{\xi}_{C_{2}}}{a d+b c} \\
\frac{c\left(\xi_{i n_{1}}-\hat{\xi}_{C_{1}}\right)-a \hat{\xi}_{C_{2}}}{a d+b c}
\end{array}\right]
$$

will occur if in addition $\hat{\xi}_{C_{2}}<\frac{c}{a}\left(\xi_{i n_{1}}-\hat{\xi}_{C_{1}}\right)$. Moreover, if also $\hat{\xi}_{D_{2}}<\frac{c}{a}\left(\xi_{i n_{1}}-\hat{\xi}_{D_{1}}\right)$, where $\hat{\xi}_{D_{1}}=\hat{\xi}_{C_{1}}$ then the fourth equilibrium point

$$
\hat{x}_{D}=\left[\begin{array}{c}
\xi_{i n_{1}}  \tag{30}\\
0 \\
\frac{d\left(\xi_{i n_{1}}-\hat{\xi}_{D_{1}}\right)+b \hat{\xi}_{D_{2}}}{a d+b c} \\
\frac{c\left(\xi_{i n_{1}}-\hat{\xi}_{D_{1}}\right)-a \hat{\xi}_{D_{2}}}{a d+b c}
\end{array}\right]
$$

is also a physical equilibrium point of the system. The equilibrium points $\hat{x}_{C}$ and $\hat{x}_{D}$ correspond with situations in which nitrite oxidizers are present, so in which at least part of the nitrite is further oxidized to nitrate. This is mostly not desirable in a SHARON reactor, as more oxygen is consumed. Also for coupling with an Anammox process, nitrate formation should be avoided. Note that, as $\hat{\xi}_{D_{2}}>\hat{\xi}_{C_{2}}$, more ammonium oxidizers and less nitrite oxidizers are present, which means that less nitrate is produced in $\hat{x}_{D}$ than in $\hat{x}_{C}$.

Summarizing, depending on the values of the dilution rate $D$ and the ammonium concentration in the influent $\xi_{i n_{1}}$, the simplified model of the SHARON reactor may possess one, two, three or four equilibrium points. The boundaries delimiting the regions with various numbers of equilibrium points are illustrated in Figure 3.1. For high dilution rates


Figure 3.1. Boundaries of regions with various numbers of equilibrium points.
$D$, the wash-out equilibrium point $\hat{x}_{A}$, in which both ammonium and nitrite oxidizers are washed out of the reactor, is the only equilibrium point. In case the dilution rate is set lower so that ammonium oxidizers can maintain themselves in the reactor, but still high enough so that nitrite oxidizers are washed out, the equilibrium point $\hat{x}_{B}$, corresponding with only nitrite formation, occurs besides the wash-out equilibrium point $\hat{x}_{A}$. If the dilution rate becomes so low that also nitrite oxidizers can grow in the reactor, a third equilibrium point $\hat{x}_{C}$ appears, and even a fourth equilibrium point $\hat{x}_{D}$, depending on the influent ammonium concentration $\xi_{i n_{1}}$. Note, however, that the influent ammonium concentration often cannot be set by the user but should rather be seen as a process disturbance.

The analytically obtained results for the simplified reactor model have been checked by simulations. Figure 3.2 shows the obtained phase portraits of the system on the hyperplane $\Delta$ for different combinations of dilution rate and influent ammonium concentration. One combination was selected in each one of the four regions in the $\xi_{i n_{1}}-D$ plane:

1. $D=2 \times 10^{-5}$ day $^{-1}$, $\xi_{i n_{1}}=1000$ mole $\mathrm{m}^{-3}$.

In this case the system has only one equilibrium point, $\hat{x}_{A}$, which is globally asymptotically stable (Figure 3.2a). All trajectories of the system converge to $\hat{x}_{A}$, where all ammonium and nitrite oxidizers are washed out of the bioreactor.
2. $D=1.33 \times 10^{-5}$ day $^{-1}, \xi_{i n_{1}}=1000$ mole $\mathrm{m}^{-3}$.

For this choice of inputs the simplified reactor model possesses two equilibrium points (Figure 3.2b): the wash-out state $\hat{x}_{A}$ which is unstable and a desired operating point $\hat{x}_{B}$ which is asymptotically stable. All trajectories, except for the wash-out state, converge to the operating point $\hat{x}_{B}$.
3. $D=0.786 \times 10^{-5}$ day $^{-1}$, $\xi_{i n_{1}}=275$ mole $\mathrm{m}^{-3}$.

Three equilibrium points occur in this situation (Figure 3.2c): two unstable ones


Figure 3.2. Phase portraits in the $x_{3}-x_{4}$ plane.
( $\hat{x}_{A}, \hat{x}_{B}$ ) and an asymptotically stable operating point $\hat{x}_{C}$. All trajectories, except those starting with $x_{4}(0)=0$, converge to $\hat{x}_{C}$.
4. $D=0.786 \times 10^{-5}$ day $^{-1}, \xi_{i n_{1}}=440$ mole $\mathrm{m}^{-3}$.

This situation corresponds to the occurrence of four equilibrium points (Figure 3.2 d ). There are two unstable equilibrium points ( $\hat{x}_{A}$ and $\hat{x}_{D}$ ) and two locally asymptotically stable equilibrium points ( $\hat{x}_{B}$ and $\hat{x}_{C}$ ). Because $\hat{\xi}_{B_{2}}>\hat{\xi}_{C_{2}}$ and $\hat{\xi}_{B_{1}}=\hat{\xi}_{C_{1}}$, in practice $\hat{x}_{B}$ is a better operating point than $\hat{x}_{C}$.

## 4 Estimation of a Stability Boundary

For the practical situation, in which two stable equilibrium points occur at the same time, as in Case 4 of the previous section, it is essential to forecast from which initial states the process will converge to the desired operating point $\hat{x}_{B}$, corresponding with only nitrite formation, and which initial conditions will lead the system to the operating point $\hat{x}_{C}$, in which nitrate is formed. This corresponds to estimating the stability boundary

$$
\begin{equation*}
\partial \Omega\left(\hat{x}_{B}\right)=\partial \Omega\left(\hat{x}_{C}\right) \tag{31}
\end{equation*}
$$

separating the regions of attraction $\Omega\left(\hat{x}_{B}\right)$ and $\Omega\left(\hat{x}_{C}\right)$ of the stable equilibria. For systems such as the SHARON reactor, algorithms to find an estimate of the stability boundary $\partial \Omega_{\text {est }}\left(\hat{x}_{B}\right)$ that approaches the true stability boundary $\partial \Omega\left(\hat{x}_{B}\right)$ as some algorithmic parameter $\varepsilon \rightarrow 0$, have been described in [8]. In the present case

$$
\begin{equation*}
\partial \Omega\left(\hat{x}_{B}\right)=W^{s}\left(\hat{x}_{D}\right) \tag{32}
\end{equation*}
$$



Figure 4.1. Intersections of the stability boundary with the planes $H_{1}, H_{2}$.
where the right hand side of (32) denotes the stable manifold of $\hat{x}_{D}$. An estimate $W_{\text {est }}^{s}\left(\hat{x}_{D}\right)$ can be found by a trajectory reversing technique such as described e.g. in [3].

The extent of the stability boundary in the four-dimensional state space of the system can be visualized by computing intersections of $\partial \Omega_{\text {est }}\left(\hat{x}_{B}\right)$ with the set $H=\left\{x_{b}=\eta\right\}$ for constant vectors $\eta=\left[\eta_{1}, \eta_{2}\right]^{\mathrm{T}}$. For a numerical technique to accomplish such visualizations see [8].

Figure 4.1 presents the intersection of the estimated stability boundary with the planes $H_{1}$ and $H_{2}$ corresponding respectively to $\eta_{1}=\hat{x}_{D_{1}}+2, \eta_{2}=\hat{x}_{D_{2}}+4$ and $\eta_{1}=\hat{x}_{D_{1}}-4$, $\eta_{2}=\hat{x}_{D_{2}}-2$. The obtained intersections practically coincide with the curve $W^{s}\left(\hat{x}_{D}\right)$ on the $\Delta$ hyperplane (Figure 3.2d). If the initial conditions of the process are chosen in such a way that the states $x_{3}$ and $x_{4}$ are below this intersection line (e.g. by ensuring that the initial amount of nitrite oxidizers, $x_{4}(t=0)$ is small) and inside the physical boundaries, then the SHARON reactor will converge to the desired operating point $\hat{x}_{B}$, in which only nitrite is formed.

Summarizing, even for high dilution rates, stable nitrite formation is possible, as long as the influent ammonium concentration is sufficiently high to have four equilibrium points (see Figure 3.1) and if the initial concentration of nitrite oxidizers is sufficiently low.

## 5 Effect of Changing Parameter and Input Values

For biological systems, it is often difficult to determine exact parameter values. Also, parameter values may change in time e.g. because of biomass adaptation. Besides, also the input values may be uncertain. For this reason, the effect of changing parameter and input values is assessed by the analysis of an extended model of the SHARON reactor. Let

$$
\begin{equation*}
c_{3} \triangleq \frac{1}{c_{1}}, \quad e_{3} \triangleq \frac{1}{e_{2}} \tag{33}
\end{equation*}
$$

and suppose that $\xi_{i n_{i}}, i=2, \ldots, 4, c_{2}, c_{3}$ and $e_{3}$ have small positive values. We investigate the effect of these values on the position of equilibrium points. Note that the index, hence the local asymptotic stability or instability, of the equilibrium points are not affected by these small parameters because all the equilibrium points of the reactor
are hyperbolic. The equilibrium points of the extended model are the solutions of:

$$
\begin{align*}
x_{1} & =w_{1},  \tag{34}\\
x_{2} & =w_{2},  \tag{35}\\
{\left[-D+\rho_{1}(x)\right] x_{3}+D \xi_{i n_{3}} } & =0,  \tag{36}\\
{\left[-D+\rho_{2}(x)\right] x_{4}+D \xi_{i n_{4}} } & =0, \tag{37}
\end{align*}
$$

where

$$
\begin{align*}
& \rho_{1}(x)=a_{1} \cdot \frac{\xi_{1}}{b_{1}+\xi_{1}} \cdot \frac{1}{1+c_{3} \xi_{2}},  \tag{38}\\
& \rho_{2}(x)=a_{2} \cdot \frac{\xi_{2}}{b_{2}+\xi_{2}} \cdot \frac{d_{2}}{d_{2}+\xi_{2}} \cdot \frac{\xi_{1}}{c_{2}+\xi_{1}} \cdot \frac{1}{1+e_{3} \xi_{1}} . \tag{39}
\end{align*}
$$

We calculate the equilibrium points of the extended model as variations of the solutions of the simplified model, neglecting higher order terms in the small parameter values.

Case 1. $\tilde{x}_{A}=\hat{x}_{A}+\Delta \hat{x}_{A}$. This equilibrium point is given by

$$
\tilde{x}_{A}=\left[\begin{array}{c}
\xi_{i n_{1}}+a \xi_{i n_{3}}+b \xi_{i n_{4}}  \tag{40}\\
\xi_{i n_{2}}-c \xi_{i n_{3}}+d \xi_{i n_{4}} \\
\frac{D \xi_{i n_{3}}}{D-a_{1} \frac{\xi_{i n_{1}}}{b_{1}+\xi_{i n_{1}}}} \\
\xi_{i n_{4}}
\end{array}\right] .
$$

It is a physical equilibrium point if $D>a_{1} \frac{\xi_{i n_{1}}}{b_{1}+\xi_{i n_{1}}}$. This corresponds to the case in which $\hat{x}_{B}$ is not a physical equilibrium point of the simplified model.

Case 2. $\tilde{x}_{B}=\hat{x}_{B}+\Delta \hat{x}_{B}$,

$$
\tilde{x}_{B}=\left[\begin{array}{c}
\xi_{i n_{1}}+a \xi_{i n_{3}}+b \xi_{i n_{4}}  \tag{41}\\
\xi_{i i n_{2}}-c \xi_{i n_{3}}+d \xi_{i n_{4}} \\
\hat{x}_{B_{3}}+\Delta \hat{x}_{B_{3}} \\
\Delta \hat{x}_{B_{4}}
\end{array}\right]
$$

where
$\Delta \hat{x}_{B_{3}}=\frac{1}{a \hat{x}_{B_{3}} \frac{b_{1}}{b_{1}+\hat{\xi}_{B_{1}}}+c_{3} \hat{\xi}_{B_{2}} \hat{\xi}_{B_{1}}} \hat{x}_{B_{3}}\left[-c_{3} \hat{\xi}_{B_{2}} \hat{\xi}_{B_{1}}+\frac{b_{1}}{b_{1}+\hat{\xi}_{B_{1}}}\left(a \xi_{i n_{3}}+b \xi_{i n_{4}}-b \Delta \hat{x}_{B_{4}}\right)\right]$,
$\Delta \hat{x}_{B_{4}}=\frac{D \xi_{i n_{4}}}{D-a_{2} \frac{\hat{\xi}_{B_{2}}}{b_{2}+\hat{\xi}_{B_{2}}} \cdot \frac{d_{2}}{d_{2}+\hat{\xi}_{B_{2}}}}$.
It can be shown that $\tilde{x}_{B}$ is a physical equilibrium point of the extended model in the region where the simplified model has two equilibrium points ( $\hat{x}_{A}, \hat{x}_{B}$ ) and also in the region where the simplified model possesses four equilibrium points ( $\hat{x}_{A}, \hat{x}_{B}, \hat{x}_{C}, \hat{x}_{D}$ ).


Figure 5.1. Phase portraits in the $x_{3}-x_{4}$ plane for the extended model. a) $\tilde{x}_{A}=\left[\begin{array}{ll}0.03 & 0.01\end{array}\right]^{T}$; b) $\tilde{x}_{B}=\left[\begin{array}{ll}1.06 & 0.01\end{array}\right]^{T}$; c) $\tilde{x}_{C}=\left[\begin{array}{ll}16.37 & 0.7\end{array}\right]^{T}$; d) $\tilde{x}_{B}=$ $\left[\begin{array}{ll}25.71 & 0.16\end{array}\right]^{T}$.

Case 3. $\tilde{x}_{C}=\hat{x}_{C}+\Delta \hat{x}_{C}$ and $\tilde{x}_{D}=\hat{x}_{D}+\Delta \hat{x}_{D}$,

$$
\tilde{x}_{C}=\left[\begin{array}{c}
\xi_{i n_{1}}+a \xi_{i n_{3}}+b \xi_{i n_{4}}  \tag{43}\\
\xi_{i n_{2}}-c \xi_{i n_{3}}+d \xi_{i n_{4}} \\
\hat{x}_{C_{3}}+\Delta \hat{x}_{C_{3}} \\
\hat{x}_{C_{4}}+\Delta \hat{x}_{C_{4}}
\end{array}\right], \quad \tilde{x}_{D}=\left[\begin{array}{c}
\xi_{i n_{1}}+a \xi_{i n_{3}}+b \xi_{i n_{4}} \\
\xi_{i n_{2}}-c \xi_{i n_{3}}+d \xi_{i n_{4}} \\
\hat{x}_{D_{3}}+\Delta \hat{x}_{D_{3}} \\
\hat{x}_{D_{4}}+\Delta \hat{x}_{D_{4}}
\end{array}\right]
$$

These equilibrium points can be determined in a similar way as $\tilde{x}_{A}$ and $\tilde{x}_{B}$. They are lying in the neighborhood of $\hat{x}_{C}$ and $\hat{x}_{D}$ and therefore they are physical equilibrium points.

The equilibrium points of the extended model can also be determined using a numerical search algorithm. Figure 5.1 displays the phase portraits in the $x_{3}-x_{4}$ plane of the extended model for the same combinations of dilution rate and ammonium concentration in the inflow as considered for the simplified model. For the selected parameter values and inputs the analytical calculation of the equilibrium points proved to be reasonably accurate. Similar values for the equilibria were obtained from the simulation of the phase portraits. While in the cases 1,3 and 4 the phase portrait of the extended model is very similar to the phase portrait of the simplified model, this is not true however in case 2 . Here small variations of the component concentration in the inflow and a more detailed reaction rate function have a great impact on the technological relevance of the equilibrium point: $\hat{x}_{B}$ changes from a desirable operating point in the case of the simplified model to a non-desirable equilibrium point in the case of the extended model.

More specifically, in the first situation (Figure 5.1a), the globally asymptotically stable wash-out state $\tilde{x}_{A}$ moves into the interior of the physical state space, however the change is not sufficiently significant to make $\tilde{x}_{A}$ a desirable operating point. For the second choice of inputs (Figure 5.1b), $\tilde{x}_{A}$ moves out of the physical state space. Only one physical equilibrium point occurs, namely $\tilde{x}_{B}$, which changes from a desired operating point to an almost wash-out state, that is undesirable. Apparently, the assumed parameter and input variations affect the model behavior significantly.

In the third situation (Figure 5.1c) both $\tilde{x}_{A}$ and $\tilde{x}_{B}$ move out of the physical state space. Now the extended reactor model possesses only one physical equilibrium point $\tilde{x}_{C}$, where the rate of conversion to nitrite is smaller than in the case of Figure 3.2. The last situation presents a particularity of the SHARON reactor: although the calculations indicate the occurrence of three physical equilibrium points ( $\tilde{x}_{B}, \tilde{x}_{C}, \tilde{x}_{D}$ ), while $\tilde{x}_{A}$ has moved out of the physical state space, the phase portrait (Figure 5.1d) shows $\tilde{x}_{B}$ as a globally asymptotically stable equilibrium point, while it was expected to be only locally asymptotically stable. Due to numerical limitations, the equilibrium points $\tilde{x}_{C}$ and $\tilde{x}_{D}$ could not be detected. This is due to the fact that for the extended reactor model the equilibrium points $\tilde{x}_{C}$ (locally asymptotically stable) and $\tilde{x}_{D}$ (unstable) move so close to each other that they practically cancel each other and do not noticeable affect the phase portrait. The remaining equilibrium point $\tilde{x}_{D}$ corresponds with good reactor operation, as only nitrite is formed.

## 6 Conclusion

In this paper, the dynamic behavior of a SHARON reactor with constant volume, considering two consecutive nitrification reactions, is assessed. The reactor models that have been studied, are valid for constant temperature and pH .

First, the behavior of a simplified reactor model is analysed. The only inhibition effect considered in this model, is nitrite inhibition of nitrite oxidation. It is further assumed that the reactor influent does not contain biomass. It was shown that multiple equilibrium points occur, depending on the dilution rate and the influent ammonium concentration. For the case in which two stable equilibrium points occur at the same time, the stability boundary has been estimated, to determine the initial states which will lead the reactor to the most desirable operating point. Four situations are identified, corresponding to the occurrence of one, two, three or four equilibrium points respectively. From a technological point of view, the SHARON reactor should be operated in such a way that only nitrite is produced and nitrate formation is suppressed. Good operation of the SHARON reactor is ensured in case the dilution rate is sufficiently low to make sure the ammonium oxidizers can maintain themselves in the reactor, while nitrite oxidizers are washed out (case 2), but also for lower dilution rates and at the same time sufficiently high ammonium influent concentrations, provided a rather low concentration of nitrite oxidizers initially present in the reactor (case 4).

Subsequently, an extended reactor model has been studied to determine the effect of changing parameter and input values. Small influent biomass concentrations were considered, as well as additional inhibition effects in in the reaction rate functions. However, even the slight modifications applied, significantly affect the reactor performance. The moderate dilution rate and influent ammonium concentration corresponding with case 2 , that allow good performance of the simplified reactor model, now corresponds with almost wash-out of biomass. On the other hand, the relatively high dilution rate,
high influent ammonium concentration and low initial concentration of nitrite oxidizers, corresponding with case 4 , still allow good operation of the SHARON reactor.
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#### Abstract

In this paper, the existence of the nonoscillatory solution to the equation of a class of high-order nonlinear neutral delay difference is investigated. By using fixed point theorem, a sufficient condition is proposed for the existence of eventually positive solution.
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## 1 Introduction

In the computer designing and the ecomodeling, a class of neutral difference equation is proposed. In recent years, the oscillatory behavior of neutral difference equations was intensively studied, and some good results were obtained $[1-4]$. Now we consider the nonlinear high-order difference equation

$$
\begin{equation*}
\Delta^{m}\left(x_{n}-p x_{n-\tau}\right)+q_{n} f\left(x_{n-\sigma}\right)=0, \tag{1}
\end{equation*}
$$

where $m$ is a positive odd number; $n \in N=\{0,1,2, \ldots\}, p \in R$; for $n \in N, q_{n} \in R^{+}$, $\sigma \in N, \tau \in N \backslash\{0\}, \mu=\max \{\tau, \sigma\}, f \in C(R, R)$ satisfying that $x f(x)>0$ for $x \neq 0$ and for $\forall x, y \in R$,

$$
\begin{equation*}
|f(x)-f(y)| \leq L|x-y| \tag{2}
\end{equation*}
$$

where $L$ is a positive constant. The case of $p=1$ was studied in [5], the case of the equation (1) of even order was studied in [6]. In this paper, by using fixed point theorem, the case of the equation (1) of odd order is studied under the condition of $p \neq \pm 1$, and

[^10]a sufficient condition for the existence of the positive solution to the equation (1) is obtained.

The real sequence $\left\{y_{n}\right\}_{n=-\mu}^{\infty}$ is called a solution to the equation (1) if each item $y_{n}$ satisfies the equation (1) for $n \geq 0$. It is called an eventually positive solution if $y_{n}>0$ for sufficiently large $n$.

## 2 Main Results and Proofs

Theorem 2.1 Suppose $p \neq \pm 1, f(x)$ satisfy the condition (2) and

$$
\begin{equation*}
\sum_{n=0}^{+\infty} n^{m-1} q_{n}<+\infty \tag{3}
\end{equation*}
$$

Then there is a bounded eventually positive solution to the equation (1).
Proof Let $L_{\infty}$ denote a Banach space of all the bounded real sequences $x=\left\{x_{n}\right\}_{n=N-\mu}^{\infty}$ and define the norm $\|x\|=\sup _{n \geq N-\mu}\left|x_{n}\right|$. We introduce the following notation

$$
\begin{equation*}
u^{(l)}=\prod_{i=0}^{l-1}(u-i), \quad u \geq l, \tag{4}
\end{equation*}
$$

and let $u^{(0)}=1$. There are four situations to be discussed:
Case 1: $0 \leq p<1$.
Let $M=\max \{f(t): 1 \leq t \leq 2\}, A=\max \{M, L\}$. (3)implies that there exists a positive integer $N$ which is large enough, such that

$$
\begin{equation*}
\frac{A}{(m-1)!} \sum_{k=N}^{+\infty} k^{m-1} q_{k} \leq \frac{1-p}{2} . \tag{5}
\end{equation*}
$$

Define a subset $\Omega=\left\{x \in L_{\infty}: 1 \leq x_{n} \leq 2, n \geq N-\mu\right\}$ on $L_{\infty}$. Then $\Omega$ is a bounded closed convex subset on $L_{\infty}$. Define a mapping $T: \Omega \rightarrow L_{\infty}$ as following:

$$
(T x)_{n}= \begin{cases}1-p+p x_{n-\tau}+\sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k} f\left(x_{k-\sigma}\right), & n \geq N,  \tag{6}\\ (T x)_{N}, & N-\mu \leq n<N .\end{cases}
$$

Next, we show that $T$ is a continuous operator. Let $x^{i} \in \Omega, i=1,2 \ldots$, such that $\lim _{i \rightarrow+\infty}\left\|x^{i}-x\right\|=0$. As $\Omega$ is a closed subset, so $x \in \Omega$. For $n \geq N$, from (6) one obtains

$$
\begin{aligned}
\left|\left(T x^{i}\right)_{n}-(T x)_{n}\right| & \leq p\left|x_{n-\tau}^{i}-x_{n-\tau}\right|+\sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k}\left|f\left(x_{k-\sigma}^{i}\right)-f\left(x_{k-\sigma}\right)\right| \\
& \leq p\left\|x^{i}-x\right\|+\sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k}\left|f\left(x_{k-\sigma}^{i}\right)-f\left(x_{k-\sigma}\right)\right| .
\end{aligned}
$$

As $f(x)$ is continuous, based on the Lebesgue dominated convergence theorem, one can obtain

$$
\lim _{i \rightarrow+\infty} \sup _{n \geq N}\left\|\left(T x^{i}\right)_{n}-(T x)_{n}\right\|=0
$$

Obviously, the above formula is also hold for $N-\mu \leq n<N$. So it is easy to deduce

$$
\lim _{i \rightarrow+\infty}\left\|T x^{i}-T x\right\|=0
$$

Namely $T$ is a continuous operator.
For $\forall x \in \Omega$, when $n \geq N$, we can get from (6)
$(T x)_{n}=1-p+p x_{n-\tau}+\sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k} f\left(x_{k-\sigma}\right) \leq 1-p+2 p+A \sum_{k=n}^{+\infty} \frac{k^{m-1}}{(m-1)!} q_{k}$.
Thus from (5) we can immediately obtain

$$
(T x)_{n} \leq 1-p+2 p+\frac{1-p}{2}=\frac{3+p}{2}<2 .
$$

Similarly, from (6) we also have

$$
(T x)_{n}=1-p+p x_{n-\tau}+\sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k} f\left(x_{k-\sigma}\right)>1-p+p=1 .
$$

Obviously, when $N-\mu \leq n<N, 1<(T x)_{n}<2$ also holds. Hence $T \Omega \in \Omega$, namely $T$ is a self-mapping on $\Omega$.

In what follows, we will prove that $T$ is a contraction mapping on $\Omega$.
For $\forall x, y \in \Omega$, when $n \geq N$, from the definition of $T$ one obtains

$$
\begin{aligned}
\left|(T x)_{n}-(T y)_{n}\right| & \leq\left|x_{n-\tau}-x_{n-\tau}\right|+L \sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k}\left|x_{k-\sigma}-y_{k-\sigma}\right| \\
& \leq\|x-y\|\left(p+A \sum_{k=N}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k}\right) .
\end{aligned}
$$

Then it follows from (5) that

$$
\left|(T x)_{n}-(T y)_{n}\right| \leq\|x-y\|\left(p+\frac{1-p}{2}\right)=\frac{1+p}{2}\|x-y\| .
$$

Obviously, when $N-\mu \leq n<N,\left|(T x)_{n}-(T y)_{n}\right| \leq \frac{1+p}{2}\|x-y\|$ also holds. Hence, we have

$$
\|T x-T y\|=\sup _{n \geq N-\mu}\left|(T x)_{n}-(T y)_{n}\right| \leq \frac{1+p}{2}\|x-y\|
$$

when $0 \leq p<1,0<\frac{1+p}{2}<1$, so $T$ is a contraction mapping on $\Omega$.
We can conclude from the Banach contraction mapping principle that there exists a fixed point $x \in \Omega$, such that $T x=x$. In what follows, we will prove that the fixed point $x$ is a bounded positive solution to the equation (1).

As a matter of fact, when $n \geq N-\mu, x_{n} \geq 1>0$, each item of the fixed point satisfies

$$
x_{n}= \begin{cases}1-p+p x_{n-\tau}+\sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k} f\left(x_{k-\sigma}\right), & n \geq N \\ x_{N}, & N-\mu \leq n<N\end{cases}
$$

so

$$
x_{n}-p x_{n-\tau}=1-p+\sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k} f\left(x_{k-\sigma}\right), \quad n \geq N .
$$

From (4), we can deduce that

$$
(k-n)^{(m-1)}-(k-n+1)^{(m-1)}=(1-m)(k-n)^{(m-2)} .
$$

Hence

$$
\Delta\left(x_{n}-p x_{n-\tau}\right)=-\sum_{k=n}^{+\infty} \frac{(k-n)^{(m-2)}}{(m-2)!} q_{k} f\left(x_{k-\sigma}\right), \quad n \geq N .
$$

From (4), we can also deduce that

$$
(k-n-1)^{(m-2)}-(k-n)^{(m-2)}=(2-m)(k-n-1)^{(m-3)} .
$$

Then

$$
\Delta^{2}\left(x_{n}-p x_{n-\tau}\right)=\sum_{k=n}^{+\infty} \frac{(k-n-1)^{(m-3)}}{(m-3)!} q_{k} f\left(x_{k-\sigma}\right), \quad n \geq N .
$$

In general, we can have

$$
\Delta^{i}\left(x_{n}-p x_{n-\tau}\right)=(-1)^{i} \sum_{k=n}^{+\infty} \frac{(k-n-i+1)^{(m-i-1)}}{(m-i-1)!} q_{k} f\left(x_{k-\sigma}\right), \quad n \geq N,
$$

where $u^{(0)}=1, i=1,2, \ldots, m-1$. Because $m$ is an odd number, we get

$$
\Delta^{m}\left(x_{n}-p x_{n-\tau}\right)=-q_{n} f\left(x_{n-\sigma}\right) .
$$

So the fixed point $x$ is a bounded positive solution to the equation (1). Thus the proof of the situation (1) is completed.

Case 2: $p>1$.
Let $M=\max \left\{f(t): \frac{p-1}{2} \leq t \leq p\right\}, A=\max \{M, L\}$. (3) implies that there exists a positive integer $N$ which is large enough, such that

$$
\frac{A}{(m-1)!} \sum_{k=N}^{+\infty} k^{m-1} q_{k} \leq \frac{p-1}{2} .
$$

Define a subset $\Omega=\left\{x \in L_{\infty}: \frac{p-1}{2} \leq x_{n} \leq p, n \geq N-\mu\right\}$ on $L_{\infty}$. Then $\Omega$ is a bounded closed convex subset on $L_{\infty}$. Define a mapping $T: \Omega \rightarrow L_{\infty}$ as following:

$$
(T x)_{n}= \begin{cases}p-1+\frac{1}{p} x_{n+\tau}-\frac{1}{p} \sum_{k=n+\tau}^{+\infty} \frac{(k-n-\tau+1)^{(m-1)}}{(m-1)!} q_{k} f\left(x_{k-\sigma}\right), & n \geq N, \\ (T x)_{N}, & N-\mu \leq n<N .\end{cases}
$$

Case 3: $-1<p<0$.
Let $M=\max \{f(t): 1+p \leq t \leq 2\}, A=\max \{M, L\}$. (3) implies that there exists a positive integer $N$ which is large enough, such that

$$
\frac{A}{(m-1)!} \sum_{k=N}^{+\infty} k^{m-1} q_{k} \leq \frac{1+p}{2} .
$$

Define a subset $\Omega=\left\{x \in L_{\infty}: p+1 \leq x_{n} \leq 2, n \geq N-\mu\right\}$ on $L_{\infty}$. Then $\Omega$ is a bounded closed convex subset on $L_{\infty}$. Define a mapping $T: \Omega \rightarrow L_{\infty}$ as following:

$$
(T x)_{n}= \begin{cases}1-p+p x_{n-\tau}+\sum_{k=n}^{+\infty} \frac{(k-n+1)^{(m-1)}}{(m-1)!} q_{k} f\left(x_{k-\sigma}\right), & n \geq N \\ (T x)_{N}, & N-\mu \leq n<N\end{cases}
$$

Case 4: $p<-1$.
Let $M=\max \left\{f(t): \frac{(p+1)^{2}}{p(p-1)} \leq t \leq \frac{2(p+1}{p-1}\right\}, A=\max \{M, L\}$. (3) implies that there exists a positive integer $N$ which is large enough, such that

$$
\frac{A}{(m-1)!} \sum_{k=N}^{+\infty} k^{m-1} q_{k} \leq \frac{(p+1)^{2}}{p} .
$$

Define a subset $\Omega=\left\{x \in L_{\infty}: \frac{(p+1)^{2}}{p(p-1)} \leq x_{n} \leq \frac{2(p+1}{p-1}, n \geq N-\mu\right\}$ on $L_{\infty}$. Then $\Omega$ is a bounded closed convex subset on $L_{\infty}$. Define a mapping $T: \Omega \rightarrow L_{\infty}$ as following:

$$
(T x)_{n}= \begin{cases}1+\frac{1}{p}+\frac{1}{p} x_{n+\tau}-\frac{1}{p} \sum_{k=n+\tau}^{+\infty} \frac{(k-n-\tau+1)^{(m-1)}}{(m-1)!} q_{k} f\left(x_{k-\sigma}\right), & n \geq N, \\ (T x)_{N}, & N-\mu \leq n<N .\end{cases}
$$

The proofs of case 2, 3, 4 are similar to that of case 1 , so they are omitted.

## 3 Conclusions

For the high-order equation (1), the case of $p=1$ was studied in [5], the case of even order equation was studied in [6]. The result obtained here is an extension of works in [5] and [6], that is to say, the case of odd order equation is studied under the condition of $p \neq \pm 1$. By using fixed point theorem, a sufficient condition for the existence of the positive solution to the odd order equation (1) is obtained. Thus all the cases of equation (1), say of both the odd order and the even order, have been studied. So the result in this paper is not only simpler than that in [6] but also more general than it.
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