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1 Introduction

We deal with the ordinary differential inclusion

ẋ ∈ F (t, x), (1)

where F : R × R
n

⊸ R
n is a multivalued map with nonempty compact (but not nec-

essarily convex) values and periodic on t for every fixed x with some period T > 0.
We investigate the problem of existence of a periodic solution for (1) which stays in a
strongly positively invariant set under inclusion (1), as well as some properties of the set
of all such solutions. We call the set M ⊂ R × R

n strongly positively invariant under
differential inclusion (1) (note, that the map F needs not to be periodic here) if for every
point z0 = (t0, x0) ∈ M and any solution t → x(t, z0) of the Cauchy problem for (1)
with initial condition x(t0) = x0 we have (t, x(t, z0)) ∈ M for t ≥ t0. In other words, if
any solution of (1) enters the set M at some point (t0, x0) it stays in M after the time
moment t0. If we can find at least one solution which possesses such a property, then
the set M is considered to be weakly positively invariant.

The concepts of weak and strong positive invariance (sometimes named differently)
and conditions of existence of positively invariant sets, both for autonomous and non-
autonomous differential inclusions, can be found by now in a wide range of works. One
may refer, e.g., to those by Aubin [1], Clarke (and others) [2], Deimling [3], etc. The
approach followed by these authors in studying the positive invariance property is based
on contingent (Bouligand’s) cones conditions which sometimes appear to be quite diffi-
cult to verify. We apply, for the same purpose, the so-called Lyapunov functions, i.e.,
continuous functions V : R×R

n → R such that V (t, x) = 0 for any point (t, x) which lays
on the boundary of the set M and V (t, x) > 0 for any point outside of M. The idea to
use functions with similar properties was first introduced at the end of the 19th century
by A.M. Lyapunov in order to investigate the problems of stability of the systems of
ordinary differential equations. Since then the method of Lyapunov functions has been
successfully developed in the works of N.N. Krasovskii, V.M. Matrosov, V. Lakshmikan-
tham, A.A. Martynuyk, and many other authors (see, e.g. [4, 5, 6, 7]). We use this
effective tool to get the necessary and sufficient conditions for the set M to be strongly
positively invariant under inclusion (1), and we consider a situation when the sections of
the set M can change continuously with time.

The problem of existence of periodic solution for inclusion (1) on invariant sets under
different conditions on the map F has been studied very closely lately. We mention here
some works we are aware of, e.g., recent papers [8, 9, 10]. The hypotheses we use in this
article first of all do not include the convexity of the map F as well as convexity of the set
M. To prove the existence of periodic solution in our case we apply the classical Brouwer
fixed point theorem and some properties of the integral funnel, i.e., the existence of its
selection continuously depending on the initial data.

In this paper we also continue to study the connection between the density principle
(also known as relaxation theorem) and stability of the solutions set with respect to the
different kinds of internal and external perturbations of the inclusion. We follow the
earlier research in [11, 12, 13] and get the necessary and sufficient condition for the set of
all periodic solutions to be stable on strongly invariant sets under internal and external
perturbations.
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2 Preliminaries

We start with recalling some notation and definitions (see, e.g., [3, 14, 15, 16, 17]).
Let R

n be Euclidian space with the scalar product 〈x, y〉, x, y ∈ R
n, usual norm |x| =

√

〈x, y〉, and metric ρ(x, y) = |x − y|. We denote by Ω(Rn), bd(Rn), cl(Rn), comp(Rn)
the sets of all nonempty, nonempty and bounded, nonempty and closed, nonempty and
compact subsets of R

n, respectively. If M ∈ Ω(Rn), then M stands for the closure of M ,
∂M for the boundary of M , and coM for the convex hull of M .

By the relation
d(A,B)

.
= sup

a∈A

ρ(a,B),

where ρ(a,B)
.
= inf

b∈B
ρ(a, b), we denote the deviation of set A from set B. Then the

function dist : bd(Rn) × bd(Rn) → R

dist(A,B)
.
= max{d(A,B), d(B,A)}

defines the Hausdorff pseudo-metric in bd(Rn). On bounded and closed subsets of R
n

the function dist(·, ·) defines a metric (Hausdorff metric).
We denote

Oδ(x0)
.
= {x ∈ R

n : ρ(x, x0) ≤ δ}, pOδ(0)
.
= Oδ,

and for any set M ⊂ R
n let Mε .

= {y ∈ R
n : ρ(y,M) ≤ ε} stand for a closed ε-

neighborhood of M .

Definition 2.1 A map F : R
m → comp(Rn) is called upper semicontinuous in Haus-

dorff metric (u.s.c.) at the point x0 if for every ε > 0 there exists δ > 0 such that
F (x) ⊂ (F (x0))

ε
for all x ∈ Oδ(x0). A map which is u.s.c. at every point x of the set

Z ⊆ R
n is called u.s.c. on Z.

Definition 2.2 A map F : R
m → comp(Rn) is called lower semicontinuous in Haus-

dorff metric (l.s.c.) at the point x0 if for every ε > 0 there exists δ > 0 such that
F (x0) ⊂ (F (x))

ε
for all x ∈ Oδ(x0). A map which is l.s.c. at every point x of the set

Z ⊆ R
n is called l.s.c. on Z.

Definition 2.3 A map F : R
m → comp(Rn) which is both u.s.c. and l.s.c. (at the

point x0 or on the set Z) is called continuous.

Definition 2.4 A map t → M(t) ∈ Ω(Rn) is called continuous at the point t0 if for
every r > 0 the map t → M(t)∩Or is continuous in Hausdorff metric at point t0. A map
t → M(t) is continuous on the interval I if it is continuous at each point of the interval.

Definition 2.5 A single-valued map f : R
m → R

n is said to be a selection of a map
F : R

m → Ω(Rn) if
f(x) ∈ F (x)

for all x ∈ R
m.

Definition 2.6 A map F : R → comp(Rn) is called measurable, if there exists a
countable set {qi(t)}

∞
i=1 of measurable selections approximating F (t) for a.e. t (i.e.,

F (t) =
∞
∪

i=1
qi(t) for a.e. t).
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Definition 2.7 We say that a map F : R × R
n → comp(Rn) satisfies the

Caratheodory conditions if

(i) F is measurable on t for every fixed x;

(ii) F is continuous on x for a.e. t;

(iii) for every r > 0 there exists a locally integrable function kr : R → R+ such that
|F (t, x)| ≤ kr(t) for every point (t, x) ∈ R ×Om

r , where |F | = max
q∈F

|q|.

By C([t0, t1], R
n) we denote the space of all continuous functions x : [t0, t1] → R

n with
the usual norm ‖x‖C = max

t∈[t0,t1]
|x(t)|, and by AC([t0, t1], R

n) the space of all absolutely

continuous functions x : [t0, t1] → R
n with the norm

‖x‖AC = |x(t0)| +

∫ t1

t0

|ẋ(t)| dt.

As a solution of differential inclusion (1) on the interval I ⊂ R we consider a function
x ∈ AC(I, Rn) satisfying inclusion (1) for a.e. t ∈ I, so we deal with the Caratheodory
type solutions.

Definition 2.8 For any set Q ∈ comp(Rn) the function c : R
n → R, defined as

c(h) = c(h,Q)
.
= max

y∈Q
〈y, h〉,

is called a support function of the set Q.

We also recall that support function is positively homogeneous (i.e., c(λh,Q) =
λc(h,Q) if λ ≥ 0), and for any h ∈ R

n the inclusion Q1 ⊂ Q2 implies the inequality
c(h,Q1) ≤ c(h,Q2).

3 Invariant Sets

Let us have a continuous map M : R → cl(Rn) and consider the set

M
.
= {(t, x) ∈ R × R

n : x ∈ M(t)}, (2)

which represents the graph of M . Let us also have a map F : R × R
n → comp(Rn)

satisfying the Caratheodory conditions.

Definition 3.1 The set M is called strongly positively invariant (under inclu-
sion (1)) if for every point z0 = (t0, x0) ∈ M any solution t → x(t, z0) of the Cauchy
problem

ẋ ∈ F (t, x), x(t0) = x0, (3)

satisfies the inclusion (t, x(t, z0)) ∈ M for every t ≥ t0.

Let S(z0) denote the set of all solutions (the integral funnel) for problem (3). We also
set S(t, z0)

.
= {x(t) ∈ R

n : x(·) ∈ S(z0)} to denote a section of S(z0) at the time moment
t. It is quite obvious that M is strongly positively invariant if and only if S(t, z0) ⊂ M(t)
for all z0 = (t0, x0) ∈ M and t ≥ t0 (for which S(t, z0) exists). Moreover, if the set M(t)
is compact for every t and M is strongly positively invariant, then for each point z0 ∈ M

any solution for problem (3) is defined for every t ≥ t0.
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Remark 3.1 Note that one can replace the Caratheodory conditions put on the map
F with any other conditions which guarantee the existence of a local solution for problem
(3).

We consider now a continuous function V : M
r → R, where r > 0, and

M
r .

= {(t, x) ∈ R × R
n : x ∈ Mr(t)}. (4)

Definition 3.2 We say that the function V is a Lyapunov function (with respect to
the set M) if V (t, x) = 0 for (t, x) ∈ ∂M and V (t, x) > 0 for (t, x) ∈ M

r\M.

We give here some examples (the most natural ones) of such functions V .

Example 3.1 Let ρ(x,M(t))
.
= min

y∈M(t)
|x−y|, then the function V (t, x)

.
= ρ(x,M(t)),

which is continuous (if M is continuous), can serve as a Lyapunov function.

Example 3.2 The function V (t, x)
.
= min

y∈M(t)
|x−y|2 as well as the function V (t, x)

.
=

(

min
y∈M(t)

|x − y|
)2

is continuous, and both of them can be used as Lyapunov functions.

Moreover, they are continuously differentiable if the set M(t) has a smooth boundary
and is strictly convex.

Example 3.3 Let the set M(t) be defined as

M(t)
.
= {x ∈ R

n : a(t, x) ≤ 0},

where a(t, x) is continuous (or even continuously differentiable) scalar function. Then
as the function V (t, x) we can take the very function a(t, x). A large number of sets
which appear in different applications can be described as the intersection of the sets
Mi(t)

.
= {x ∈ R

n : ai(t, x) ≤ 0}, i = 1, . . . , n.

Now let us have differential inclusion (1), a continuous map M : R → cl(Rn), and a
Lyapunov function V (t, x) defined on M

r (see (4)). Let the function V be also locally
Lipschitz, so for every compact set P ⊂ M

r there exists a constant lP such that for any
(t1, x1), (t2, x2) ∈ P the inequality

|V (t1, x1) − V (t2, x2)| ≤ lP (|t1 − t2| + |x1 − x2|) (5)

holds. Then we can consider the generalized Clarke derivative (see[2]) for the function
V at the point (t, x) in the direction (1, h) ∈ R × R

n which is defined as follows:

V o(t, x;h)
.
= lim sup

(ϑ,y)→(t,x)

δ→0+

V (ϑ + δ, y + δh) − V (ϑ, y)

δ
. (6)

We will call
V o

F (t, x)
.
= max

h∈F (t,x)
V o(t, x;h) (7)

the derivative of function V with respect to inclusion (1).
For every ε ∈ (0, r] we construct now the closed set

N
ε .

= Mε\M.

Then the following sufficient condition for the set M to be strongly positively invariant
takes place.
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Theorem 3.1 Let us have a Lyapunov function (t, x) → V (t, x), (t, x) ∈ M
r, which

is locally Lipschitz. If for some ε ∈ (0, r] the inequality V o
F (t, x) ≤ 0 holds for any

(t, x) ∈ N
ε, then the set M (see (2)) is strongly positively invariant.

Proof Let ε ∈ (0, r] and x(·) be some solution for (3) such that x(t) ∈ Mε(t) on
some finite time interval I. Then the function v(t) = V (t, x(t)) is absolutely continuous
on I as a composition of a locally Lipschitz function with an absolutely continuous one.

Suppose now that solution x(·) reaches the boundary of M at some moment t0 ∈ I.
This means that x(t) ∈ M(t) for t < t0 and x(t0)

.
= x0 ∈ ∂M(t0) (it may also happen

that x(t) ∈ ∂M(t) for some t < t0). We will say that x0 is the exit point of solution x(·)
if there exists a sequence {tk}

∞
k=1 such that tk > t0, tk → t0 and x(tk) /∈ M(tk). Let

x0 be the exit point of x(·). Then for the function v(t) = V (t, x(t)) we have relations
v(tk) > 0 and v(t0) = 0. Fix large k and let τk be the closest (from the left) point to tk
such that v(τk) = 0. Then t0 ≤ τk, v(τk) = 0, v(t) > 0 for t ∈ (τk, tk].

Since x(·) is absolutely continuous, we have for a.e. t

x(t + δ) = x(t) + δẋ(t) + r(δ),

where lim
δ→0+

r(δ)

δ
= 0. We denote y(t, δ)

.
= x(t) + r(δ). Then

v(t + δ) − v(t) = V (t + δ, x(t) + δẋ(t) + r(δ)) − V (t, x(t))

= V (t + δ, y(t, δ) + δẋ(t)) − V (t, y(t, δ)) + V (t, y(t, δ)) − V (t, x(t)).

Since V is locally Lipschitz, the inequality |V (t, y(t, δ))−V (t, x(t))| ≤ lP |r(δ)| holds and
hence

lim
δ→0+

V (t, y(t, δ)) − V (t, x(t))

δ
≤ lim

δ→0+

|V (t, y(t, δ)) − V (t, x(t))|

δ
= 0.

So for a.e. t ∈ (τk, tk] we have

v̇(t) = lim
δ→0+

v(t + δ) − v(t)

δ

≤ lim sup
δ→0+

V (t + δ, y(t, δ) + δẋ(t)) − V (t, y(t, δ))

δ

≤ lim sup
ϑ→t

δ→0+

V (ϑ + δ, y(t, δ) + δẋ(t)) − V (ϑ, y(t, δ))

δ

≤ V o(t, x(t); ẋ(t)) ≤ V o
F (t, x(t)) ≤ 0.

From this estimation it follows that v(t) = v(τk)+
t
∫

τk

v̇(s)ds ≤ 0 for any t ∈ (τk, tk] which

contradicts the inequality v(t) > 0. 2

Example 3.4 Let us consider the differential equation

ÿ + u(t, y, ẏ)ẏ + p(y) = 0, u(t, y, z) ∈ {α(t, y, z), β(t, y, z)}, (8)

of the oscillations of a mass point on a line under the driving force p(y) and in the
presence of friction u(t, y, z)z.
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Using the standard procedure, one can replace this equation with the following dif-
ferential inclusion

ẋ1 = x2,

ẋ2 ∈ −p(x1) − {α(t, x), β(t, x)}x2,
(9)

where x = (x1, x2) and functions p(x1), α(t, x), β(t, x) take values in R. In addition, we
suppose that functions α, β are integrable and T -periodic on the first argument for every
x, locally Lipschitz on the second argument, and satisfy the inequality α(t, x) ≤ β(t, x).
The function p is locally Lipschitz and such that for some constant γ > 0 the relation
x1p(x1) ≥ 0 takes place for all |x1| ≥ γ.

Next, we define the function q(x) =
(x2)

2

2
+

∫ x1

0

p(z)dz and the set

Mγ
.
= {(t, x) ∈ R × R

2 : q(x) ≤ γ}. (10)

Then the function V (x) = q(x) − γ can be taken as Lyapunov function with respect to
the set Mγ . Since V does not depend on t, the derivative of V at the point x in the
direction h = (h1, h2) takes the form V o(x;h) = p(x1)h1+x2h2, and the derivative V o(x)
of the function V with respect to inclusion (9) can be written as:

V o(x) = max
u∈{α(t,x),β(t,x)}

(

p(x1)x2 − x2p(x1) − (x2)
2u

)

= −(x2)
2α(t, x). (11)

If α(t, x) ≥ 0 for all (t, x) outside of the set Mγ , then for such (t, x) the inequality
V o(x) ≤ 0 takes place. So, all the conditions of Theorem 3.1 are satisfied, and, hence,
the set Mγ , defined by (10), is strongly positively invariant with respect to inclusion (9).

Consider now the case when the Lyapunov function V has more regularity, in par-

ticular, let it have continuous partial derivatives Vt =
∂V

∂t
and Vx =

∂V

∂x
. Then the

derivative of V with respect to inclusion can be written as

V o
F (t, x) = V̇F (t, x)

.
= Vt(t, x) + c(Vx(t, x), F (t, x)). (12)

In fact,

V o(t, x;h) = lim sup
(ϑ,y)→(t,x)

δ→0+

V (ϑ + δ, y + δh) − V (ϑ, y + δh)

δ

+ lim sup
(ϑ,y)→(t,x)

δ→0+

V (ϑ, y + δh) − V (ϑ, y)

δ
= Vt(t, x) + 〈Vx(t, x), h〉.

So when V is differentiable Theorem 3.1 can be reformulated in the following way:

Theorem 3.2 Let (t, x) → V (t, x), (t, x) ∈ M
r, be continuously differentiable Lya-

punov function. If for some ε ∈ (0, r] and every (t, x) ∈ N
ε the inequality V̇F (t, x) ≤ 0

holds, then the set M (see (2)) is strongly positively invariant.

Remark 3.2 It is obvious that the differentiability condition put on the function
V (t, x) is rather strict. It does not hold, for example, when the distance function is taken
as the function V and M(t) does not have enough regularity on the boundary. Meanwhile,
the stated above result appears to be quite convenient in a number of applications.
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Example 3.5 One may consider an ordinary differential inclusion on a smooth man-
ifold of dimension n laying in R

1+n, and this leads to the studying of strong positive
invariance of the set

M = {(t, x) ∈ R × R
n : a(t, x) = 0},

where a : R × R
n → R, a(t, x) ≥ 0 is a given continuously differentiable function. The

function a(t, x) can be taken as a Lyapunov function V (t, x), and its derivative with
respect to the corresponding inclusion can be calculated at any point (t, x) ∈ N

ε, where

N
ε = {(t, x) ∈ R × R

n : 0 < a(t, x) ≤ ε}

for some ε > 0.

We may also formulate the necessary condition for strong positive invariance, but with
some additional assumptions on the map F such as continuity (by both arguments).

Theorem 3.3 If the set M (see (2)) is strongly positively invariant and the map F is

continuous, then for any continuously differentiable Lyapunov function (t, x) → V (t, x),
(t, x) ∈ M

r, and any point (t0, x0) such that x0 ∈ ∂M(t0) the inequality V̇F (t0, x0) ≤ 0
holds.

Proof Suppose there exist a Lyapunov function V (t, x) and a point (t0, x0) such
that x0 ∈ ∂M(t0) and V̇F (t0, x0) > 0. Taking into account the definition of a support
function and compactness of the set F (t0, x0), we can find a vector h ∈ F (t0, x0) such
that c(Vx(t0, x0), F (t0, x0)) = 〈Vx(t0, x0), h〉. Then, from the continuity of F , it follows
that there exists a solution x(·) for the problem (3) such that ẋ(t0) = h and ẋ(·) is
continuous from the right at the point t0 (see, e.g., [18]). So we get that the function
v(t) = V (t, x(t)) is differentiable in the neighborhood of the point t = t0 and

v̇(t0) = Vt(t0, x0) + 〈Vx(t0, x0), ẋ(t0)〉

= Vt(t0, x0) + 〈Vx(t0, x0), h〉 = V̇F (t0, x0) > 0.

This means that there exists t1 > t0 such that v̇(t) > 0 for t ∈ (t0, t1). Since v(t0) = 0

and v(t) =

∫ t

t0

v̇(s)ds, we have that for every t ∈ (t0, t1) the inequality v̇(t0) > 0 implies

v(t) > 0. Then, due to the definition of the function V , the solution x(t) leaves the
set M(t) for t > t0, and this contradicts our assumption that M is strongly positively
invariant. 2

4 Periodic Solutions

We consider the ordinary differential inclusion

ẋ ∈ F (t, x), F (t + T, x) = F (t, x), (13)

under the following assumptions:

(P1) F : R × R
n → comp(Rn) satisfies the Caratheodory conditions;

(P2) there exists a continuous, T -periodic map M : R → comp(Rn) such that M(0) is
convex and the corresponding set M (see (2)) is strongly positively invariant under
inclusion (13);
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(P3) there exists an integrable function k : R → R+ such that for a.e. t ∈ R and each
x, y ∈ M(t)

dist(F (t, x), F (t, y)) ≤ k(t)|x − y|.

We denote by PT the set of all continuous and T -periodic functions t → z(t) ∈ M(t) and
by S(PT ) ⊂ PT the set of all T -periodic solutions t → x(t) for problem (13) such that
x(t) ∈ M(t) for every t.

Theorem 4.1 Let the maps F and M satisfy conditions (P1)–(P3). Then the set

S(PT ) is not empty and relatively compact in the space of continuous functions.

Proof For every x0 ∈ M(0) we denote by ϕ(·, x0) a solution for (13) such that
ϕ(0, x0) = x0 and ϕ(·, x0) continuously depends on x0 (according to [19] such a solution
does exist). We consider ϕ(·, x0) on the interval [0, T ]. Since the set M is strongly
positively invariant, ϕ(t, x0) ∈ M(t) for every t ∈ [0, T ]. So we can define a Poincarè
map p : M(0) → M(0)

p(x0)
.
= ϕ(T, x0)

which is continuous and acts in the convex set. Hence, according to the classical Brouwer’s
theorem, there exists a fixed point, say x̂ ∈ M(0), for the map p, and this leads to the
existence of a periodic solution ϕ(·, x̂) of problem (13).

The relative compactness of S(PT ) in C([0, T ], Rn) follows from the Arzela-Ascoli
criterion. 2

Now, in addition to problem (13), and under the same assumptions on the map F ,
we consider the convexified (relaxed) differential inclusion

ẋ ∈ coF (t, x), (14)

where the map coF for every pair (t, x) ∈ R×R
n is defined as (coF )(t, x) = co(F (t, x)),

and the differential inclusion with internal and external perturbations, i.e., the inclusion
of the type

ẋ ∈ F ε(t,Oδ(x)) (15)

the right-hand side of which for any ε, δ ≥ 0 and each (t, x) ∈ R × R
n is a closed

ε-neighborhood of the set

F (t,Oδ(x)) =
⋃

y∈Oδ(x)

F (t, y)

in the space R
n. The constants δ, ε ≥ 0 define the radii of internal and external pertur-

bations, correspondingly. Note that the radii of perturbations may also depend on time
variable t (see [11, 12, 13]) or even on both time and phase variable x. So inclusion (15)
represents the simplest model of an inclusion with internal and external perturbations.

Every solution (of Caratheodory type) for problem (15) for some fixed δ, ε ≥ 0 we
call an approximate solution of problem (13). Let δ, ε ≥ 0. We denote by Sco(PT )
and Sδ, ε(PT ) the sets of all T -periodic solutions t → x(t) for inclusions (14) and (15),
correspondingly, such that x(t) ∈ M(t) for every t. It is obvious that, if the set S(PT )
of periodic solutions for problem (13) on the set M is not empty, then the sets Sco(PT )
and Sδ, ε(PT ) are not empty as well (but not vice versa). Moreover, the set Sco(PT ) will
not only be relatively compact, but also closed (due to the convexity of the right-hand
side of inclusion (14)) and hence compact in the space of continuous functions.
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We are interested in connections between the sets S(PT ), Sco(PT ), and Sδ, ε(PT ).
First of all, it is easy to see that we have the relation

lim
δ, ε→0+

dist (F ε(t,Oδ(x)), F (t, x)) = 0

for a.e. t ∈ [0, T ] and every x ∈ M(t). But does this relation guarantee the equality

S(PT ) =
⋂

δ, ε> 0

Sδ, ε(PT ), (16)

where the closures of the solutions sets are taken in the space of continuous functions?
We say that inclusion (13) is stable on the set M (see (2)) under internal and external

perturbations if the equality (16) takes place.
As it was discussed in previous works [11, 12, 13], such a stability of the solutions set

(and we can speak here also for a set of all solutions for a Cauchy problem, or a set of
mild solutions for a semilinear differential inclusion) takes place only for inclusions with
good enough right-hand side, for example, convex valued.

Theorem 4.2 Let the maps F and Msatisfy conditions (P1), (P2). Then the equality

Sco(PT ) =
⋂

δ, ε> 0

Sδ, ε(PT ) (17)

takes place.

Proof Since the set M(t) is compact for every t, the set M is strongly positively
invariant under inclusion (13), and the radius δ of internal perturbations is strictly greater
than zero, we can apply the corresponding result in [12] to get relation (17). 2

Remark 4.1 Note that under conditions of Theorem 4.2 it may happen that the
set Sco(PT ), and hence set Sδ, ε(PT ) (δ, ε > 0), is empty. One can avoid this situation
requiring that the set M(t) should be convex for every t (see [3]).

Next, we say that for inclusion (13) on the set M ( see (2)) the density principle holds

if there holds the equality
S(PT ) = Sco(PT ). (18)

The conditions for the density principle (or relaxation theorem) to be true for the sets
of periodic solutions for differential inclusions can be found, e.g., in [20].

The following statement is straightforward.

Theorem 4.3 Let the maps F and M satisfy conditions (P1), (P2). Then differen-

tial inclusion (13) is stable on the strongly positively invariant set M under internal and

external perturbations if and only if the density principle for (13) holds on M.

Remark 4.2 Note that from Theorem 4.3 it follows that inclusion (13) is stable on
the set M under internal and external perturbations only if the map F has convex values
or if the density principle holds on M.
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