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#### Abstract

The purpose of this paper is to provide a comparison between the existing results on the calculus of variations with the $\Delta$ and $\nabla$ operators on time scales. We will also prove the theorems pertaining to free boundary conditions, for dynamic models missing one or both end points conditions. To illustrate our results we shall use a well known Ramsey model and an adjustment model in economics.


Keywords: time scales; calculus of variations; nabla derivative; delta derivative; dynamic model.

Mathematics Subject Classification (2000): 39J05, 49J15, 91B50, 91B62.

## 1 Introduction

The theory of calculus of variations on time scales has been developed in two directions, one with the $\Delta$ operator and one with the $\nabla$ operator. It is possible to write one derivative in terms of the other derivative operator on time scales under certain continuity assumptions [4, Theorem 8.49]. On the other hand, it is not always possible to optimize the dynamic model on time scales by using the deterministic optimization method, namely calculus of variations, since the theory has been developed, to the authors' knowledge, for functionals of the form $\int_{[a, b] \cap \mathbb{T}} L\left(t, y(\sigma(t)), y^{\Delta}(t)\right) \Delta t$ and $\int_{[a, b] \cap \mathbb{T}} N\left(t, y(\rho(t)), y^{\nabla}(t)\right) \nabla t$. As a result of this, here are some questions which need to be answered.

- Which is more advantageous using the $\Delta$ or $\nabla$ derivative in dynamic modelling ?

[^1]- Does there exist a dynamic model which can be formed with the $\Delta$ and $\nabla$ operators, solved and compared ?
The aim of this paper is to answer these questions by illustrating some familiar discrete or continuous models from economics. The reader may find the papers [1, 2, 5, 6] interesting to see the development of the theory and some nice applications. We will start with listing two main theorems, one is obtained by Bohner in [5] for the $\Delta$ operator and the other one is obtained by Atıcl, Biles and Lebedinsky in [1] for the $\nabla$ operator.

Let $\mathbb{T}$ be a time scale which is nonempty closed subset of reals $\mathbb{R}$. We refer to the books by Bohner and Peterson for further reading on time scales $[3,4]$.

Assume that $L(t, u, v)$ for each $t \in\left[\sigma(a), \sigma^{2}(b)\right] \subseteq \mathbb{T}$ is a class $C_{\Delta}^{2}$ function of $(u, v)$. Let $y \in C_{\Delta}^{1}\left[a, \sigma^{2}(b)\right]$ with $y(\sigma(a))=A, y\left(\sigma^{2}(b)\right)=B$, where

$$
C_{\Delta}^{1}\left[a, \sigma^{2}(b)\right]=\left\{y:\left[a, \sigma^{2}(b)\right] \rightarrow \mathbb{R} \mid \quad y^{\Delta} \text { is continuous on }\left[a, \sigma^{2}(b)\right]^{\kappa}\right\} .
$$

Theorem 1.1 If a function $y(t)$ provides a local extremum to the functional

$$
J[y]=\int_{\sigma(a)}^{\sigma^{2}(b)} L\left(t, y(\sigma(t)), y^{\Delta}(t)\right) \Delta t
$$

where $y \in C_{\Delta}^{2}\left[a, \sigma^{2}(b)\right]$ and $y(\sigma(a))=A$ and $y\left(\sigma^{2}(b)\right)=B$, then $y$ must satisfy the Euler-Lagrange equation

$$
\begin{equation*}
L_{y^{\sigma}}\left(t, y^{\sigma}, y^{\Delta}\right)-L_{y^{\Delta}}^{\Delta}\left(t, y^{\sigma}, y^{\Delta}\right)=0 \tag{1}
\end{equation*}
$$

for $t \in[a, \sigma(b)]_{\kappa}^{\kappa}$.
Assume that $N(t, u, v)$ is a class $C_{\nabla}^{2}$ function of $(u, v)$ for each $t \in\left[\rho^{2}(a), \rho(b)\right] \subseteq \mathbb{T}$. Let $y \in C_{\nabla}^{1}\left[\rho^{2}(a), \rho(b)\right]$ with $y\left(\rho^{2}(a)\right)=A, y(\rho(b))=B$, where

$$
C_{\nabla}^{1}\left[\rho^{2}(a), \rho(b)\right]=\left\{y:\left[\rho^{2}(a), \rho(b)\right] \rightarrow \mathbb{R} \mid y^{\nabla} \text { is continuous on }\left[\rho^{2}(a), \rho(b)\right]_{\kappa}\right\} .
$$

Theorem 1.2 If a function $y(t)$ provides a local extremum to the functional

$$
J[y]=\int_{\rho^{2}(a)}^{\rho(b)} N\left(t, y(\rho(t)), y^{\nabla}(t)\right) \nabla t
$$

where $y \in C_{\nabla}^{2}\left[\rho^{2}(a), \rho(b)\right]$ and $y\left(\rho^{2}(a)\right)=A, y(\rho(b))=B$, then $y$ must satisfy the Euler-Lagrange equation

$$
\begin{equation*}
N_{y^{\rho}}\left(t, y^{\rho}, y^{\nabla}\right)-N_{y^{\nabla}}^{\nabla}\left(t, y^{\rho}, y^{\nabla}\right)=0 \tag{2}
\end{equation*}
$$

for $t \in[\rho(a), b]_{\kappa}^{\kappa}$.
The plan of this paper is as follows. In Section 2, we will introduce the Ramsey model [7] on time scales and write the model with the $\nabla$ and $\Delta$ derivatives, respectively. We will then solve each model using the Euler-Lagrange equations (1) and (2). We shall then compare the solutions of each model on $\mathbb{T}=\mathbb{R}$ and $\mathbb{T}=h \mathbb{Z}$. In Section 3, we shall state the free boundary conditions for the dynamic model which is missing one or two end-point conditions. We shall illustrate our results with an adjustment model [8].

## 2 The Ramsey Model

In this section, we study the Ramsey model which determines the behavior of saving/consumption as the result of optimal inter temporal choices by individual households. Before writing the model on time scales we will present its discrete and continuous versions so that one can see how the time scale model unifies its discrete and continuous counterparts.

## Discrete Model:

We maximize the Ramsey model which is

$$
\sum_{t=0}^{T-1}(1+p)^{-t} U\left[C_{t}\right]
$$

subject to initial wealth $W_{0}$ that can always be invested for an exogeneously-given certain rate of yield $r$; or subject to the constraint

$$
\begin{equation*}
C_{t}=W_{t}-\frac{W_{t+1}}{1+r} \tag{3}
\end{equation*}
$$

or

$$
\max _{\left[W_{t}\right]} \sum_{t=0}^{T-1}(1+p)^{-t} U\left[W_{t}-\frac{W_{t+1}}{1+r}\right]
$$

where the quantities are defined as
$C_{t}$ - consumption,
$p$ - discount rate,
$U_{t}$ - instantaneous utility function,
$W_{t}$ - production function.
The Euler-Lagrange equation for the discrete model is as follows

$$
\frac{r-p}{1+r} U^{\prime}[C(t)]+\Delta\left[U^{\prime}[C(t)]\right]=0
$$

## Continuous Model:

We maximize the Ramsey model

$$
\int_{0}^{T} e^{-p t} U[C(t)] d t
$$

subject to

$$
\begin{equation*}
C(t)=r W(t)-W^{\prime}(t) \tag{4}
\end{equation*}
$$

or

$$
\max _{[W(t)]} \int_{0}^{T} e^{-p t} U\left[r W(t)-W^{\prime}(t)\right] d t
$$

The Euler-Lagrange equation is as follows

$$
(r-p) U^{\prime}[C(t)]+\left[U^{\prime}[C(t)]\right]^{\prime}=0
$$

Let's now develop two formulations of the time scale Ramsey model, in order to employ both the nabla and delta calculus of variations.

## The Ramsey Model with the Nabla Derivative:

Consider the constraint (4) for the continuous case which can be rewritten as

$$
\begin{equation*}
C(t)=-e^{r t}\left[e^{-r t} W(t)\right]^{\prime} . \tag{5}
\end{equation*}
$$

Now consider the discrete constraint (3) which can be rewritten as

$$
\begin{equation*}
C_{t-1}=-(1+r)^{t-1} \nabla\left[\frac{W(t)}{(1+r)^{t}}\right] \tag{6}
\end{equation*}
$$

Using the new formulations (5) and (6), of the continuous and discrete constraints, a generalization can be made in order to develop the time scale constraint

$$
C(\rho(t))=-\left[\hat{e}_{-r}(\rho(t), 0)\right]^{-1}\left[\hat{e}_{-r}(t, 0) W(t)\right]^{\nabla}
$$

Then by taking the nabla derivative of $\left[\hat{e}_{-r}(t, 0) W(t)\right]$ the following is obtained

$$
\begin{aligned}
C(\rho(t)) & =-\left[\hat{e}_{-r}(\rho(t), 0)\right]^{-1}\left[\hat{e}_{-r}^{\nabla}(t, 0) W(\rho(t))+\hat{e}_{-r}(t, 0) W^{\nabla}(t)\right] \\
& =-\left[(1+\nu(t) r) \hat{e}_{-r}(t, 0)\right]^{-1}\left[-r \hat{e}_{-r}(t, 0) W(\rho(t))+\hat{e}_{-r}(t, 0) W^{\nabla}(t)\right]
\end{aligned}
$$

Then by distributing through by $-\left[(1+\nu(t) r) \hat{e}_{-r}(t, 0)\right]^{-1}$ the constraint for the nabla version of the Ramsey model is obtained

$$
C(\rho(t))=\frac{r W(\rho(t))}{1+\nu(t) r}-\frac{W^{\nabla}(t)}{1+\nu(t) r}
$$

The Ramsey model with the nabla derivative is

$$
\begin{equation*}
\max _{[W(t)]} \int_{\rho^{2}(0)}^{\rho^{2}(T)} \hat{e}_{-p}(\rho(t), 0) U\left[\frac{r W(\rho(t))}{1+\nu(t) r}-\frac{W^{\nabla}(t)}{1+\nu(t) r}\right] \nabla t \tag{7}
\end{equation*}
$$

Note that this model includes the discrete case and the continuous case as special cases. First we derive the Euler-Lagrange equation using Theorem 1.2. In this model,

$$
N\left(t, W^{\rho}, W^{\nabla}\right)=\hat{e}_{-p}(\rho(t), 0) U\left[\frac{r W^{\rho}}{1+\nu(t) r}-\frac{W^{\nabla}}{1+\nu(t) r}\right]
$$

so we obtain the following dynamic equation

$$
\begin{gathered}
\hat{e}_{-p}(\rho(t), 0) U^{\prime}\left[\frac{r W(\rho(t))}{1+\nu(t) r}-\frac{W^{\nabla}(t)}{1+\nu(t) r}\right]\left(\frac{r}{1+\nu(t) r}\right) \\
+\left[\hat{e}_{-p}(\rho(t), 0) U^{\prime}\left[\frac{r W(\rho(t))}{1+\nu(t) r}-\frac{W^{\nabla}(t)}{1+\nu(t) r}\right]\left(\frac{1}{1+\nu(t) r}\right)\right]^{\nabla}=0
\end{gathered}
$$

Then by substituting $C(\rho(t))$ in for $\frac{r}{1+\nu(t) r} W(\rho(t))-\frac{1}{1+\nu(t) r} W^{\nabla}(t)$ the following is obtained

$$
\hat{e}_{-p}(\rho(t), 0) U^{\prime}(C(\rho(t)))\left(\frac{r}{1+\nu(t) r}\right)+\left[\hat{e}_{-p}(\rho(t), 0) U^{\prime}(C(\rho(t)))\left(\frac{1}{1+\nu(t) r}\right)\right]^{\nabla}=0
$$

Then by using the product rule and by taking the nabla derivative of the nabla exponential function we have

$$
\left[U^{\prime}(C(\rho(t)))\left(\frac{1}{1+\nu(t) r}\right)\right]^{\nabla}=\frac{p\left(1-\nu^{\nabla}(t)\right)-r}{(1+\nu(t) r)(1+\nu(\rho(t)) p)} U^{\prime}(C(\rho(t))),
$$

where we assume that $\nu$ is a nabla differentiable function, note that $\nu$ is not necessarily nabla differentiable in general.
We let $\alpha(t):=\frac{1}{1+\nu(t) r}$. Then again using the product rule the following is obtained

$$
\alpha(\rho(t))\left[U^{\prime}(C(\rho(t)))\right]^{\nabla}+\alpha^{\nabla}(t)\left[U^{\prime}(C(\rho(t)))\right]=\frac{p\left(1-\nu^{\nabla}(t)\right)-r}{(1+\nu(t) r)(1+\nu(\rho(t)) p)} U^{\prime}(C(\rho(t)))
$$

which is the same as

$$
\left[U^{\prime}(C(\rho(t)))\right]^{\nabla}=\left(\frac{p\left(1-\nu^{\nabla}(t)\right)-r-\alpha^{\nabla}(t)(1+\nu(t) r)(1+\nu(\rho(t)) p)}{(1+\nu(t) r)(1+\nu(\rho(t)) p) \alpha(\rho(t))}\right) U^{\prime}(C(\rho(t))),
$$

then by substituting $\frac{1}{1+\nu(\rho(t)) r}$ in for $\alpha(\rho(t))$ and rearranging the following is obtained

$$
\begin{equation*}
\frac{\left[U^{\prime}(C(\rho(t)))\right]^{\nabla}}{U^{\prime}(C(\rho(t)))}=\left(\frac{\left(p\left(1-\nu^{\nabla}(t)\right)-r\right)(1+\nu(\rho(t)) r)+\nu^{\nabla}(t) r(1+\nu(\rho(t)) p)}{(1+\nu(t) r)(1+\nu(\rho(t)) p)}\right) \tag{8}
\end{equation*}
$$

for $t \in\left[\rho^{2}(0), \rho^{2}(T)\right]_{\kappa}^{\kappa}$.
The Ramsey Model with the Delta Derivative:
Consider the constraint for the continuous case (4) which can be rewritten as

$$
\begin{equation*}
C(t)=-e^{r t}\left[e^{-r t} W(t)\right]^{\prime} . \tag{9}
\end{equation*}
$$

Now consider the discrete constraint (3) which can be rewritten as

$$
\begin{equation*}
C_{t}=-(1+r)^{t-1} \Delta\left[\frac{W(t)}{(1+r)^{t-1}}\right] . \tag{10}
\end{equation*}
$$

Using the new formulations (9) and (10), of the continuous and discrete constraints, a generalization can be made in order to develop the time scale constraint

$$
C(t)=-\left[\hat{e}_{-r}(\rho(t), 0)\right]^{-1}\left[\hat{e}_{-r}(\rho(t), 0) W(t)\right]^{\Delta} .
$$

Then by taking the delta derivative of $\left[\hat{e}_{-r}(\rho(t), 0) W(t)\right]$ the following is obtained,
$C(t)=-\left[\hat{e}_{-r}(\rho(t), 0)\right]^{-1}\left[\frac{-r(1+\nu(t) r)+r \nu^{\Delta}(t)}{(1+\mu(t) r)(1+\nu(t) r)} \hat{e}_{-r}(\rho(t), 0) W(\sigma(t))+\hat{e}_{-r}(\rho(t), 0) W^{\Delta}(t)\right]$,
where $\nu$ is assumed to be a delta differentiable function. Then by distributing through by $-\left[\hat{e}_{-r}(\rho(t), 0)\right]^{-1}$ the constraint for the delta version of the Ramsey model is obtained which is

$$
C(t)=\left[\frac{r(1+\nu(t) r)-r \nu^{\Delta}(t)}{(1+\mu(t) r)(1+\nu(t) r)} W(\sigma(t))-W^{\Delta}(t)\right]
$$

The Ramsey model with the delta derivative is

$$
\begin{equation*}
\max _{[W(t)]} \int_{0}^{T} \hat{e}_{-p}(t, 0) U\left[\frac{r(1+\nu(t) r)-r \nu^{\Delta}(t)}{(1+\mu(t) r)(1+\nu(t) r)} W(\sigma(t))-W^{\Delta}(t)\right] \Delta t \tag{11}
\end{equation*}
$$

Note that this model includes the discrete and continuous model as special cases. First we derive the Euler-Lagrange equation using Theorem 1.1. In this model,

$$
L\left(t, W^{\sigma}, W^{\Delta}\right)=\hat{e}_{-p}(t, 0) U\left[\frac{r(1+\nu(t) r)-r \nu^{\Delta}(t)}{(1+\mu(t) r)(1+\nu(t) r)} W^{\sigma}-W^{\Delta}\right]
$$

so we obtain the following dynamic equation

$$
\begin{aligned}
& \hat{e}_{-p}(t, 0) U^{\prime}\left[\frac{r(1+\nu(t) r)-r \nu^{\Delta}(t)}{(1+\mu(t) r)(1+\nu(t) r)} W(\sigma(t))-W^{\Delta}(t)\right]\left(\frac{r(1+\nu(t) r)-r \nu^{\Delta}(t)}{(1+\mu(t) r)(1+\nu(t) r)}\right) \\
& \quad+\left[\hat{e}_{-p}(t, 0) U^{\prime}\left(\frac{r(1+\nu(t) r)-r \nu^{\Delta}(t)}{(1+\mu(t) r)(1+\nu(t) r)} W(\sigma(t))-W^{\Delta}(t)\right)\right]^{\Delta}=0
\end{aligned}
$$

Then by substituting $C(t)$ in for $\frac{r(1+\nu(t) r)-r \nu^{\Delta}(t)}{(1+\mu(t) r)(1+\nu(t) r)} W(\sigma(t))-W^{\Delta}(t)$, using the product rule and taking the delta derivative of the nabla exponential we have

$$
\begin{equation*}
\frac{\left[U^{\prime}(C(t))\right]^{\Delta}}{U^{\prime}(C(t))}=\frac{\left(r \nu^{\Delta}(t)-r(1+\nu(t) r)\right)(1+\mu(t) p)+p(1+\mu(t) r)(1+\nu(t) r)}{(1+\mu(t) r)(1+\nu(t) r)} \tag{12}
\end{equation*}
$$

for $t \in[0, T]_{\kappa}^{\kappa}$.
We will end this section by comparing the solutions of the two models (7) and (11). The first comparison of the two solutions, (8) and (12), will be made where $\mathbb{T}=\mathbb{R}$. The solution (8) obtained from the Ramsey model with the nabla derivative becomes

$$
\frac{\left[U^{\prime}(C(t))\right]^{\prime}}{U^{\prime}(C(t))}=p-r
$$

for $t \in[0, T]$. The solution (12) obtained from the Ramsey model with the delta derivative becomes

$$
\frac{\left[U^{\prime}(C(t))\right]^{\prime}}{U^{\prime}(C(t))}=p-r
$$

for $t \in[0, T]$. So when $\mathbb{T}=\mathbb{R}$ the two solutions are the same.
The next comparison will be made where $\mathbb{T}=h \mathbb{Z}$. The solution to the Ramsey model with the nabla derivative and $\mathbb{T}=h \mathbb{Z}$ is as follows

$$
\frac{\nabla\left[U^{\prime}(C(\rho(t)))\right]}{U^{\prime}(C(\rho(t)))}=\frac{p-r}{1+h p}
$$

Then by taking the indicated backward difference we have

$$
U^{\prime}(C(\rho(t)))=\frac{1+h p}{1+h r} U^{\prime}(C(\rho(\rho(t))))
$$

for $t \in\left[-\frac{1}{h}, T-\frac{3}{h}\right]$. The solution to the Ramsey model with the delta derivative and $\mathbb{T}=h \mathbb{Z}$ is as follows

$$
\frac{\Delta\left[U^{\prime}(C(t))\right]}{U^{\prime}(C(t))}=\frac{p-r}{1+h r}
$$

Then by taking the indicated forward difference we have

$$
U^{\prime}(C(\sigma(t)))=\frac{1+h p}{1+h r} U^{\prime}(C(t))
$$

for $t \in\left[\frac{1}{h}, T-\frac{1}{h}\right]$.

## 3 Free Boundary Conditions

In this section, we will form an adjustment model with $\Delta$ derivative on time scales. The Euler-Lagrange equation turns out to be a second order dynamic equation which currently has no closed solution. So to circumvent this issue we will consider a time scale $\mathbb{T}=\left\{[0,6) \cap h_{1} \mathbb{Z}\right\} \cup\left\{[6,14) \cap h_{2} \mathbb{Z}\right\} \cup\left\{[14,30] \cap h_{3} \mathbb{Z}\right\}$ where $h_{1}=1, h_{2}=0.5$, and $h_{3}=0.001$ in order to solve and compare the obtained solution and the desired target solution.

## Discrete Model:

We want to minimize the dynamic model of adjustment

$$
J[y]=\sum_{t=1}^{T} r^{t}\left[\alpha(y(t)-\bar{y}(t))^{2}+(y(t)-y(t-1))^{2}\right]
$$

where $y(t)$ is the output state variable, $r>1$ is the exogenous rate of discount, $\bar{y}$ is the desired target level (which for the purposes of this paper we will consider two cases which are that $\bar{y}$ is either linear or exponential), and $T$ is the horizon. The first component of the loss function above is the disequilibrium cost due to deviations from the desired target and the second component characterizes the agent's aversion to output fluctuations. The Euler-Lagrange equation for the discrete model is as follows

$$
r y(t+1)-(r+\alpha+1) y(t)+y(t-1)+\alpha \bar{y}(t)=0
$$

## Continuous Model:

We want to minimize the dynamic model of adjustment

$$
J[y]=\int_{0}^{T} e^{(r-1) t}\left[\alpha(y(t)-\bar{y}(t))^{2}+\left(y^{\prime}(t)\right)^{2}\right] d t
$$

The Euler-Lagrange equation becomes

$$
y^{\prime \prime}(t)+(r-1) y^{\prime}(t)-\alpha y(t)+\alpha \bar{y}(t)=0
$$

## Time Scales Model:

The time scale model which we wish to minimize is

$$
J[y]=\int_{\sigma(0)}^{\rho(T)} e_{r-1}(\sigma(t), 0)\left[\alpha(y(\sigma(t))-\bar{y}(\sigma(t)))^{2}+\left(y^{\Delta}(t)\right)^{2}\right] \Delta t
$$

Note that this model includes the discrete case and the continuous case as special cases. First we derive the Euler-Lagrange equation using Theorem 1.1. In this model,

$$
L\left(t, y(\sigma(t)), y^{\Delta}(t)\right)=e_{r-1}(\sigma(t), 0)\left[\alpha(y(\sigma(t))-\bar{y}(\sigma(t)))^{2}+\left(y^{\Delta}(t)\right)^{2}\right]
$$

so we obtain the following dynamic equation
$e_{r-1}(\sigma(t), 0)\left[2 \alpha(y(\sigma(t))-\bar{y}(\sigma(t))]-2\left[e_{r-1}(\sigma(t), 0)\right]^{\Delta} y^{\Delta}(\sigma(t))-2 e_{r-1}(\sigma(t), 0) y^{\Delta \Delta}(t)=0\right.$.
Then using the identity $e_{r-1}^{\Delta}(\sigma(t), 0)=(r-1)\left(\mu^{\Delta}(t)+1\right) e_{r-1}(\sigma(t), 0)$, where $\mu$ is assumed to be a delta differentiable function, we have

$$
\begin{aligned}
& e_{r-1}(\sigma(t), 0)\left[2 \alpha(y(\sigma(t))-\bar{y}(\sigma(t))]-2(r-1)\left(\mu^{\Delta}(t)+1\right)\left[e_{r-1}(\sigma(t), 0) y^{\Delta}(\sigma(t))\right.\right. \\
&-2 e_{r-1}(\sigma(t), 0) y^{\Delta \Delta}(t)=0
\end{aligned}
$$

then dividing through by $-2 e_{r-1}(\sigma(t), 0)$ the equation simplifies to

$$
\left.y^{\Delta \Delta}(t)+(r-1)\left(\mu^{\Delta}(t)+1\right) y^{\Delta}(\sigma(t))\right)-\alpha y(\sigma(t))+\alpha \bar{y}(\sigma(t))=0
$$

This model differs from others that have been studied in the literature since there is no constraint or boundary condition. Next we derive the free boundary conditions and then apply the results to this adjustment model.

## Theorem 3.1 If

$$
J[y]=\int_{\sigma(a)}^{\sigma^{2}(b)} L\left(t, y(\sigma(t)), y^{\triangle}(t)\right) \triangle t
$$

where $y \in C^{2}\left[a, \sigma^{2}(b)\right]$ and $y(\sigma(a))=A$, has a local extremum at $y(t)$, then $y(t)$ satisfies the Euler-Lagrange equation for $t \in[a, \sigma(b)]_{\kappa}^{\kappa}, y(\sigma(a))=A$ and $y(t)$ satisfies the condition

$$
\begin{equation*}
\left(\sigma^{2}(b)-\sigma(b)\right) L_{y^{\sigma}}\left(\sigma(b), y\left(\sigma^{2}(b)\right), y^{\triangle}(\sigma(b))\right)+L_{y^{\Delta}}\left(\sigma(b), y\left(\sigma^{2}(b)\right), y^{\triangle}(\sigma(b))\right)=0 \tag{13}
\end{equation*}
$$

Proof As in the proof of Theorem 1.1, $J_{1}[h]=0$ for all $h \in C^{1}\left[\sigma(a), \sigma^{2}(b)\right]$ with $h(\sigma(a))=0$. While getting Euler-Lagrange equation, if we use $h(\sigma(a))=0$, we get

$$
\begin{aligned}
& \int_{\sigma(a)}^{\sigma^{2}(b)}\left\{L_{y^{\sigma}}\left(t, y^{\sigma}, y^{\triangle}\right)-L_{y^{\Delta}}^{\triangle}\left(t, y^{\sigma}, y^{\triangle}\right)\right\} h^{\sigma}(t) \triangle t \\
& +\left\{\left(\sigma^{2}(b)-\sigma(b)\right) L_{y^{\sigma}}\left(\sigma(b), y\left(\sigma^{2}(b)\right), y^{\triangle}(\sigma(b))\right)\right. \\
& \left.+L_{y \Delta}\left(\sigma(b), y\left(\sigma^{2}(b)\right), y^{\triangle}(\sigma(b))\right)\right\} h\left(\sigma^{2}(b)\right)=0
\end{aligned}
$$

for all $h \in C^{1}\left[\sigma(a), \sigma^{2}(b)\right]$. The conclusion of the theorem follows.
Theorem 3.2 If

$$
J[y]=\int_{\sigma(a)}^{\sigma^{2}(b)} L\left(t, y(\sigma(t)), y^{\triangle}(t)\right) \triangle t
$$

where $y \in C^{2}\left[a, \sigma^{2}(b)\right]$ and $y\left(\sigma^{2}(b)\right)=B$, has a local extremum at $y(t)$, then $y(t)$ satisfies the Euler-Lagrange equation for $t \in[a, \sigma(b)]_{\kappa}^{\kappa}, y\left(\sigma^{2}(b)\right)=B$ and $y(t)$ satisfies the condition

$$
\begin{equation*}
L_{y} \triangle\left(\sigma(a), y\left(\sigma^{2}(a)\right), y^{\triangle}(\sigma(a))\right)=0 . \tag{14}
\end{equation*}
$$

In a similar way, we have the following theorem.
Theorem 3.3 If $y(t)$ is a local extremum for $J[y]$ where $y \in C^{2}\left[a, \sigma^{2}(b)\right]$, then $y(t)$ satisfies the Euler-Lagrange equation for $t \in[a, \sigma(b)]_{\kappa}^{\kappa}$ and the conditions (13) and (14).


Figure 3.1: Linear case.


Figure 3.2: Exponential case.

So we have that the free boundary conditions for this model are $y^{\Delta}(\sigma(a))=0$ and $y^{\Delta}(\sigma(b))=h \alpha\left[\bar{y}\left(\sigma^{2}(b)\right)-y\left(\sigma^{2}(b)\right)\right]$. We will now illustrate the optimized solution of this problem for a time scale where $\mathbb{T}=\left\{[0,6) \cap h_{1} \mathbb{Z}\right\} \cup\left\{[6,14) \cap h_{2} \mathbb{Z}\right\} \cup\left\{[14,30] \cap h_{3} \mathbb{Z}\right\}$ where
$h_{1}=1, h_{2}=0.5$, and $h_{3}=0.001$. This is accomplished by considering the optimized solution to be the following piecewise defined function

$$
y(t)= \begin{cases}y_{1}(t) & \text { if } t \in[1,6) \\ y_{2}(t) & \text { if } t \in[6,14) \\ y_{3}(t) & \text { if } t \in[14,30-0.002]\end{cases}
$$

being optimized on the three separate intervals. Figures 3.1 and 3.2 are the graphs of the linear and exponential case with $r=1.9, \alpha=4, b=0.25$, and $v=4$ whose target functions are $\bar{y}(t)=v t+b$ and $\bar{y}(t)=e_{b}(t, 0)$.

## 4 Concluding Remarks

The techniques of modelling with dynamic equations on time scales are not widely used in economics. This may be due to the view that ordinary differential equations and difference equations are sufficient for modelling most interesting events in economy. However, economists encounter situations in which discrete and continuous models do not capture all the essential features of the events. In this sense, modelling with dynamic equations on time scales provides a more "complete" model for events at all level of time domains.

In Section 2, a well-known Ramsey model of economics has been used to illustrate that it is possible to write a model in economics with $\Delta$ operator as well as with $\nabla$ operator. The existing theory, theory of calculus of variations on time scales, allows us to solve both models and compare the obtained solutions on time scales $\mathbb{R}$ and $h \mathbb{Z}$. Our calculations show that the solutions are exactly the same on certain time scales. In Section 3, we studied a model of economics where we cannot use both derivative operators. This is due to the fact that the theory of calculus of variations on time scales is very much a work in progress. At this time, the adjustment model can be solved if it is modelled with $\Delta$ operator only.
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#### Abstract

Values of $\lambda_{1}, \ldots, \lambda_{n}$ are determined for which there exist positive solutions of the iterative system of dynamic equations, $u_{i}^{\Delta \Delta}(t)+$ $\lambda_{i} a_{i}(t) f_{i}\left(u_{i+1}(\sigma(t))\right)=0,1 \leq i \leq n, u_{n+1}(t)=u_{1}(t)$, for $t \in[0,1]_{\mathbb{T}}$, and satisfying the boundary conditions, $u_{i}(0)=0=u_{i}\left(\sigma^{2}(1)\right), 1 \leq i \leq n$, where $\mathbb{T}$ is a time scale. A Guo-Krasnosel'skii fixed point theorem is applied.
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## 1 Introduction

Let $\mathbb{T}$ be a time scale with $0, \sigma^{2}(1) \in \mathbb{T}$. Given an interval $J$ of $\mathbb{R}$, we will use the interval notation,

$$
J_{\mathbb{T}}:=J \cap \mathbb{T}
$$

We are concerned with determining values of $\lambda_{i}, 1 \leq i \leq n$, for which there exist positive solutions for the iterative system of dynamic equations,

$$
\begin{gather*}
u_{i}^{\Delta \Delta}(t)+\lambda_{i} a_{i}(t) f_{i}\left(u_{i+1}(\sigma(t))\right)=0,1 \leq i \leq n, t \in[0,1]_{\mathbb{T}} \\
u_{n+1}(t)=u_{1}(t), t \in[0,1]_{\mathbb{T}} \tag{1}
\end{gather*}
$$

satisfying the boundary conditions,

$$
\begin{equation*}
u_{i}(0)=0=u_{i}\left(\sigma^{2}(1)\right), 1 \leq i \leq n \tag{2}
\end{equation*}
$$

where

[^2](A) $f_{i} \in C([0, \infty),[0, \infty)), 1 \leq i \leq n$;
(B) $a_{i} \in C\left([0, \sigma(1)]_{\mathbb{T}},[0, \infty)\right), 1 \leq i \leq n$, and $a_{i}$ does not vanish identically on any closed subinterval of $[0, \sigma(1)]_{\mathbb{T}}$;
(C) Each of $f_{i 0}:=\lim _{x \rightarrow 0^{+}} \frac{f_{i}(x)}{x}$ and $f_{i \infty}:=\lim _{x \rightarrow \infty} \frac{f_{i}(x)}{x}, 1 \leq i \leq n$, exists as a positive real number.

There is a great deal of research activity devoted to positive solutions of dynamic equations on time scales; see, for example $[1,3,4,5,8,10,14]$. This work entails an extension of the paper by Chyan and Henderson [9] to eigenvalue problems for systems of nonlinear boundary value problems on time scales, and also, in a very real sense, an extension of the recent paper by Benchohra, Henderson and Ntouyas [7]. Also, in that light, this paper is closely related to the works by Li and Sun [27, 29].

On a larger scale, there has been a great deal of study focused on positive solutions of boundary value problems for ordinary differential equations. Interest in such solutions is high from both a theoretical sense $[11,13,21,24,31]$ and as applications for which only positive solutions are meaningful $[2,12,25,26]$. These considerations are formulated primarily for scalar problems, but good attention also has been given to boundary value problems for systems of differential equations $[6,15,16,17,18,19,20,22,23,28,30,32]$.

The main tool in this paper is an application of the Guo-Krasnosel'skii fixed point theorem for operators leaving a Banach space cone invariant [13]. A Green's function plays a fundamental role in defining an appropriate operator on a suitable cone.

## 2 Some preliminaries

In this section, we state the well-known Guo-Krasnosel'skii fixed point theorem which we will apply to a completely continuous operator whose kernel, $G(t, s)$, is the Green's function for

$$
\begin{gathered}
-y^{\Delta \Delta}=0 \\
y(0)=0=y\left(\sigma^{2}(1)\right)
\end{gathered}
$$

Erbe and Peterson [10] have found,

$$
G(t, s)=\frac{1}{\sigma^{2}(1)} \begin{cases}t\left(\sigma^{2}(1)-\sigma(s)\right), & \text { if } t \leq s \\ \sigma(s)\left(\sigma^{2}(1)-t\right), & \text { if } \sigma(s) \leq t\end{cases}
$$

from which

$$
\begin{gather*}
G(t, s)>0,(t, s) \in\left(0, \sigma^{2}(1)\right)_{\mathbb{T}} \times(0, \sigma(1))_{\mathbb{T}}  \tag{3}\\
G(t, s) \leq G(\sigma(s), s)=\frac{\sigma(s)\left(\sigma^{2}(1)-\sigma(s)\right)}{\sigma^{2}(1)}, t \in\left[0, \sigma^{2}(1)\right]_{\mathbb{T}}, s \in[0, \sigma(1)]_{\mathbb{T}} \tag{4}
\end{gather*}
$$

and it is also shown in [10] that

$$
\begin{equation*}
G(t, s) \geq k G(\sigma(s), s)=k \frac{\sigma(s)\left(\sigma^{2}(1)-\sigma(s)\right)}{\sigma^{2}(1)}, t \in\left[\frac{\sigma^{2}(1)}{4}, \frac{3 \sigma^{2}(1)}{4}\right]_{\mathbb{T}}, s \in[0, \sigma(1)]_{\mathbb{T}} \tag{5}
\end{equation*}
$$

where

$$
k=\min \left\{\frac{1}{4}, \frac{\sigma^{2}(1)}{4\left(\sigma^{2}(1)-\sigma(0)\right)}\right\}
$$

We note that an $n$-tuple $\left(u_{1}(t), \ldots, u_{n}(t)\right)$ is a solution of the eigenvalue problem (1), (2) if, and only if

$$
u_{i}(t)=\lambda_{i} \int_{0}^{\sigma(1)} G(t, s) a_{i}(s) f_{i}\left(u_{i+1}(\sigma(s))\right) \Delta s, 0 \leq t \leq \sigma^{2}(1), 1 \leq i \leq n
$$

and

$$
u_{n+1}(t)=u_{1}(t), 0 \leq t \leq \sigma^{2}(1)
$$

so that, in particular,

$$
\begin{aligned}
u_{1}(t)= & \lambda_{1} \int_{0}^{\sigma(1)} G\left(t, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\lambda_{2} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{2}\right) a_{2}\left(s_{2}\right) \times\right. \\
& \times f_{2}\left(\lambda_{3} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{2}\right), s_{3}\right) a_{3}\left(s_{3}\right) \cdots \times\right. \\
& \left.\left.\times f_{n-1}\left(\lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u_{1}\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n}\right) \cdots \Delta s_{3}\right) \Delta s_{2}\right) \Delta s_{1}
\end{aligned}
$$

Values of $\lambda_{1}, \ldots, \lambda_{n}$, for which there are positive solutions (positive with respect to a cone) of (1), (2), will be determined via applications of the following fixed point theorem [13].

Theorem 2.1 Let $\mathcal{B}$ be a Banach space, and let $\mathcal{P} \subset \mathcal{B}$ be a cone in $\mathcal{B}$. Assume $\Omega_{1}$ and $\Omega_{2}$ are open subsets of $\mathcal{B}$ with $0 \in \Omega_{1} \subset \bar{\Omega}_{1} \subset \Omega_{2}$, and let

$$
T: \mathcal{P} \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right) \rightarrow \mathcal{P}
$$

be a completely continuous operator such that, either
(i) $\|T u\| \leq\|u\|, u \in \mathcal{P} \cap \partial \Omega_{1}$, and $\|T u\| \geq\|u\|$, $u \in \mathcal{P} \cap \partial \Omega_{2}$, or
(ii) $\|T u\| \geq\|u\|, u \in \mathcal{P} \cap \partial \Omega_{1}$, and $\|T u\| \leq\|u\|, u \in \mathcal{P} \cap \partial \Omega_{2}$.

Then $T$ has a fixed point in $\mathcal{P} \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.

## 3 Positive solutions in a cone

In this section, we apply Theorem 2.1 to obtain solutions in a cone (that is, positive solutions) of (1), (2). Assume throughout that $\left[0, \sigma^{2}(1)\right]_{\mathbb{T}}$ is such that

$$
\xi=\min \left\{t \in \mathbb{T} \left\lvert\, t \geq \frac{\sigma^{2}(1)}{4}\right.\right\}
$$

and

$$
\omega=\max \left\{t \in \mathbb{T} \left\lvert\, t \leq \frac{3 \sigma^{2}(1)}{4}\right.\right\}
$$

both exist and satisfy

$$
\frac{\sigma^{2}(1)}{4} \leq \xi<\omega \leq \frac{3 \sigma^{2}(1)}{4}
$$

Next, let $\tau_{i} \in[\xi, \omega]_{\mathbb{T}}$ be defined by

$$
\int_{\xi}^{\omega} G\left(\tau_{i}, s\right) a(s) \Delta s=\min _{t \in[\xi, \omega]_{\mathbb{T}}} \int_{\xi}^{\omega} G(t, s) a_{i}(s) \Delta s
$$

Finally, we define

$$
l=\min _{s \in\left[0, \sigma^{2}(1)\right]_{\mathbb{T}}} \frac{G(\sigma(\omega), s)}{G(\sigma(s), s)}
$$

and let

$$
\begin{equation*}
m=\min \{k, l\} \tag{6}
\end{equation*}
$$

For our construction, let $\mathcal{B}=\left\{x \mid x:\left[0, \sigma^{2}(1)\right]_{\mathbb{T}} \rightarrow \mathbb{R}\right\}$ with supremum norm, $\|x\|=$ $\sup \left\{|x(t)|: t \in\left[0, \sigma^{2}(1)\right]_{\mathbb{T}}\right\}$, and define a cone $\mathcal{P} \subset \mathcal{B}$ by

$$
\mathcal{P}=\left\{x \in \mathcal{B} \mid x(t) \geq 0 \text { on }\left[0, \sigma^{2}(1)\right]_{\mathbb{T}} \text { and } \min _{t \in[\xi, \sigma(\omega)]_{\mathbb{T}}} x(t) \geq m\|x\|\right\}
$$

We next define an integral operator $T: \mathcal{P} \rightarrow \mathcal{B}$, for $u \in \mathcal{P}$, by

$$
\begin{align*}
T u(t)= & \lambda_{1} \int_{0}^{\sigma(1)} G\left(t, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\lambda_{2} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{2}\right) a_{2}\left(s_{2}\right) \times\right. \\
& \times f_{2}\left(\lambda_{3} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{2}\right), s_{3}\right) a_{3}\left(s_{3}\right) \cdots \times\right.  \tag{7}\\
& \left.\left.\times f_{n-1}\left(\lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n}\right) \cdots \Delta s_{3}\right) \Delta s_{2}\right) \Delta s_{1}
\end{align*}
$$

Notice from (A), (B) and (3) that, for $u \in \mathcal{P}, T u(t) \geq 0$ on $\left[0, \sigma^{2}(1)\right]_{\mathbb{T}}$. Also, for $u \in \mathcal{P}$, we have from (4) that

$$
\begin{aligned}
T u(t) \leq & \lambda_{1} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\lambda_{2} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{2}\right) a_{2}\left(s_{2}\right) \times\right. \\
& \times f_{2}\left(\lambda_{3} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{2}\right), s_{3}\right) a_{3}\left(s_{3}\right) \cdots \times\right. \\
& \left.\left.\times f_{n-1}\left(\lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n}\right) \cdots \Delta s_{3}\right) \Delta s_{2}\right) \Delta s_{1}
\end{aligned}
$$

so that

$$
\begin{align*}
\|T u\| \leq & \lambda_{1} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\lambda_{2} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{2}\right) a_{2}\left(s_{2}\right) \times\right. \\
& \times f_{2}\left(\lambda_{3} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{2}\right), s_{3}\right) a_{3}\left(s_{3}\right) \cdots \times\right.  \tag{8}\\
& \left.\left.\times f_{n-1}\left(\lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n}\right) \cdots \Delta s_{3}\right) \Delta s_{2}\right) \Delta s_{1}
\end{align*}
$$

Next, if $u \in \mathcal{P}$, we have from (5), (6) and (8),

$$
\begin{aligned}
& \min _{t \in[\xi, \sigma(\omega)]_{\mathbb{T}}} T u(t) \\
= & \min _{t \in[\xi, \sigma(\omega)]_{\mathbb{T}}} \lambda_{1} \int_{0}^{\sigma(1)} G\left(t, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\lambda_{2} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{2}\right) a_{2}\left(s_{2}\right) \times\right. \\
& \left.\times f_{2}\left(\cdots f_{n-1}\left(\lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n}\right) \cdots\right) \Delta s_{2}\right) \Delta s_{1} \\
\geq & \lambda_{1} m \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\lambda_{2} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{2}\right) a_{2}\left(s_{2}\right) \times\right. \\
& \left.\times f_{2}\left(\cdots f_{n-1}\left(\lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n}\right) \cdots\right) \Delta s_{2}\right) \Delta s_{1} \\
\geq & m\|T u\| .
\end{aligned}
$$

Consequently, $T: \mathcal{P} \rightarrow \mathcal{P}$. In addition, the standard arguments can be used to verify that $T$ is completely continuous.

By the remarks in Section 2, we seek suitable fixed points of $T$ belonging to the cone $\mathcal{P}$.
For our first result, define positive numbers $L_{1}$ and $L_{2}$ by

$$
L_{1}:=\max _{1 \leq i \leq n}\left\{\left[m \int_{\xi}^{\omega} G\left(\tau_{i}, s\right) a_{i}(s) \Delta s f_{i \infty}\right]^{-1}\right\}
$$

and

$$
L_{2}:=\min _{1 \leq i \leq n}\left\{\left[\int_{0}^{\sigma(1)} G(\sigma(s), s) a_{i}(s) \Delta s f_{i 0}\right]^{-1}\right\}
$$

where we recall that $G(\sigma(s), s)=\frac{\sigma(s)\left(\sigma^{2}(1)-\sigma(s)\right)}{\sigma^{2}(1)}$.
Theorem 3.1 Assume conditions (A), (B) and (C) are satisfied. Then, for $\lambda_{1}, \ldots, \lambda_{n}$ satisfying

$$
\begin{equation*}
L_{1}<\lambda_{i}<L_{2}, 1 \leq i \leq n \tag{9}
\end{equation*}
$$

there exists an $n$-tuple $\left(u_{1}, \ldots, u_{n}\right)$ satisfying (1), (2) such that $u_{i}(t)>0$ on $\left(0, \sigma^{2}(1)\right)_{\mathbb{T}}$, $1 \leq i \leq n$.

Proof. Let $\lambda_{j}, 1 \leq j \leq n$, be as in (9). And let $\epsilon>0$ be chosen such that

$$
\max _{1 \leq i \leq n}\left\{\left[m \int_{\xi}^{\omega} G\left(\tau_{i}, s\right) a_{i}(s) \Delta s\left(f_{i \infty}-\epsilon\right)\right]^{-1}\right\} \leq \min _{1 \leq j \leq n} \lambda_{j}
$$

and

$$
\max _{1 \leq j \leq n} \lambda_{j} \leq \min _{1 \leq i \leq n}\left\{\left[\int_{0}^{\sigma(1)} G(\sigma(s), s) a_{i}(s) \Delta s\left(f_{i 0}+\epsilon\right)\right]^{-1}\right\}
$$

We seek fixed points of the completely continuous operator $T: \mathcal{P} \rightarrow \mathcal{P}$ defined by (7).

Now, from the definitions of $f_{i 0}, 1 \leq i \leq n$, there exists an $H_{1}>0$ such that, for each $1 \leq i \leq n$,

$$
f_{i}(x) \leq\left(f_{i 0}+\epsilon\right) x, 0<x \leq H_{1}
$$

Let $u \in \mathcal{P}$ with $\|u\|=H_{1}$. We first have from (4) and the choice of $\epsilon$, for $0 \leq s_{n-1} \leq$ $\sigma(1)$,

$$
\begin{aligned}
& \lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \\
\leq & \lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \\
\leq & \lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n}\right), s_{n}\right) a_{n}\left(s_{n}\right)\left(f_{n 0}+\epsilon\right)\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \\
\leq & \lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n}\right), s_{n}\right) a_{n}\left(s_{n}\right) \Delta s_{n}\left(f_{n 0}+\epsilon\right)\|u\| \\
\leq & \|u\| \\
= & H_{1}
\end{aligned}
$$

It follows in a similar manner from (4) and the choice of $\epsilon$ that, for $0 \leq s_{n-2} \leq \sigma(1)$,

$$
\begin{aligned}
& \lambda_{n-1} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-2}\right), s_{n-1}\right) a_{n-1}\left(s_{n-1}\right) \times \\
& \times f_{n-1}\left(\lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n}\right) \Delta s_{n-1} \\
\leq & \lambda_{n-1} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n-1}\right) a_{n-1}\left(s_{n-1}\right) \Delta s_{n-1}\left(f_{n-1,0}+\epsilon\right)\|u\| \\
\leq & \|u\| \\
= & H_{1}
\end{aligned}
$$

Continuing with this bootstrapping argument, we reach, for $0 \leq t \leq \sigma^{2}(1)$,

$$
\lambda_{1} \int_{0}^{\sigma(1)} G\left(t, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\cdots f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \cdots\right) \Delta s_{1} \leq H_{1}
$$

so that, for $0 \leq t \leq \sigma^{2}(1)$,

$$
T u(t) \leq H_{1}
$$

or

$$
\|T u\| \leq H_{1}=\|u\|
$$

If we set

$$
\Omega_{1}=\left\{x \in \mathcal{B} \mid\|x\|<H_{1}\right\}
$$

then

$$
\begin{equation*}
\|T u\| \leq\|u\|, \text { for } u \in \mathcal{P} \cap \partial \Omega_{1} \tag{10}
\end{equation*}
$$

Next, from the definition of $f_{i \infty}, 1 \leq i \leq n$, there exists $\bar{H}_{2}>0$ such that, for each $1 \leq i \leq n$,

$$
f_{i}(x) \geq\left(f_{i \infty}-\epsilon\right) x, x \geq \bar{H}_{2} .
$$

Let

$$
H_{2}:=\max \left\{2 H_{1}, \frac{\bar{H}_{2}}{m}\right\}
$$

Let $u \in \mathcal{P}$ and $\|u\|=H_{2}$. Then

$$
\min _{t \in[\xi, \sigma(\omega)]_{\mathbb{T}}} u(t) \geq m\|u\| \geq \bar{H}_{2}
$$

Consequently, from (5) and the choice of $\epsilon$, for $0 \leq s_{n-1} \leq \sigma(1)$,

$$
\begin{aligned}
& \lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \\
\geq & \lambda_{n} \int_{\xi}^{\omega} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \\
\geq & \lambda_{n} \int_{\xi}^{\omega} G\left(\tau_{n}, s_{n}\right) a_{n}\left(s_{n}\right)\left(f_{n \infty}-\epsilon\right)\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \\
\geq & m \lambda_{n} \int_{\xi}^{\omega} G\left(\tau_{n}, s_{n}\right) a_{n}\left(s_{n}\right) \Delta s_{n}\left(f_{n \infty}-\epsilon\right)\|u\| \\
\geq & \|u\| \\
= & H_{2} .
\end{aligned}
$$

It follows similarly from (5) and the choice of $\epsilon$ that, for $0 \leq s_{n-2} \leq \sigma(1)$,

$$
\begin{aligned}
& \lambda_{n-1} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-2}\right), s_{n-1}\right) a_{n-1}\left(s_{n-1}\right) \times \\
& \times f_{n-1}\left(\lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n}\right) \Delta s_{n-1} \\
\geq & m \lambda_{n-1} \int_{\xi}^{\omega} G\left(\tau_{n-1}, s_{n-1}\right) a_{n-1}\left(s_{n-1}\right) \Delta s_{n-1}\left(f_{n-1, \infty}-\epsilon\right)\|u\| \\
\geq & \|u\| \\
= & H_{2}
\end{aligned}
$$

Again, using a bootstrapping argument, we reach

$$
T u\left(\tau_{1}\right)=\lambda_{1} \int_{0}^{\sigma(1)} G\left(\tau_{1}, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\cdots f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \cdots\right) \Delta s_{1} \geq\|u\|=H_{2}
$$

so that $\|T u\| \geq\|u\|$. So, if we set

$$
\Omega_{2}=\left\{x \in \mathcal{B}\|x\|<H_{2}\right\}
$$

then

$$
\begin{equation*}
\|T u\| \geq\|u\|, \text { for } u \in \mathcal{P} \cap \partial \Omega_{2} \tag{11}
\end{equation*}
$$

Applying Theorem 2.1 to (10) and (11), we obtain that $T$ has a fixed point $u \in$ $\mathcal{P} \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$. As such, setting $u_{1}=u_{n+1}=u$, we obtain a positive solution $\left(u_{1}, \ldots, u_{n}\right)$ of $(1),(2)$ given iteratively by

$$
u_{j}(t)=\lambda_{j} \int_{0}^{\sigma(1)} G(t, s) a_{j}(s) f_{j}\left(u_{j+1}(\sigma(s))\right) \Delta s, \quad j=n, n-1, \ldots, 1
$$

The proof is complete.
Prior to our next result, let $\xi_{i}, 1 \leq i \leq n$, be defined by

$$
\int_{0}^{\sigma(1)} G\left(\xi_{i}, s\right) a_{i}(s) \Delta s=\max _{t \in\left[1, \sigma^{2}(1)\right]_{\mathbb{T}}} \int_{0}^{\sigma(1)} G(t, s) a_{i}(s) \Delta s
$$

Then, we define positive numbers $L_{3}$ and $L_{4}$ by

$$
L_{3}:=\max _{1 \leq i \leq n}\left\{\left[m \int_{\xi}^{\omega} G\left(\tau_{i}, s\right) a_{i}(s) \Delta s f_{i 0}\right]^{-1}\right\}
$$

and

$$
L_{4}:=\min _{1 \leq i \leq n}\left\{\left[\int_{0}^{\sigma(1)} G\left(\xi_{i}, s\right) a_{i}(s) \Delta s f_{i \infty}\right]^{-1}\right\}
$$

Theorem 3.2 Assume conditions (A)-(C) are satisfied. Then, for each $\lambda_{1}, \ldots, \lambda_{n}$ satisfying

$$
\begin{equation*}
L_{3}<\lambda_{i}<L_{4}, \quad 1 \leq i \leq n \tag{12}
\end{equation*}
$$

there exists an n-tuple $\left(u_{1}, \ldots, u_{n}\right)$ satisfying (1), (2) such that $u_{i}(t)>0$ on $\left(0, \sigma^{2}(1)\right)_{\mathbb{T}}$, $1 \leq i \leq n$.

Proof Let $\lambda_{j}, 1 \leq j \leq n$, be as in (12). And let $\epsilon>0$ be chosen such that

$$
\max _{1 \leq i \leq n}\left\{\left[m \int_{\xi}^{\omega} G\left(\tau_{i}, s\right) a_{i}(s) \Delta s\left(f_{i 0}-\epsilon\right)\right]^{-1}\right\} \leq \min _{1 \leq j \leq n} \lambda_{j}
$$

and

$$
\max _{1 \leq j \leq n} \lambda_{j} \leq \min _{1 \leq i \leq n}\left\{\left[\int_{0}^{\sigma(1)} G(\sigma(s), s) a_{i}(s) \Delta s\left(f_{i \infty}+\epsilon\right)\right]^{-1}\right\} .
$$

Let $T$ be the cone preserving, completely continuous operator that was defined by (7). From the definition of $f_{i 0}, 1 \leq i \leq n$, there exists $\overline{H_{3}}>0$ such that, for each $1 \leq i \leq n$,

$$
f_{i}(x) \geq\left(f_{i 0}-\epsilon\right) x, 0<x \leq \overline{H_{3}}
$$

Also, from the definition of $f_{i 0}$, it follows that $f_{i 0}(0)=0,1 \leq i \leq n$, and so there exist $0<K_{n}<K_{n-1}<\cdots<K_{2}<\overline{H_{3}}$ such that

$$
\lambda_{i} f_{i}(t) \leq \frac{K_{i-1}}{\int_{0}^{\sigma(1)} G\left(\xi_{i}, s\right) a_{i}(s) \Delta s}, t \in\left[0, K_{i}\right]_{\mathbb{T}}, 3 \leq i \leq n
$$

and

$$
\lambda_{2} f_{2}(t) \leq \frac{\overline{H_{3}}}{\int_{0}^{\sigma(1)} G\left(\xi_{2}, s\right) a_{2}(s) \Delta s}, t \in\left[0, K_{2}\right]_{\mathbb{T}}
$$

Choose $u \in \mathcal{P}$ with $\|u\|=K_{n}$. Then, we have

$$
\begin{aligned}
& \lambda_{n} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{n-1}\right), s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \\
\leq & \lambda_{n} \int_{0}^{\sigma(1)} G\left(\xi_{n}, s_{n}\right) a_{n}\left(s_{n}\right) f_{n}\left(u\left(\sigma\left(s_{n}\right)\right)\right) \Delta s_{n} \\
\leq & \frac{\int_{0}^{\sigma(1)} G\left(\xi_{n}, s_{n}\right) a_{n}\left(s_{n}\right) K_{n-1} \Delta s_{n}}{\int_{0}^{\sigma(1)} G\left(\xi_{n}, s_{n}\right) a_{n}\left(s_{n}\right) \Delta s_{n}} \\
\leq & K_{n-1}
\end{aligned}
$$

Bootstrapping yields the standard iterative pattern, and it follows that

$$
\lambda_{2} \int_{0}^{\sigma(1)} G\left(\sigma\left(s_{1}\right), s_{2}\right) a_{2}\left(s_{2}\right) f_{2}(\cdots) \Delta s_{2} \leq \overline{H_{3}}
$$

Then

$$
\begin{aligned}
T u\left(\tau_{1}\right) & =\lambda_{1} \int_{0}^{\sigma(1)} G\left(\tau_{1}, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\lambda_{2} \cdots\right) \Delta s_{1} \\
& \geq \lambda_{1} m \int_{\xi}^{\omega} G\left(\tau_{1}, s_{1}\right) a_{1}\left(s_{1}\right)\left(f_{1,0}-\epsilon\right)\|u\| \Delta s_{1} \\
& \geq\|u\|
\end{aligned}
$$

So, $\|T u\| \geq\|u\|$. If we put

$$
\Omega_{1}=\left\{x \in \mathcal{B} \mid\|x\|<K_{n}\right\}
$$

then

$$
\|T u\| \geq\|u\|, \text { for } u \in \mathcal{P} \cap \partial \Omega_{1}
$$

Since each $f_{i \infty}$ is assumed to be a positive real number, it follows that $f_{i}, 1 \leq i \leq n$, is unbounded at $\infty$.

For each $1 \leq i \leq n$, set

$$
f_{i}^{*}(x)=\sup _{0 \leq s \leq x} f_{i}(s)
$$

Then, it is straightforward that, for each $1 \leq i \leq n, f_{i}^{*}$ is a nondecreasing real-valued function, $f_{i} \leq f_{i}^{*}$, and

$$
\lim _{x \rightarrow \infty} \frac{f_{i}^{*}(x)}{x}=f_{i \infty}
$$

Next, by definition of $f_{i \infty}, 1 \leq i \leq n$, there exists $\overline{H_{4}}$ such that, for each $1 \leq i \leq n$,

$$
f_{i}^{*}(x) \leq\left(f_{i \infty}+\epsilon\right) x, x \geq \overline{H_{4}}
$$

It follows that there exists $H_{4}>\max \left\{2 \overline{H_{3}}, \overline{H_{4}}\right\}$ such that, for each $1 \leq i \leq n$,

$$
f_{i}^{*}(x) \leq f_{i}^{*}\left(H_{4}\right), \quad 0<x \leq H_{4}
$$

Choose $u \in \mathcal{P}$ with $\|u\|=H_{4}$. Then, using the usual bootstrapping argument, we have

$$
\begin{aligned}
T u(t) & =\lambda_{1} \int_{0}^{\sigma(1)} G\left(t, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}\left(\lambda_{2} \cdots\right) \Delta s_{1} \\
& \leq \lambda_{1} \int_{0}^{\sigma(1)} G\left(t, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}^{*}\left(\lambda_{2} \cdots\right) \Delta s_{1} \\
& \leq \lambda_{1} \int_{0}^{\sigma(1)} G\left(\xi_{1}, s_{1}\right) a_{1}\left(s_{1}\right) f_{1}^{*}\left(H_{4}\right) \Delta s_{1} \\
& \leq \lambda_{1} \int_{0}^{\sigma(1)} G\left(\xi_{1}, s_{1}\right) a_{1}\left(s_{1}\right) \Delta s_{1}\left(f_{1 \infty}+\epsilon\right) H_{4} \\
& \leq H_{4} \\
& =\|u\|,
\end{aligned}
$$

and so $\|T u\| \leq\|u\|$. So, if we let

$$
\Omega_{2}=\left\{x \in \mathcal{B} \mid\|x\|<H_{4}\right\}
$$

then

$$
\|T u\| \leq\|u\|, \text { for } u \in \mathcal{P} \cap \partial \Omega_{2}
$$

Application of part (ii) of Theorem 2.1 yields a fixed point $u$ of $T$ belonging to $\mathcal{P} \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$, which in turn, with $u_{1}=u_{n+1}=u$, yields an $n$-tuple $\left(u_{1}, \ldots, u_{n}\right)$ satisfying (1), (2) for the chosen values of $\lambda_{i}, 1 \leq i \leq n$. The proof is complete.
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#### Abstract

We will use Clark's theorem to show the existence of multiple solutions to the self-adjoint dynamic boundary value problem $$
\begin{aligned} & \left(p(t) u^{\Delta}(t)\right)^{\nabla}+q(t) u(t)+\lambda h(t, u(t))=0, \quad t \in[a, b]_{\mathbb{T}}, \\ & \quad u(\rho(a))=u(\sigma(b))=0, \end{aligned}
$$ where $\lambda$ is a sufficiently large positive parameter and $\mathbb{T}$ is an isolated time scale. Examples of our results will be given.
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## 1 Introduction

A great deal of work has been done concerning the existence of solutions to discrete boundary value problems. Recently, techniques from critical point theory have been employed to show the existence of nontrivial solutions to discrete boundary value problems [4], [11], [13],[7]. These techniques are complementary to the fixed point theory that has also been utilized to study this area.

Throughout this paper, we assume the time scale $\mathbb{T}$ is isolated. Let $m=\min \mathbb{T}$ and $M=\max \mathbb{T}$. Then $\mathbb{T}$ is isolated if $\rho(t)<t<\sigma(t) \forall t \in \mathbb{T}, t \neq m, M$ and

[^3]$\rho(M)<M=\sigma(M), \rho(m)=m<\sigma(m)$. Consider $[a, b]_{\mathbb{T}}$, where $a, b \in \mathbb{T}, \quad a<b$. By the interval $[a, b]_{\mathbb{T}}$ we mean the set $[a, b] \cap \mathbb{T}$. To avoid a trivialized problem, we assume throughout that there is at least one point in the time scale between the endpoints $a$ and $b$. We will be concerned with the boundary value problem:
\[

$$
\begin{align*}
& \left(p(t) u^{\Delta}(t)\right)^{\nabla}+q(t) u(t)+\lambda h(t, u(t))=0, \quad t \in[a, b]_{\mathbb{T}},  \tag{1}\\
& \quad u(\rho(a))=u(\sigma(b))=0, \tag{2}
\end{align*}
$$
\]

where $\lambda$ is a positive parameter. The $\left(p u^{\Delta}\right)^{\nabla}$ term generalizes the central difference. The second-order mixed derivative problem was originally introduced in [1]. By examining this boundary value problem, we are extending the work done in [4]. Anderson considered the existence of solutions to a related second-order mixed derivative problem in [2]. We define the linear operator $\mathcal{L}$ on $\left\{u:[\rho(a), \sigma(b)]_{\mathbb{T}} \rightarrow \mathbb{R}\right\}$ by

$$
\mathcal{L} u(t)=\left(p(t) u^{\Delta}(t)\right)^{\nabla}+q(t) u(t), t \in[a, b]_{\mathbb{T}} .
$$

Then the formally self-adjoint nonlinear equation (1) can be written as

$$
\mathcal{L} u=-\lambda h(t, u) .
$$

We assume:

$$
\begin{align*}
& p, q:[a, b]_{\mathbb{T}} \rightarrow \mathbb{R} \quad \text { and } \quad p>0, \quad q<0 \quad \text { on } \quad[a, b]_{\mathbb{T}},  \tag{3}\\
& h:[a, b]_{\mathbb{T}} \times \mathbb{R} \rightarrow \mathbb{R} \text { is continuous with respect to the second variable, }  \tag{4}\\
& \exists \alpha>0 \text { such that } h(t, \alpha)=0 \text { and } h(t, u)>0 \text { for } u \in(0, \alpha), t \in[a, b]_{\mathbb{T}},  \tag{5}\\
& \qquad(t, u) \text { is odd in } u . \tag{6}
\end{align*}
$$

This boundary value problem generalizes the important Sturm-Liouville problem. The time scale calculus was developed by Stefan Hilger [10] in 1988. The references [5], [6] provide excellent introductions to the theory of time scales. The following theorem provides a useful relationship between nabla and delta derivatives.

Theorem 1.1 [6] If $\mathbb{T}$ is isolated and $f: \mathbb{T} \rightarrow \mathbb{R}$, then

$$
\begin{array}{r}
f^{\nabla}(t)=f^{\Delta}(\rho(t)) \\
f^{\Delta}(t)=f^{\nabla}(\sigma(t)), \quad \forall t \in \mathbb{T}
\end{array}
$$

Before proceeding, we need a few useful definitions and theorems pertaining to critical point theory.

Definition 1.1 Let $E$ be a real Banach space and let $\varphi: E \rightarrow \mathbb{R}$ be a mapping. We say $\varphi$ is Fréchet differentiable at $u \in E$ if there exists a continuous linear map $L=L(u): E \rightarrow \mathbb{R}$ satisfying

$$
\lim _{x \rightarrow u} \frac{\varphi(x)-\varphi(u)-L(x-u)}{\|x-u\|_{E}}=0
$$

The mapping $L$ will be denoted by $\varphi^{\prime}(u)$. A critical point $u$ of $\varphi$ is a point at which $\varphi^{\prime}(u)=0$, i.e., $\varphi^{\prime}(u) v=0 \forall v \in E$. We write $\varphi \in C^{1}(E, \mathbb{R})$ provided $\varphi^{\prime}(u)$ is continuous $\forall u \in E$.

The following remark will be useful.
Remark 1.1 If $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is defined near $u^{0}=\left(u_{1}^{0}, \cdots, u_{n}^{0}\right) \in \mathbb{R}^{n}$, and differentiable at $u^{0}$, then each of the partial derivatives $\frac{\partial \varphi}{\partial u_{k}}$ exists at $u^{0}$ and the Fréchet derivative of $\varphi$ at $u^{0}$ is represented by the gradient:

$$
\varphi^{\prime}\left(u^{0}\right)=\nabla_{u} \varphi\left(u^{0}\right)
$$

where

$$
\nabla_{u} \varphi=\left(\frac{\partial \varphi}{\partial u_{1}}, \cdots, \frac{\partial \varphi}{\partial u_{n}}\right)
$$

is the gradient of $\varphi$ with respect to $u$.
Definition 1.2 [Palais-Smale condition] Let $E$ be a real Banach space. A function $\varphi \in C^{1}(E, \mathbb{R})$ satisfies the Palais-Smale condition if every sequence $\left\{u_{j}\right\}$ in $E$ such that $\left\{\varphi\left(u_{j}\right)\right\}$ is bounded and $\varphi^{\prime}\left(u_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$ contains a convergent subsequence.

We state Clark's theorem, which is crucial to proving the main results of the paper. Clark's Theorem was originally stated in [8]. The version we cite here comes from Rabinowitz [12] and Bai [4]. Let $E$ be a real Banach space, with zero vector denoted by 0 . Let $\Sigma$ denote the family of sets $A \subset E \backslash\{0\}$ such that $A$ is closed in $E$ and symmetric to 0 , i.e., $u \in A$ implies $-u \in A$. Suppose $u \in E$ satisfies Definition 1.1. In the case when $I: E \rightarrow \mathbb{R}$ is an even mapping, we say that $(u,-u)$ is a pair of critical points for $I$.

Theorem 1.2 (Clark's theorem) Let $E$ be a real Banach space, $I \in C^{1}(E, \mathbb{R})$ with $I$ even, bounded from below, and satisfying the Palais-Smale condition. Suppose $I(0)=0$, there is a set $K \in \Sigma$ such that $K$ is homeomorphic to $S^{j-1}$ ( $j-1$ dimensional unit sphere in $\mathbb{R}^{j}$ ) by an odd map, and $\sup _{K} I<0$. Then $I$ has at least $j$ distinct pairs of critical points.

## 2 Preliminary Results

Definition 2.1 Real-valued functions $\alpha, \beta$ on $[\rho(a), \sigma(b)]_{\mathbb{T}}$ are called lower and upper solutions, respectively, for the BVP (1), (2) if

$$
\left\{\begin{array}{l}
\left(p \alpha^{\Delta}\right)^{\nabla}(t)+q(t) \alpha(t) \geq-\lambda h(t, \alpha(t)), \quad \forall t \in[a, b]_{\mathbb{T}} \\
\alpha(\rho(a)) \leq 0, \alpha(\sigma(b)) \leq 0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left(p \beta^{\Delta}\right)^{\nabla}(t)+q(t) \beta(t) \leq-\lambda h(t, \beta(t)), \quad \forall t \in[a, b]_{\mathbb{T}} \\
\beta(\rho(a)) \geq 0, \beta(\sigma(b)) \geq 0
\end{array}\right.
$$

Define $h_{1}:[a, b]_{\mathbb{T}} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
h_{1}(t, s)= \begin{cases}0, & s>\alpha \\ h(t, s), & |s| \leq \alpha \\ 0, & s<-\alpha\end{cases}
$$

where $\alpha$ is as assumed in (5).

Lemma 2.1 Let $\alpha$ be as in (5). If $u$ satisfies the BVP

$$
\begin{array}{r}
\mathcal{L} u=-\lambda h_{1}(t, u), \quad t \in[a, b]_{\mathbb{T}} \\
u(\rho(a))=u(\sigma(b))=0 \tag{8}
\end{array}
$$

then

$$
\|u\|_{1}:=\sum_{i=1}^{T} u_{i} \leq \alpha
$$

and consequently $u$ is a solution of the BVP (1), (2).
Proof We first observe that by definition, $-\alpha, \alpha$ are lower and upper solutions, respectively, of the $\mathrm{BVP}(1)$, (2). We claim that $u(t) \leq \alpha$ on $[\rho(a), \sigma(b)]_{\mathbb{T}}$. Suppose not, then $w(t):=u(t)-\alpha>0$ for at least one point in $[a, b]_{\mathbb{T}}$. Since $w(\rho(a)) \leq 0$ and $w(\sigma(b)) \leq 0$, we get that $w$ has a positive maximum at some point $t_{0} \in[a, b]_{\mathbb{T}}$. Furthermore, we may assume that $t_{0}$ is the last such maximum in $[a, b]_{\mathbb{T}}$, i.e., $w(t)<w\left(t_{0}\right)$ for $t \in\left(t_{0}, b\right]_{\mathbb{T}}$. Hence, by [6, Lemma 6.17],

$$
w\left(t_{0}\right)>0, w^{\Delta}\left(t_{0}\right) \leq 0,\left(p w^{\Delta}\right)^{\nabla}\left(t_{0}\right) \leq 0
$$

This implies that

$$
u\left(t_{0}\right)>\alpha, u^{\Delta}\left(t_{0}\right) \leq 0,\left(p u^{\Delta}\right)^{\nabla}\left(t_{0}\right) \leq 0
$$

So

$$
\left(p u^{\Delta}\right)^{\nabla}\left(t_{0}\right)+q\left(t_{0}\right) u\left(t_{0}\right)-\alpha q\left(t_{0}\right)<0
$$

But

$$
\left(p u^{\Delta}\right)^{\nabla}\left(t_{0}\right)+q\left(t_{0}\right) u\left(t_{0}\right)-\alpha q\left(t_{0}\right) \geq-\lambda h_{1}\left(t_{0}, u\left(t_{0}\right)\right)=0
$$

This is a contradiction. Hence $u(t) \leq \alpha$ for $t \in[\rho(a), \sigma(b)]_{\mathbb{T}}$. A similar argument shows that $-\alpha \leq u(t) \forall t \in[a, b]_{\mathbb{T}}$. It follows that $u(t)$ is a solution of the BVP (1), (2). Thus, the lemma is proved.

Let

$$
E=\left\{u:[\rho(a), \sigma(b)]_{\mathbb{T}} \rightarrow \mathbb{R}: u(\rho(a))=u(\sigma(b))=0\right\}
$$

Let $|S|$ denote the cardinality of the set $S$. Note that $E$ can be identified with $\mathbb{R}^{T}$, where $T:=\left|[a, b]_{\mathbb{T}}\right|$, by the correspondence

$$
(0, u(a), u(\sigma(a)), \cdots, u(b), 0) \leftrightarrow\left(x_{1}, \cdots, x_{T}\right),
$$

where $x_{i}=u^{\sigma^{i-1}}(a), 1 \leq i \leq T$.
Define an inner product on $E$ by

$$
<u, v>_{E}=\sum_{t \in[a, \sigma(b)]_{\mathrm{T}}} \nu(t)\left[p^{\rho}(t) u^{\nabla}(t) v^{\nabla}(t)-q(t) u(t) v(t)\right]
$$

with corresponding norm

$$
\|u\|_{E}^{2}=<u, u>_{E}=\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t)\left[p^{\rho}(t)\left(u^{\nabla}(t)\right)^{2}-q(t) u^{2}(t)\right]
$$

We note that since $E$ is finite dimensional, $E$ equipped with this inner product is a Hilbert space. In this definition of $E$, it is important that $\mathbb{T}$ is isolated to guarantee that $E$ equipped with this inner product is indeed a Hilbert space. Work similar to that done in [3] would be invaluable to extend this work to more general time scales.

Definition 2.2 We define the nonlinear functional $I: E \rightarrow \mathbb{R}$ by

$$
I(u)=\frac{1}{2}\|u\|_{E}^{2}-\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) H(t, u(t)), \quad \forall u \in E
$$

where $H(t, z):=\int_{0}^{z} h_{1}(t, s) d s$.
For our application, we will be interested in computing the Fréchet derivative of $I$. Here is a remark to aid in this calculation:

Remark 2.1 Let $\mathcal{H}$ be a real Hilbert space, let $f: \mathcal{H} \rightarrow \mathbb{R}$ be the function defined by $f(x)=\|x\|^{2}$ and let $u \in \mathcal{H}$. Then the Fréchet derivative of $f$ at $u$ is the linear functional on $\mathcal{H}$ given by $f^{\prime}(u) x:=2<x, u>$.

One could use Remark 1.1 to prove Remark 2.1. It is also an easy exercise to prove Remark 2.1 using the definition of the Fréchet derivative.

With the aid of Remark 2.1, we calculate the Fréchet derivative of our functional $I$ :
Theorem 2.1 For $u, v \in E$,

$$
\begin{aligned}
I^{\prime}(u) v & =<u, v>_{E}-\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) h_{1}(t, u(t)) v(t) \\
& =-\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t) \mathcal{L} u(t) v(t)-\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) h_{1}(t, u(t)) v(t)
\end{aligned}
$$

Proof Let

$$
I_{1}(u)=\frac{1}{2}\|u\|_{E}^{2} \text { and } I_{2}(u)=\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) H(t, u(t))
$$

Then $I=I_{1}-I_{2}$. By Remark 2.1,

$$
I_{1}^{\prime}(u) v=<u, v>_{E}=\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t)\left[p^{\rho}(t) u^{\nabla}(t) v^{\nabla}(t)-q(t) u(t) v(t)\right]
$$

Using integration by parts, properties of the integral discussed in [5] and Theorem 1.1, we see

$$
\begin{aligned}
<u, v>_{E}= & \left.p(t) u^{\Delta}(t) v(t)\right|_{\rho(a)} ^{\sigma(b)} \\
& -\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t)\left[\left[p(t) u^{\Delta}(t)\right]^{\nabla}+q(t) u(t)\right] v(t) \\
= & -\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t)\left[\left[p(t) u^{\Delta}(t)\right]^{\nabla}+q(t) u(t)\right] v(t)
\end{aligned}
$$

by the boundary conditions on $u$.
By Remark 1.1,

$$
I_{2}^{\prime}(u) v=\sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) h_{1}(t, u(t)) v(t)
$$

Thus,

$$
I^{\prime}(u) v=-\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t)\left[\left[p(t) u^{\Delta}(t)\right]^{\nabla}+q(t) u(t)\right] v(t)-\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) h_{1}(t, u(t)) v(t)
$$

as desired.
Corollary 2.1 Let $u \in E$. The following are equivalent:

1. $u$ is a critical point of $I$,
2. $u$ is a solution of (1), (2).

Furthermore, $I \in C^{1}(E, \mathbb{R})$.
Proof Let $u \in E$. Then

$$
u \text { is a critical point of } I
$$

if and only if

$$
I^{\prime}(u) v=0 \quad \forall v \in E
$$

if and only if

$$
\begin{aligned}
& \sum_{t \in[\rho(a), \sigma(b)]_{\mathbb{T}}} \nu(t)\left[\left[p(t) u^{\Delta}(t)\right]^{\nabla}+q(t) u(t)\right] v(t) \\
& \quad+\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) h_{1}(t, u(t)) v(t)=0 \quad \forall v \in E
\end{aligned}
$$

if and only if
$u$ is a solution of $(1),(2)$.
To see that the last statement holds, for any $m \in[a, b]_{\mathbb{T}}$, let

$$
v_{m}(t)= \begin{cases}1, & \text { if } t=m \\ 0, & \text { if } t \neq m\end{cases}
$$

Then $v_{m} \in E$ and $I^{\prime}(u) v_{m}=0 \quad \forall m \in[a, b]_{\mathbb{T}}$. But this implies: $\nu(t)\left[p(t) u^{\Delta}(t)\right]^{\nabla}+$ $q(t) u(t)-\lambda \nu(t) h_{1}(t, u(t))=0, \quad \forall t \in[a, b]_{\mathbb{T}}$. As $\nu(t)>0$ on $\mathbb{T}$, these critical points correspond to solutions of (7), (8). By Lemma 2.1, we equivalently have solutions to (1), (2).

As $E$ and $\mathbb{R}$ are Euclidean spaces, the continuity of $h$ guarantees that $I \in C^{1}(E, \mathbb{R})$.

## 3 Main Result and Proof

We note that if $u$ is a solution of (1), (2) then $-u$ also solves (1), (2) and we say that $(u,-u)$ is a pair of solutions to (1), (2). The main result of this paper is:

Theorem 3.1 Let (3)-(6) be satisfied. Then there exists a $\lambda^{*}>0$ such that if $\lambda>\lambda^{*}$, (1), (2) has at least $T:=\left|[a, b]_{\mathbb{T}}\right|$ distinct pairs of nontrivial solutions. Furthermore, each nontrivial solution $u$ satisfies $|u(t)| \leq \alpha, t \in[a, b]_{\mathbb{T}}$ and $\alpha$ as in (5).

Proof We will use Theorem 1.2 and Lemma 2.1 to prove this result. As $h_{1}$ is odd in its second variable, we know that $I$ is an even functional. Indeed,

$$
\begin{aligned}
I(-u) & =\frac{1}{2}\|-u\|_{E}^{2}-\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) H(t,-u(t)) \\
& =\frac{1}{2}\|u\|_{E}^{2}-\sum_{t \in[a, b]_{\mathbb{T}}} \int_{0}^{-u(t)} h_{1}(t, s) d s \\
& =\frac{1}{2}\|u\|_{E}^{2}-\sum_{t \in[a, b]_{\mathbb{T}}}\left(-\int_{-u(t)}^{0} h_{1}(t, s) d s\right) \\
& =\frac{1}{2}\|u\|_{E}^{2}-\sum_{t \in[a, b]_{\mathbb{T}}} \int_{-u(t)}^{0} h_{1}(t,-s) d s \\
& =\frac{1}{2}\|u\|_{E}^{2}-\sum_{t \in[a, b]_{\mathbb{T}}} \int_{u(t)}^{0}-h_{1}(t, \tau) d \tau \\
& =\frac{1}{2}\|u\|_{E}^{2}-\sum_{t \in[a, b]_{\mathbb{T}}} \int_{0}^{u(t)} h_{1}(t, \tau) d \tau \\
& =\frac{1}{2}\|u\|_{E}^{2}-\sum_{t \in[a, b]_{\mathbb{T}}} H(t, u(t)) \\
& =I(u) .
\end{aligned}
$$

By construction, $I(0)=0$. As $h_{1}(t, s)=0$ for $|s| \geq \alpha$,

$$
\begin{aligned}
\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t) H(t, u(t)) & =\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t) \int_{0}^{u(t)} h_{1}(t, s) d s \\
& \leq \sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t) \int_{-\alpha}^{\alpha}\left|h_{1}(t, s)\right| d s=: C \quad \forall u \in E .
\end{aligned}
$$

This implies:

$$
I(u) \geq \frac{1}{2}\|u\|_{E}^{2}-\lambda C \geq-\lambda C, \quad \forall u \in E
$$

Hence, $I$ is bounded from below.
Now we verify the Palais-Smale condition. Let $\left\{u_{m}\right\} \subset E$ be any sequence such that $\left\{I\left(u_{m}\right)\right\}$ is bounded and $I^{\prime}\left(u_{m}\right) \rightarrow 0$ as $m \rightarrow \infty$. Then there exist $c_{1}, c_{2}$ such that $c_{1} \leq I\left(u_{m}\right) \leq c_{2}, \quad m \in \mathbb{N}$. Then

$$
\begin{aligned}
I\left(u_{m}\right) & =\frac{1}{2}\left\|u_{m}\right\|_{E}^{2}-\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) H\left(t, u_{m}(t)\right) \\
& \geq \frac{1}{2}\left\|u_{m}\right\|_{E}^{2}-\lambda C
\end{aligned}
$$

which implies that

$$
\begin{aligned}
\left\|u_{m}\right\|_{E}^{2} & \leq 2 I\left(u_{m}\right)+2 \lambda C \\
& \leq 2 c_{2}+2 \lambda C, \quad \forall m \in \mathbb{N}
\end{aligned}
$$

Therefore, $\left\{u_{m}\right\}$ is a bounded sequence in a finite-dimensional space $E$ and so has a convergent subsequence in $E$. Thus, the Palais-Smale condition is satisfied.

Recall that $T=\left|[a, b]_{\mathbb{T}}\right|$. We take $\left\{y_{i}\right\}_{i=1}^{T}$ as an orthonormal basis of $E$. Define

$$
K(r)=\left\{\sum_{i=1}^{T} \beta_{i} y_{i}: \sum_{i=1}^{T} \beta_{i}^{2}=r^{2}\right\}, \quad r>0
$$

Then $0 \notin K(r)$ and $K(r)$ is symmetric with respect to 0 .
It is immediate to see that $K(r)$ is compact. Indeed, fix $r>0$. Define a map $f: K(r) \rightarrow S^{T-1}$ by

$$
f(u)=f\left(\beta_{1} y_{1}+\cdots+\beta_{T} y_{T}\right)=\frac{<\beta_{1}, \cdots, \beta_{T}>}{r}
$$

Then $f$ is an isomorphism that preserves inner products. As the inner product determines the topology of our spaces, it follows that $f$ is a homeomorphism. Moreover, $f$ is an odd map, so we have verified that $K(r)$ is homeomorphic to $S^{T-1}$ by an odd map for any $r>0$.

Now, let $u \in K(r)$. Then with the aid of Hölder's inequality,

$$
\begin{align*}
\|u\|_{E}^{2} & =\sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t)\left[p^{\rho}(t)\left(\sum_{i=1}^{T} \beta_{i} y_{i}^{\nabla}(t)\right)^{2}-q(t)\left(\sum_{i=1}^{T} \beta_{i} y_{i}(t)\right)^{2}\right] \\
& \leq \sum_{t \in[a, \sigma(b)]_{\mathbb{T}}} \nu(t)\left[p^{\rho}(t) \sum_{i=1}^{T} \beta_{i}^{2} \sum_{i=1}^{T}\left(y_{i}^{\nabla}(t)\right)^{2}-q(t) \sum_{i=1}^{T} \beta_{i}^{2} \sum_{i=1}^{T} y_{i}^{2}(t)\right] \\
& =r^{2} \sum_{i=1}^{T} \sum_{t \in[a, \sigma(b)]} \nu(t)\left[p^{\rho}(t)\left(y_{i}^{\nabla}(t)\right)^{2}-q(t) y_{i}^{2}(t)\right] \\
& =r^{2}\left\|y_{i}\right\|_{E}^{2} T \\
& =r^{2} T, \quad \text { since }\left\{y_{i}\right\}_{i=1}^{T} \quad \text { is an orthonormal basis of E. } \tag{9}
\end{align*}
$$

As $\operatorname{dim} E<\infty$, there exists a $c_{0}>0$ such that $\|u\|_{1} \leq c_{0}\|u\|_{E}$ for all $u \in E$. Fix $r$ such that $0<r \leq \frac{\alpha}{c_{0} \sqrt{T}}$. Using (9), we see that for $u \in K(r)$,

$$
\|u\|_{1} \leq c_{0}\|u\|_{E} \leq c_{0} r \sqrt{T} \leq \alpha
$$

Hence, $h(t, u(t))=h_{1}(t, u(t))$ for all $u \in K(r)$. From assumption (5), we see that for $u \in K(r)$,

$$
H(t, u(t))=\int_{0}^{u(t)} h(t, s) d s>0
$$

if $u(t) \neq 0, t \in[a, b]_{\mathbb{T}}$. Since we know that $0 \notin K(r)$, we have

$$
\sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) H(t, u(t))=\sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) \int_{0}^{u(t)} h(t, s) d s>0
$$

Let $\tau=\inf _{u \in K(r)} \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) H(t, u(t))$. If $\tau=0$, then by the compactness of $K(r), 0 \in K(r)$, which is a contradiction. Hence $\tau>0$. Define $\lambda^{*}:=\frac{\alpha^{2}}{2 \tau c_{0}^{2}}$. For $u \in K(r)$, if $\lambda>\lambda^{*}$,

$$
\begin{aligned}
I(u) & =\frac{1}{2}\|u\|_{E}^{2}-\lambda \sum_{t \in[a, b]_{\mathbb{T}}} \nu(t) H(t, u(t)) \\
& \leq \frac{1}{2}\|u\|_{E}^{2}-\lambda^{*} \tau \\
& \leq \frac{r^{2}}{2} T-\lambda^{*} \tau \\
& <\frac{\alpha^{2}}{2 c_{0}^{2}}-\lambda^{*} \tau \\
& =0
\end{aligned}
$$

Thus, all the conditions of Clark's theorem (Theorem 1.2) are satisfied. Hence $I$ has at least $T$ distinct pairs of nonzero critical points. By construction and Lemma 2.1, the BVP (1), (2) has at least $T$ distinct pairs of nontrivial solutions.

We now examine two basic examples in which we find approximate upper bounds for $\lambda^{*}$ explicitly, as predicted by Theorem 3.1. Since the 1970s, the theory of nonlinear difference equations has been widely studied due to its numerous applications in areas such as computer science, economics, and ecology, to name a few [9]. Analysis using time scales calculus could be used to extend and generalize these applications. These examples show a generalization of the important Sturm-Liouville problems to time scales, where $u^{\Delta \nabla}$ generalizes the central difference. Here the time scales are chosen to show the effect of the graininess $\nu$ on the value for $\lambda^{*}$.

Example 3.1 Consider the following difference equation boundary value problem:

$$
\begin{align*}
& \nabla \Delta u(t)-u(t)+\lambda \sin (\pi u(t))=0, t \in\{1,2\}  \tag{10}\\
& \quad u(0)=0=u(3) \tag{11}
\end{align*}
$$

Then conditions (3)-(6) are satisfied, where $p(t) \equiv 1, q(t) \equiv-1$ for $t \in\{1,2\}, h(t, s)=$ $\sin (\pi s)$, and $\alpha=1$. Using the Gram-Schmidt procedure, we can find an orthonormal basis for $E$. One such orthonormal basis is

$$
y_{1}=\left\langle\frac{1}{\sqrt{3}}, 0\right\rangle \quad \text { and } \quad y_{2}=\left\langle\frac{1}{6} \sqrt{\frac{3}{2}}, \frac{1}{2} \sqrt{\frac{3}{2}}\right\rangle .
$$

We also need to find a constant $c_{0}>0$ such that $\|u\|_{1} \leq c_{0}\|u\|_{E}$. Then we know:

$$
\begin{aligned}
\|u\|_{E}^{2} & =(\nabla u(1))^{2}+u^{2}(1)+(\nabla u(2))^{2}+u^{2}(2)+(\nabla u(3))^{2}+u^{2}(3) \\
& =3 u^{2}(1)+3 u^{2}(2)-2 u(2) u(1)
\end{aligned}
$$

Due to symmetry, we may without loss of generality assume $u(1) \leq u(2)$. Hence:

$$
\begin{aligned}
\|u\|_{E}^{2} & \geq 3 u^{2}(1)+3 u^{2}(2)-2 u^{2}(2) \\
& \geq u^{2}(1)+u^{2}(2)
\end{aligned}
$$

So

$$
\|u\|_{E} \geq\|u\|_{2} \geq \frac{1}{\sqrt{2}}\|u\|_{1}
$$

So we can take $c_{0}=\sqrt{2}$.
According to the proof of Theorem 3.1, we fix $0<r \leq \frac{\alpha}{c_{0} \sqrt{T}}$. We take $r$ as large as possible, so here $r=\frac{1}{2}$. Then $u \in K\left(\frac{1}{2}\right)$ if and only if

$$
u=\beta_{1}\left\langle\frac{1}{\sqrt{3}}, 0\right\rangle+\beta_{2}\left\langle\frac{1}{6} \sqrt{\frac{3}{2}}, \frac{1}{2} \sqrt{\frac{3}{2}}\right\rangle
$$

where $\beta_{1}^{2}+\beta_{2}^{2}=\frac{1}{4}$.
Finally, we compute

$$
\tau=\inf _{u \in K\left(\frac{1}{2}\right)} \sum_{t \in\{1,2\}} \int_{0}^{u(t)} h(t, s) d s
$$

Note:

$$
\begin{aligned}
\sum_{t \in\{1,2\}} \int_{0}^{u(t)} h(t, s) d s & =\int_{0}^{\frac{\beta_{1}}{\sqrt{3}}+\frac{\beta_{2}}{6} \sqrt{\frac{3}{2}}} \sin \pi s d s+\int_{0}^{\frac{\beta_{2}}{2} \sqrt{\frac{3}{2}}} \sin \pi s d s \\
& =\frac{1}{\pi}\left[2-\cos \left[\pi\left(\frac{\beta_{1}}{\sqrt{3}}+\frac{\beta_{2}}{6} \sqrt{\frac{3}{2}}\right)\right]-\cos \left(\pi \frac{\beta_{2}}{2} \sqrt{\frac{3}{2}}\right)\right]
\end{aligned}
$$

Thus, to find $\tau$, we minimize

$$
f(x, y)=\frac{1}{\pi}\left[2-\cos \left[\pi\left(\frac{x}{\sqrt{3}}+\frac{y}{6} \sqrt{\frac{3}{2}}\right)\right]-\cos \left(\pi \frac{y}{2} \sqrt{\frac{3}{2}}\right)\right]
$$

subject to the constraint $x^{2}+y^{2}=\frac{1}{4}$. Solving for $x$ :

$$
x= \pm \sqrt{\frac{1}{4}-y^{2}}, \quad-\frac{1}{2} \leq y \leq \frac{1}{2}
$$

So we minimize

$$
f_{-}(y)=\frac{1}{\pi}\left[2-\cos \left[\pi\left(-\sqrt{\frac{\frac{1}{4}-y^{2}}{3}}+\frac{y}{6} \sqrt{\frac{3}{2}}\right)\right]-\cos \left(\pi \frac{y}{2} \sqrt{\frac{3}{2}}\right)\right]
$$

and

$$
f_{+}(y)=\frac{1}{\pi}\left[2-\cos \left[\pi\left(\sqrt{\frac{\frac{1}{4}-y^{2}}{3}}+\frac{y}{6} \sqrt{\frac{3}{2}}\right)\right]-\cos \left(\pi \frac{y}{2} \sqrt{\frac{3}{2}}\right)\right],
$$

$-\frac{1}{2} \leq y \leq \frac{1}{2}$. Running a script in Matlab, we find that we can take $\tau=0.0957$. A graph of $f_{-}$and $f_{+}$is shown above. Thus, by Theorem 3.1 , if $\lambda>2.61 \geq \lambda^{*}$, the boundary value problem (10), (11) has two distinct pairs of nontrivial solutions. Furthermore, each solution $u$ satisfies $|u(t)| \leq 1, t \in\{1,2\}$.


Figure 3.1: Approximating tau.

Example 3.2 Consider the following dynamic equation boundary value problem:

$$
\begin{gather*}
u^{\Delta \nabla}(t)-u(t)+\lambda \sin (\pi u(t))=0, t \in\left\{\frac{1}{4}, 2\right\}  \tag{12}\\
u(0)=0=u(3) \tag{13}
\end{gather*}
$$

Then conditions (3)-(6) are satisfied, where $p(t) \equiv 1, q(t) \equiv-1$ for $t \in\left\{\frac{1}{4}, 2\right\}, h(t, s)=$ $\sin (\pi s)$, and $\alpha=1$. Using the Gram-Schmidt procedure, we can find an orthonormal basis for $E$. One such orthonormal basis is

$$
y_{1}=\left\langle\frac{2}{3} \sqrt{\frac{7}{15}}, 0\right\rangle \quad \text { and } \quad y_{2}=\left\langle\frac{32}{45} \sqrt{\frac{15}{1757}}, 6 \sqrt{\frac{15}{1757}}\right\rangle .
$$

We also need to find a constant $c_{0}>0$ such that $\|u\|_{1} \leq c_{0}\|u\|_{E}$. There are two cases to consider:
Case 1: $\left|u\left(\frac{1}{4}\right)\right| \leq|u(2)|$. Then we know:

$$
\begin{aligned}
\|u\|_{E}^{2} & =\frac{1}{4}\left[\left(u^{\nabla}\left(\frac{1}{4}\right)\right)^{2}+u^{2}\left(\frac{1}{4}\right)\right]+\frac{7}{4}\left[\left(u^{\nabla}(2)\right)^{2}+u^{2}(2)\right]+\left(u^{\nabla}(3)\right)^{2}+u^{2}(3) \\
& \geq \frac{135}{28} u^{2}\left(\frac{1}{4}\right)+\frac{93}{28} u^{2}(2)-\frac{8}{7}|u(2)|\left|u\left(\frac{1}{4}\right)\right| \\
& \geq \frac{135}{28} u^{2}\left(\frac{1}{4}\right)+\frac{61}{28} u^{2}(2) \\
& \geq \frac{61}{28}\left(u^{2}\left(\frac{1}{4}\right)+u^{2}(2)\right) .
\end{aligned}
$$

Case 2: $\left|u\left(\frac{1}{4}\right)\right| \geq|u(2)|$. Similarly,

$$
\begin{aligned}
\|u\|_{E}^{2} & \geq \frac{135}{28} u^{2}\left(\frac{1}{4}\right)+\frac{93}{28} u^{2}(2)-\frac{8}{7}|u(2)|\left|u\left(\frac{1}{4}\right)\right| \\
& \geq \frac{103}{28} u^{2}\left(\frac{1}{4}\right)+\frac{93}{28} u^{2}(2) \\
& \geq \frac{103}{28}\left(u^{2}\left(\frac{1}{4}\right)+u^{2}(2)\right)
\end{aligned}
$$

Hence, for all $u \in E$,

$$
\|u\|_{E} \geq \frac{1}{2} \sqrt{\frac{61}{28}}\|u\|_{2} \geq \frac{1}{2} \sqrt{\frac{61}{14}}\|u\|_{1}
$$

So we can take $c_{0}=2 \sqrt{\frac{14}{61}}$.
According to the proof of Theorem 3.1, we fix $0<r \leq \frac{\alpha}{c_{0} \sqrt{T}}$. We take $r$ as large as possible, so here $r=\frac{1}{4} \sqrt{\frac{61}{7}}$. Then $u \in K\left(\frac{1}{4} \sqrt{\frac{61}{7}}\right)$ if and only if

$$
u=\beta_{1}\left\langle\frac{2}{3} \sqrt{\frac{7}{15}}, 0\right\rangle+\beta_{2}\left\langle\frac{32}{45} \sqrt{\frac{15}{1757}}, 6 \sqrt{\frac{15}{1757}}\right\rangle
$$

where $\beta_{1}^{2}+\beta_{2}^{2}=\frac{61}{112}$.
Finally, we compute

$$
\tau=\inf _{u \in K\left(\frac{1}{4} \sqrt{\frac{61}{7}}\right)} \sum_{t \in\left\{\frac{1}{4}, 2\right\}} \int_{0}^{u(t)} h(t, s) d s
$$

Note: $\sum_{t \in\left\{\frac{1}{4}, 2\right\}} \int_{0}^{u(t)} h(t, s) d s$

$$
\begin{aligned}
& =\frac{1}{4} \int_{0}^{\frac{2 \beta_{1}}{3}} \sqrt{\frac{15}{1757}}+\frac{32 \beta_{2}}{45} \sqrt{\frac{15}{1757}} \sin \pi s d s+\frac{7}{4} \int_{0}^{6 \beta_{2}} \sqrt{\frac{15}{1757}} \sin \pi s d s \\
& =\frac{1}{\pi}\left[2-\frac{1}{4} \cos \left[\pi\left(\frac{2 \beta_{1}}{3} \sqrt{\frac{7}{15}}+\frac{32 \beta_{2}}{45} \sqrt{\frac{15}{1757}}\right)\right]-\cos \left(6 \pi \beta_{2} \sqrt{\frac{15}{1757}}\right)\right] .
\end{aligned}
$$

Thus, to find $\tau$, we minimize

$$
g(x, y)=\frac{1}{\pi}\left[2-\frac{1}{4} \cos \left[\pi\left(\frac{2 x}{3} \sqrt{\frac{7}{15}}+\frac{32 y}{45} \sqrt{\frac{15}{1757}}\right)\right]-\cos \left(6 \pi y \sqrt{\frac{15}{1757}}\right)\right]
$$

subject to the constraint $x^{2}+y^{2}=\frac{61}{112}$. Solving for $x$ :

$$
x= \pm \sqrt{\frac{61}{112}-y^{2}}, \quad-\frac{1}{4} \sqrt{\frac{61}{7}} \leq y \leq \frac{1}{4} \sqrt{\frac{61}{7}}
$$

So we minimize

$$
g_{-}(y)=\frac{1}{\pi}\left[2-\frac{1}{4} \cos \left[\pi\left(-\frac{2}{3} \sqrt{\frac{7}{15}} \sqrt{\frac{61}{112}-y^{2}}+\frac{32 y}{45} \sqrt{\frac{15}{1757}}\right)\right]-\cos \left(6 \pi y \sqrt{\frac{15}{1757}}\right)\right]
$$

and

$$
g_{+}(y)=\frac{1}{\pi}\left[2-\frac{1}{4} \cos \left[\pi\left(\frac{2}{3} \sqrt{\frac{7}{15}} \sqrt{\frac{61}{112}-y^{2}}+\frac{32 y}{45} \sqrt{\frac{15}{1757}}\right)\right]-\cos \left(6 \pi y \sqrt{\frac{15}{1757}}\right)\right]
$$

$-\frac{1}{4} \sqrt{\frac{61}{7}} \leq y \leq \frac{1}{4} \sqrt{\frac{61}{7}}$. Running a script in Matlab, we find that we can take $\tau=0.0403$. A graph of $g_{-}$and $g_{+}$is shown below.


Figure 3.2: Approximating tau.

Thus, by Theorem 3.1, if $\lambda>13.52 \geq \lambda^{*}$, the boundary value problem (12), (13) has two distinct pairs of nontrivial solutions. Furthermore, each solution $u$ satisfies $|u(t)| \leq 1, t \in\left\{\frac{1}{4}, 2\right\}$.

## References

[1] Atici, F. and Guseinov, G.Sh. On Green's functions and positive solutions for boundary value problems on time scales. J. Comput. Appl. Math. 141 (1-2) (2002) 75-99.
[2] Anderson, D. Second-order $n$-point problems on time scales with changing-sign nonlinearity. Adv. Dyn. Syst. Appl. 1(1) (2006) 17-27.
[3] Agarwal, R., Otero-Espinar, V., Perera, K. and Vivero, D. Basic properties of Sobolev's spaces on time scales. Adv. Difference Equ. Volume 2006, Article ID 38121, Pages 1-14.
[4] Bai, D. and Xu, Y. Nontrivial solutions of boundary value problems of second-order difference equations. J. Math. Anal. Appl. 326(1) (2007) 297-302.
[5] Bohner, M. and Peterson, A. Dynamic Equations on Time Scales: An Introduction with Applications. Birkhäuser Boston Inc., Boston, MA, 2001.
[6] Bohner, M. and Peterson, A. (eds.). Advances in Dynamic Equations on Time Scales. Birkhäuser Boston Inc., Boston, MA, 2003.
[7] Wang, G.Q. and Cheng, S.S. Elementary variational approach to zero - free solutions of a nonlinear eigenvalue problem. Department of Mathematics, Tsing Hua University, Hsinchu, Taiwan 30043, R.O. China (2007), 1-14 (preprint).
[8] Clark, D. A variant of the Ljusternik-Schnirelman theory. Indiana Univ. Math. J. 22 (1972/1973) 65-74.
[9] Kelley, W.G. and Peterson, A.C. Difference Equations. Academic Press, Boston, MA 1991.
[10] Hilger, S. Ein Maßkettenkalkül mit Anwendung auf Zentrumsmannigfaltigkeiten. Universität Würzburg, Ph.D. thesis, 1988, 143 pp.
[11] Ma, M. and Guo, Z. Homoclinic orbits for second order self-adjoint difference equations. J. Math. Anal. Appl. 323(1) (2006) 513-521.
[12] Rabinowitz, P. Minimax Methods in Critical Point Theory with Applications to Differential Equations. CBMS Regional Conference Series in Mathematics, Vol. 65. Published for the Conference Board of the Mathematical Sciences, Washington, DC, 1986, viii+100 pp.
[13] Zhang, Q.Q. Existence of solutions for a nonlinear system with applications to difference equations. Appl. Math. E-Notes 6 (2006) 153-158. (electronic)

# Exponential Stability of Linear Time-Invariant Systems on Time Scales 

T.S. Doan, A. Kalauch and S. Siegmund*<br>Department of Mathematics, Dresden University of Technology 01069 Dresden, Germany

Received: May 19, 2008; Revised: December 23, 2008


#### Abstract

Several notions of exponential stability of linear time-invariant systems on arbitrary time scales are discussed. We establish a necessary and sufficient condition for the existence of uniform exponential stability. Moreover, we characterize the uniform exponential stability of a system by the spectrum of its matrix. In general, exponential stability of a system can not be characterized by the spectrum of its matrix.
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## 1 Introduction

It is well-known that exponential decay of the solution of a linear autonomous ordinary differential equation $\dot{x}(t)=A x(t), t \in \mathbb{R}$, or of an autonomous difference equation $x_{t+1}=A x_{t}, t \in \mathbb{Z}$, can be characterized by spectral properties of $A$. Namely, the solutions tend to 0 exponentially as $t \rightarrow \infty$, if and only if all the eigenvalues of $A \in \mathbb{C}^{d \times d}$ have negative real parts or a modulus smaller than 1 , respectively. The question, which notion of stability of a linear time-invariant dynamic equation on a time scale inherits such a property, is answered partly in Pötzsche et al [16].

The history of asymptotic stability of an equation on a general time scale goes back to the work of Aulbach and Hilger [2]. Although it unifies the time scales $\mathbb{T}=\mathbb{R}$ or $\mathbb{T}=h \mathbb{Z}, h>0$, its assumptions are often too pessimistic since the maximal graininess is involved. For a real scalar dynamic equation, stability and instability results are obtained

[^4]by Gard and Hoffacker [7]. Another way to approach to the asymptotic stability of linear dynamic equations using Lyapunov functions can be found in Hilger and Kloeden [10]. Pötzsche [15, Abschnitt 2.1] provides sufficient conditions for the uniform exponential stability in Banach spaces, as well as spectral stability conditions for time-varying systems on time scales. Properties of exponential stability of a time-varying dynamic equation on a time scale have been also investigated recently by Bohner and Martynyuk [3], DaCunha [5], Du and Tien [6], Hoffacker and Tisdell [11], Martynyuk [13] and Peterson and Raffoul [14].

As a thorough introduction into dynamic equations on time scales we refer to the paper by Hilger [9] or the monograph by Bohner and Peterson [4]. The paper [2] presents the theory with a focus on linear systems.

A time scale $\mathbb{T}$ is a non-empty, closed subset of the reals $\mathbb{R}$. For the purpose of this paper we assume from now on that $\mathbb{T}$ is unbounded from above, i.e. $\sup \mathbb{T}=\infty$. On $\mathbb{T}$ the graininess is defined as

$$
\mu^{*}(t):=\inf \{s \in \mathbb{T}: t<s\}-t
$$

This paper is organized as follows. In Section 2 we introduce the class of systems we wish to study and define the concepts of exponential, uniform exponential, robust exponential and weak-uniform exponential stability. In Section 3 we first provide a necessary and sufficient condition for the existence of a uniformly exponentially stable linear time-invariant system. We show that uniform exponential stability implies robust exponential stability. An example illustrates that robust exponential stability, in general, does not imply weak-uniform exponential stability. The uniform exponential stability and the robust exponential stability of a system are characterized by the spectrum of its matrix, respectively. In Section 4 we provide an example which indicates that, in general, exponential stability of a system is not determined by the spectrum. We intend to relate the stability of a scalar system to the stability of the according Jordan system. We arrive at the statement that weak-uniform exponential stability of a system is characterized by the spectrum of its matrix.

## 2 Preliminaries

In the following $\mathbb{K}$ denotes the real $(\mathbb{K}=\mathbb{R})$ or the complex $(\mathbb{K}=\mathbb{C})$ field. As usual, $\mathbb{K}^{d \times d}$ is the space of square matrices with $d$ rows, $I_{d}$ is the identity mapping on the $d$-dimensional space $\mathbb{K}^{d}$ over $\mathbb{K}$ and $\sigma(A) \subset \mathbb{C}$ denotes the set of eigenvalues of a matrix $A \in \mathbb{K}^{d \times d}$.

Let $A \in \mathbb{K}^{d \times d}$ and consider the $d$-dimensional linear system of dynamic equations

$$
\begin{equation*}
x^{\Delta}=A x \tag{1}
\end{equation*}
$$

Let $e_{A}:\{(t, \tau) \in \mathbb{T} \times \mathbb{T}: t \geq \tau\} \rightarrow \mathbb{K}^{d \times d}$ denote the transition matrix corresponding to (1), that is, $\varphi(t, \tau, \xi)=e_{A}(t, \tau) \xi$ solves the initial value problem (1) with initial condition $x(\tau)=\xi$ for $\xi \in \mathbb{K}^{d}$ and $t, \tau \in \mathbb{T}$ with $t \geq \tau$. The classical examples for this setup are the following.

Example 2.1 If $\mathbb{T}=\mathbb{R}$ we consider linear time-invariant systems of the form $\dot{x}(t)=$ $A x(t)$. If $\mathbb{T}=h \mathbb{Z}$, then (1) reduces to $(x(t+h)-x(t)) / h=A x(t)$ or equivalently $x(t+h)=\left[I_{d}+h A\right] x(t)$.

The subsequent notions of exponential stability (i), (ii), (iii) of system (1) are introduced here as in Pötzsche et al [16].

Definition 2.1 (Exponential stability) Let $\mathbb{T}$ be a time scale which is unbounded above. We call system (1)
(i) exponentially stable if there exists a constant $\alpha>0$ such that for every $s \in \mathbb{T}$ there exists $K(s) \geq 1$ with

$$
\left\|e_{A}(t, s)\right\| \leq K(s) \exp (-\alpha(t-s)) \quad \text { for } t \geq s
$$

(ii) uniformly exponentially stable if $K$ can be chosen independently of $s$ in the definition of exponential stability.
(iii) robustly exponentially stable if there is an $\varepsilon>0$ such that the exponential stability of (1) implies the exponential stability of $x^{\Delta}=B x$ for any $B \in \mathbb{K}^{d \times d}$ with $\|B-A\| \leq \varepsilon$.
(iv) weak-uniformly exponentially stable if there exists a constant $\alpha>0$ such that for every $s \in \mathbb{T}$ there exists $K(s) \geq 1$ with

$$
\left\|e_{A}(t, \tau)\right\| \leq K(s) e^{-\alpha(t-\tau)} \quad \text { for all } t \geq \tau \geq s
$$

Remark 2.1 (i) The different notions of stability (i), (ii) and (iii) are partly investigated in the paper by Pötzsche et al [16], where examples are provided which show that exponential stability, in general, does neither imply uniform exponential stability nor robust exponential stability.
(ii) The notion of weak-uniform exponential stability serves as an intermediate notion between exponential stability and uniform exponential stability. Note that weak-uniform exponential stability coincides with uniform exponential stability if we can choose a bounded function $K: \mathbb{T} \rightarrow \mathbb{R}^{+}$in (iv).

One of the observations in this paper is the following diagram about the relations between the stability notions:


## 3 Uniform Exponential Stability

In this section, we deal with some fundamental properties of uniform exponential stability. More precisely, the existence and robustness of uniform exponential stability are investigated. As a consequence, we obtain a characterization of uniform exponential stability for a linear time-invariant system based on the spectrum of its matrix.

Theorem 3.1 (Existence of a uniformly exponentially stable system) Let $\mathbb{T}$ be a time scale which is unbounded above. Then there exists a uniformly exponentially stable system on $\mathbb{R}^{d}$

$$
x^{\Delta}=A x, \quad A \in \mathbb{R}^{d \times d}, x \in \mathbb{R}^{d}
$$

if and only if the graininess of $\mathbb{T}$ is bounded above, i.e. there exists $h>0$ such that $\mu^{*}(t) \leq h$ for all $t \in \mathbb{T}$.

Proof $(\Rightarrow)$ Assume that there exists $A \in \mathbb{R}^{d \times d}$ such that the system

$$
\begin{equation*}
x^{\Delta}=A x \tag{2}
\end{equation*}
$$

is uniformly exponentially stable, i.e. there exist $K>0, \alpha>0$ such that

$$
\begin{equation*}
\left\|e_{A}(t, s)\right\| \leq K \exp (-\alpha(t-s)) \quad \text { for all } t \geq s \tag{3}
\end{equation*}
$$

We first show that $A \neq 0$. Indeed, suppose that $A=0$, then $e_{A}(t, s)=I_{d}$. Hence, we have $\left\|e_{A}(t, s)\right\|=1$ for all $t \geq s$ and the inequality (3) thus does not hold.

Let $t_{0} \in \mathbb{T}$ be an arbitrary right scattered point, i.e. $\mu^{*}\left(t_{0}\right)>0$. Then at the point $t_{0}$ the equation (2) becomes

$$
\frac{x\left(t_{0}+\mu^{*}\left(t_{0}\right)\right)-x\left(t_{0}\right)}{\mu^{*}\left(t_{0}\right)}=A x\left(t_{0}\right)
$$

This implies that $e_{A}\left(t_{0}+\mu^{*}\left(t_{0}\right), t_{0}\right)=I_{d}+\mu^{*}\left(t_{0}\right) A$ and then by using (3) we have

$$
\left\|I_{d}+\mu^{*}\left(t_{0}\right) A\right\| \leq K \exp \left(-\alpha \mu^{*}\left(t_{0}\right)\right), \quad \text { i.e. }-1+\mu^{*}\left(t_{0}\right)\|A\| \leq K
$$

Therefore,

$$
\mu^{*}\left(t_{0}\right) \leq \frac{K+1}{\|A\|}
$$

for every right scattered point $t_{0} \in \mathbb{T}$, i.e. $\mathbb{T}$ has bounded graininess.
$(\Leftarrow)$ Assume that there exists $h>0$ so that $\mu^{*}(t) \leq h$ for all $t \in \mathbb{T}$. Define $A=\frac{-1}{2 h} I_{d}$. Clearly, $I_{d}+\mu^{*}(t) A$ is invertible for all $t \in \mathbb{T}$, i.e. $A$ is a regressive matrix. Now we will show that the system

$$
\begin{equation*}
x^{\Delta}=A x \tag{4}
\end{equation*}
$$

is uniformly exponentially stable. Since $A$ is a regressive diagonal matrix, Hilger [9, Theorem 7.4(iii)] implies the following explicit representation of the norm of the transition matrix of (4)

$$
\begin{aligned}
\left\|e_{A}(t, s)\right\| & =\exp \int_{s}^{t} \lim _{u \searrow \mu^{*}(\tau)} \frac{\log \left|1-\frac{u}{2 h}\right|}{u} \Delta \tau \\
& \leq \exp \int_{s}^{t} \frac{-1}{2 h} \Delta \tau=\exp \left(\frac{-1}{2 h}(t-s)\right)
\end{aligned}
$$

This completes the proof.
From now on we only deal with a time scale with bounded graininess. In order to show the roughness of uniform exponential stability, we provide the following preparatory lemma.

Lemma 3.1 Let $\alpha>0$ be a positive number. Then for the corresponding scalar system $x^{\Delta}=\alpha x$ the following inequality holds

$$
e_{\alpha}(t, s) \leq \exp (\alpha(t-s)) \quad \text { for all } t \geq s
$$

Proof Since $\alpha>0$ we have $1+\mu^{*}(t) \alpha>0$ for all $t \in \mathbb{T}$. Hence, by Hilger [ 9 , Theorem 7.4(iii)] we have

$$
\begin{aligned}
\left\|e_{\alpha}(t, s)\right\| & =\exp \int_{s}^{t} \lim _{u \searrow \mu^{*}(\tau)} \frac{\log |1+\alpha u|}{u} \Delta \tau \\
& \leq \exp \int_{s}^{t} \alpha \Delta \tau=\exp (\alpha(t-s))
\end{aligned}
$$

This concludes the proof.

Proposition 3.1 (Robustness of uniform exponential stability) Let $\mathbb{T}$ be $a$ time scale which is unbounded above and with bounded graininess. Assume that the system

$$
\begin{equation*}
x^{\Delta}=A x \tag{5}
\end{equation*}
$$

where $A \in \mathbb{C}^{d \times d}$, is uniformly exponentially stable. Then there exists $\varepsilon>0$ such that the system

$$
\begin{equation*}
x^{\Delta}=B x \tag{6}
\end{equation*}
$$

is also uniformly exponentially stable for all $B \in \mathbb{C}^{d \times d}$ with $\|A-B\| \leq \varepsilon$.
Proof Let $K>0$ and $\alpha>0$ such that

$$
\begin{equation*}
\left\|e_{A}(t, s)\right\| \leq K \exp (-\alpha(t-s)) \quad \text { for all } t \geq s \tag{7}
\end{equation*}
$$

The equation (6) can be rewritten as follows

$$
x^{\Delta}=A x+(B-A) x
$$

Using the variation of constants formula (see Bohner and Peterson [4, pp 195]) with the inhomogeneous part $g(t):=(B-A) e_{B}(t, s)$ for a fixed $s \in \mathbb{T}$, the transition matrix of (6) is determined by

$$
e_{B}(t, s)=e_{A}(t, s)+\int_{s}^{t} e_{A}\left(t, u+\mu^{*}(u)\right)(B-A) e_{B}(u, s) \Delta u, \quad \text { for all } t \geq s
$$

Fix $s \in \mathbb{T}$ and define $f(t)=\exp (\alpha(t-s))\left\|e_{B}(t, s)\right\|$. We thus obtain the following estimate

$$
\begin{aligned}
& \exp (-\alpha(t-s)) f(t) \leq\left\|e_{A}(t, s)\right\|+\|A-B\| \\
& \int_{s}^{t}\left\|e_{A}\left(t, u+\mu^{*}(u)\right)\right\| \exp (-\alpha(u-s)) f(u) \Delta u
\end{aligned}
$$

This implies with (7) that

$$
\begin{equation*}
f(t) \leq K+K\|A-B\| \int_{s}^{t} \exp \left(\alpha \mu^{*}(u)\right) f(u) \Delta u \quad \text { for all } t \geq s \tag{8}
\end{equation*}
$$

Due to Theorem 3.1 the graininess of $\mathbb{T}$ is bounded. Fix $H>0$ such that $\mu^{*}(t) \leq H$ for all $t \in \mathbb{T}$. Hence, we get from (8) that

$$
f(t) \leq K+K\|A-B\| \exp (\alpha H) \int_{s}^{t} f(u) \Delta u \quad \text { for all } t \geq s
$$

Applying Gronwall's inequality (see Bohner and Peterson [4, Corollary 6.7]) and with $f(s)=1$ we obtain

$$
f(t) \leq K e_{M}(t, s) \quad \text { for all } t \geq s
$$

where $M=K\|A-B\| \exp (\alpha H)$. By virtue of Lemma 3.1 and the definition of the function $f(t)$ we get

$$
\begin{equation*}
\left\|e_{B}(t, s)\right\| \leq K \exp ((-\alpha+M)(t-s)) \quad \text { for all } t \geq s \tag{9}
\end{equation*}
$$

Choose and fix $\varepsilon>0$ such that $K \varepsilon \exp (\alpha H)<\alpha$. Now for any $B \in \mathbb{R}^{d \times d}$ with $\|A-B\| \leq$ $\varepsilon$, we obtain from (9) that

$$
\left\|e_{B}(t, s)\right\| \leq K \exp ((-\alpha+K \varepsilon \exp (\alpha H))(t-s)) \quad \text { for all } t \geq s
$$

Since $-\alpha+K \varepsilon \exp (\alpha H)<0$, the claim follows.
The robustness of uniform exponential stability of a time-varying system is also investigated in DaCuhna [5, Theorem 5.1]. However, the notion of uniform exponential stability and the type of perturbation in DaCuhna [5] are different to those here. Precisely, he used the exponential functions to define uniform exponential stability. For a more details, we refer the reader to DaCuhna [5], Du and Tien [6] and the references therein.

Corollary 3.1 (Uniform implies robust exponential stability) Let $\mathbb{T}$ be $a$ time scale which is unbounded above and with bounded graininess. Suppose that the system

$$
\begin{equation*}
x^{\Delta}=A x, \quad A \in \mathbb{R}^{d \times d} \tag{10}
\end{equation*}
$$

is uniformly exponentially stable. Then system (10) is also robustly exponentially stable.
Next we construct an example which asserts that, in general, robust exponential stability does not imply weak-uniform exponential stability. As a consequence, robust exponential stability does not imply uniform exponential stability.

Example 3.1 Let $d=1$. We define a sequence $s_{k}$ recursively by

$$
s_{1}:=0, \quad s_{k+1}=s_{k}+4 k, \quad k \in \mathbb{N}
$$

and

$$
\mathbb{T}_{k}:=\left\{s_{k}+i \mid i=0,1, \cdots, k-1\right\} \cup\left\{s_{k}+k+3 i \mid i=0,1, \cdots, k-1\right\}, \quad k \in \mathbb{N}
$$

and the time scale $\mathbb{T}$ by the discrete set

$$
\mathbb{T}:=\bigcup_{k=1}^{\infty} \mathbb{T}_{k}
$$

Clearly, $\mathbb{T}$ is unbounded above and has a bounded graininess. Consider on $\mathbb{T}$ the scalar equation

$$
\begin{equation*}
x^{\Delta}=-x \tag{11}
\end{equation*}
$$

For $k \geq 1$ an elementary calculation yields for $x_{0} \in \mathbb{R}$ that

$$
\varphi\left(s_{k}+4 k, s_{k}+k, x_{0}\right)=(-2)^{k} x_{0}
$$

This shows that the system (11) is not weak-uniformly exponentially stable, as a solution starting in $x_{0}=1$ may become arbitrarily large depending on the initial time $t_{0} \in \mathbb{T}$. Now we are going to show that, on the other hand, the system (11) is robustly exponentially stable. To verify this claim we show that the perturbed system

$$
\begin{equation*}
x^{\Delta}=(-1+\alpha) x \tag{12}
\end{equation*}
$$

is exponentially stable for all $\alpha \in\left(-\frac{1}{10}, \frac{1}{10}\right)$. Let $x_{0} \in \mathbb{R}$ be an arbitrary initial value and $t_{0} \in \mathbb{T}$. Denote by $k_{0}$ the smallest integer such that $t_{0} \leq s_{k_{0}}$. Now we are going to prove inductively the following estimate

$$
\begin{equation*}
\left|\varphi\left(t, s_{k_{0}}, x_{0}\right)\right| \leq\left(\frac{1}{2}\right)^{\frac{t-s_{k_{0}}}{3}}\left|x_{0}\right| \quad \text { for all } s_{k}<t \leq s_{k+1} \text { and } k_{0} \leq k \tag{13}
\end{equation*}
$$

We first prove (13) in case $k=k_{0}$. Indeed, a straightforward computation yields that

$$
\varphi\left(t, s_{k_{0}}, x_{0}\right)= \begin{cases}\alpha^{m} x_{0} & \text { if } t=s_{k_{0}}+m, \text { for } m=1, \ldots k_{0} \\ \alpha^{k_{0}}(-2+3 \alpha)^{m} x_{0} & \text { if } t=s_{k_{0}}+k_{0}+3 m, \text { for } m=0,1, \ldots k_{0}\end{cases}
$$

This implies with the inequality $|\alpha(-2+3 \alpha)| \leq \frac{1}{4}$ the inequality (13) in case $k=k_{0}$. Suppose that the inequality (13) holds for $k=n-1$. We will show that this also holds for $k=n+1$. Indeed, an elementary computation gives

$$
\varphi\left(t, s_{k_{0}}, x_{0}\right)= \begin{cases}\alpha^{m} \varphi\left(s_{n}, s_{k_{0}}, x_{0}\right) & \begin{array}{l}
\text { if } t=s_{n}+m, \text { for } m=1, \ldots n \\
\alpha^{n}(-2+3 \alpha)^{m} \varphi\left(s_{n}, s_{k_{0}}, x_{0}\right)
\end{array} \\
\quad \begin{array}{l}
\text { if } t=s_{n}+n+3 m
\end{array} \\
\quad \text { for } m=0,1, \ldots n\end{cases}
$$

This implies with the inequality $|\alpha(-2+3 \alpha)| \leq \frac{1}{4}$ the inequality (13) in case $k=n$ and then the claim follows. Define $K\left(t_{0}\right)=\left|\Phi\left(s_{k_{0}}, t_{0}, x_{0}\right)\right|, \beta=\frac{\log 2}{3}$ and by (13) we get

$$
\left|\varphi\left(t, t_{0} x_{0}\right)\right| \leq K\left(t_{0}\right) \exp \left(-\beta\left(t-t_{0}\right)\right) \quad \text { for all } t_{0} \leq t
$$

Corollary 3.2 Let $T$ be a time scale which is unbounded above and with bounded graininess. For $\lambda \in \mathbb{C}$ consider the Jordan block $J_{\lambda} \in \mathbb{C}^{d \times d}$ given by

$$
J_{\lambda}:=\left(\begin{array}{ccccc}
\lambda & 1 & 0 & \ldots & 0 \\
& \lambda & 1 & \ldots & 0 \\
& & \ddots & & \vdots \\
& & & & \lambda
\end{array}\right) .
$$

The scalar equation

$$
\begin{equation*}
x^{\Delta}=\lambda x \tag{14}
\end{equation*}
$$

is uniformly exponentially stable if and only if the system

$$
\begin{equation*}
x^{\Delta}=J_{\lambda} x \tag{15}
\end{equation*}
$$

is uniformly exponentially stable.
Proof $(\Rightarrow)$ Assume that (14) is uniformly stable. Hence, the equation

$$
x^{\Delta}=\lambda I_{d} x
$$

is also uniformly exponentially stable. So, by virtue of Proposition 3.1 there exists $\varepsilon>0$ such that the system

$$
\begin{equation*}
x^{\Delta}=B x \tag{16}
\end{equation*}
$$

is uniformly exponentially stable for all $B \in \mathbb{C}^{d \times d}$ such that $\left\|B-\lambda I_{d}\right\| \leq \varepsilon$. Define $P_{\varepsilon}=\operatorname{diag}\left(1, \varepsilon^{-1}, \ldots, \varepsilon^{-d}\right)$. A straightforward computation yields that

$$
B_{\varepsilon}:=P_{\varepsilon} J_{\lambda} P_{\varepsilon}^{-1}=\left(\begin{array}{ccccc}
\lambda & \varepsilon & 0 & \ldots & 0 \\
& \lambda & \varepsilon & \ldots & 0 \\
& & \ddots & & \vdots \\
& & & & \lambda
\end{array}\right)
$$

Consequently,

$$
\begin{equation*}
e_{J_{\lambda}}(t, s)=P_{\varepsilon} e_{B_{\varepsilon}}(t, s) \quad \text { for all } \quad t \geq s \tag{17}
\end{equation*}
$$

On the other hand, $\left\|B_{\varepsilon}-\lambda I_{d}\right\| \leq \varepsilon$. Hence, by (16) there exists $K, \alpha>0$ such that

$$
\left\|e_{B_{\varepsilon}}(t, s)\right\| \leq K e^{-\alpha(t-s)} \quad \text { for all } \quad t \geq s
$$

This implies with (17) that

$$
\left\|e_{J_{\lambda}}(t, s)\right\| \leq K\left\|P_{\varepsilon}\right\| e^{-\alpha(t-s)} \quad \text { for all } \quad t \geq s
$$

Therefore, (15) is uniformly exponentially stable and it completes the proof.
$(\Leftarrow)$ The converse direction is trivial.
In the next theorem, we will show that uniform exponential stability of a linear system depends only on the eigenvalues of its matrix.

Theorem 3.2 The system

$$
x^{\Delta}=A x, \quad A \in \mathbb{R}^{d \times d}
$$

is uniformly exponentially stable if and only if the system

$$
x^{\Delta}=\lambda x
$$

is uniformly exponentially stable for every $\lambda \in \sigma(A)$.
Proof Without loss of generality, we deal with the norm $\|M\|=\max _{1 \leq i, j \leq n}\left|m_{i j}\right|$ for all $M=\left(m_{i j}\right) \in \mathbb{R}^{n \times n}$. Let $P$ be the transformation such that $P^{-\overline{1}} A P=$ $\operatorname{diag}\left(J_{1}, J_{2}, \ldots, J_{p}\right)$, where

$$
J_{k}=\left(\begin{array}{ccccc}
\lambda_{k} & 1 & 0 & \ldots & 0 \\
& \lambda_{k} & 1 & \ldots & 0 \\
& & \ddots & & \vdots \\
& & & & \lambda_{k}
\end{array}\right), \quad \text { for } k=1,2, \ldots, p
$$

are the Jordan blocks of $A$. Clearly, $\sigma(A)=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}\right\}$. A straightforward computation yields that

$$
e_{A}(t, s)=P \operatorname{diag}\left(e_{J_{1}}(t, s), e_{J_{2}}(t, s), \ldots, e_{J_{p}}(t, s)\right)
$$

Therefore,

$$
\frac{1}{\left\|P^{-1}\right\|} \max _{1 \leq k \leq p}\left\|e_{J_{k}}(t, s)\right\| \leq\left\|e_{A}(t, s)\right\| \leq\|P\| \max _{1 \leq k \leq p}\left\|e_{J_{k}}(t, s)\right\|
$$

This implies that (3.2) is exponentially stable if and only if the systems

$$
x^{\Delta}=J_{k} x, \quad k=1,2, \ldots, p
$$

are exponentially stable. Then by virtue of Corollary 3.2 the claim follows.

Remark 3.1 The robust exponential stability depends also only on the eigenvalues of the matrix of a system.

## 4 Exponential Stability and Weak-uniform Exponential Stability

In view of Corollary 3.2, the question arises whether the exponential stability of a timeinvariant linear system could be characterized by the spectrum of its matrix. In general, this is not the case, since in the subsequent example two systems are presented whose matrices have the same spectrum, one of them is exponentially stable and the other is not.

Example 4.1 There exists a time scale $\mathbb{T}$, which has bounded graininess such that the system

$$
\begin{equation*}
x^{\Delta}=-x \tag{18}
\end{equation*}
$$

is exponentially stable and the system

$$
x^{\Delta}=\left(\begin{array}{cc}
-1 & 1  \tag{19}\\
0 & -1
\end{array}\right) x
$$

is not exponentially stable.
Indeed, denote by $\alpha_{n}$ the positive number such that

$$
\begin{equation*}
\alpha_{k}\left(1+\alpha_{k}\right)=2^{1-4^{k+1}}, \quad \text { for all } k \in \mathbb{N} \tag{20}
\end{equation*}
$$

Equivalently,

$$
\alpha_{k}:=\frac{-1+\sqrt{1+2^{3-4^{k+1}}}}{2}, \quad \text { for all } k \in \mathbb{N}
$$

We define a discrete time scale $\mathbb{T}$ as follows

$$
\mathbb{T}=\bigcup_{k=1}^{\infty} \mathbb{T}_{k}
$$

where

$$
\begin{equation*}
\mathbb{T}_{k}:=\left\{4^{k}\right\} \cup\left\{4^{k}+1-\alpha_{k}+3 i: i=0,1, \cdots, 4^{k}-1\right\} \tag{21}
\end{equation*}
$$

To verify exponential stability of system (18) we show that

$$
\begin{equation*}
\left|e_{-1}(t, 4)\right| \leq\left(\frac{1}{2}\right)^{t-4} \quad \text { for all } t \in \mathbb{T}, t \geq 4 \tag{22}
\end{equation*}
$$

Indeed, let $t$ be an arbitrary but fixed element in $\mathbb{T}$. Define

$$
n_{0}:=\max \left\{n: n \in \mathbb{N}, 4^{n}<t\right\}
$$

A straightforward computation together with (20) yields that

$$
\begin{equation*}
e_{-1}\left(4^{n+1}, 4^{n}\right)=\alpha_{n}\left(1+\alpha_{n}\right) 2^{4^{n}-1}=\left(\frac{1}{2}\right)^{4^{n+1}-4^{n}}, \quad \text { for all } n \in \mathbb{N} \tag{23}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
e_{-1}(t, 4) & =e_{-1}\left(t, 4^{n_{0}}\right) e_{-1}\left(4^{n_{0}}, 4\right) \\
& =e_{-1}\left(t, 4^{n_{0}}\right)\left(\frac{1}{2}\right)^{4^{n_{0}}-4} .
\end{aligned}
$$

Clearly, if $t=4^{n_{0}+1}$ then (22) follows. Hence, it remains to deal with the case $t<4^{n_{0}+1}$. By definition of $\mathbb{T}$, see (21), we obtain

$$
\left|e_{-1}\left(t, 4^{n_{0}}\right)\right|=\alpha_{n_{0}} 2^{k}
$$

where $t=4^{n_{0}}+1-\alpha_{n_{0}}+3 k$ for $k \in\left\{0,1, \ldots, 4^{n_{0}}-1\right\}$. This implies with (20) that

$$
\begin{aligned}
\left|e_{-1}\left(t, 4^{n_{0}}\right)\right| & \leq 2^{1-4^{n_{0}+1}+k} \\
& \leq\left(\frac{1}{2}\right)^{3 k+1-\alpha_{n_{0}}} \quad \text { for all } k \in\left\{0, \ldots, 4^{n_{0}}-1\right\}
\end{aligned}
$$

proving (22). As a consequence, system (18) is exponentially stable. It remains to show that system (19) is not exponentially stable. System (19) can be represented in the following form

$$
\begin{aligned}
& x_{1}^{\Delta}=-x_{1}, \\
& x_{2}^{\Delta}=-x_{2}+x_{1},
\end{aligned}
$$

where $x=\left(x_{1}, x_{2}\right)$. Denote by $\left(x_{1}(t), x_{2}(t)\right)$ the solution of this system starting at $t_{0}=4$ in $(1,1)$. A straightforward computation yields

$$
\begin{aligned}
\binom{x_{1}\left(4^{k+1}\right)}{x_{2}\left(4^{k+1}\right)}=\left(\begin{array}{cc}
-1-\alpha_{k} & 0 \\
1 & -1-\alpha_{k}
\end{array}\right) & \left(\begin{array}{cc}
-2 & 0 \\
1 & -2
\end{array}\right)^{4^{k}-1} \times \\
& \times\left(\begin{array}{cc}
\alpha_{k} & 0 \\
1 & \alpha_{k}
\end{array}\right)\binom{x_{1}\left(4^{k}\right)}{x_{2}\left(4^{k}\right)}
\end{aligned}
$$

which gives

$$
x_{2}\left(4^{k+1}\right)=\left(2^{4^{k}-1}-2^{4^{k}-4^{k+1}}-1\right) x_{1}\left(4^{k}\right)+2^{4^{k}-4^{k+1}} x_{2}\left(4^{k}\right)
$$

This implies together with $x_{1}\left(4^{k}\right)=2^{4-4^{k}}$ that

$$
x_{2}\left(4^{k+1}\right)=8-2^{3-4^{k+1}}+2^{4^{k}-4^{k+1}} x_{2}\left(4^{k}\right) \quad \text { for all } k \in \mathbb{N} .
$$

Hence, $\lim _{k \rightarrow \infty} x_{2}\left(4^{k}\right)=8$. As a consequence, system (19) is not exponentially stable.
Proposition 4.1 Let $\mathbb{T}$ be a time scale which is unbounded above. For $\lambda \in \mathbb{C}$ consider the Jordan block $J_{\lambda} \in \mathbb{C}^{d \times d}$ given by

$$
J_{\lambda}:=\left(\begin{array}{ccccc}
\lambda & 1 & 0 & \ldots & 0 \\
& \lambda & 1 & \ldots & 0 \\
& & \ddots & & \vdots \\
& & & & \lambda
\end{array}\right)
$$

The scalar equation

$$
\begin{equation*}
x^{\Delta}=\lambda x \tag{24}
\end{equation*}
$$

is weak-uniformly exponentially stable if and only if the system

$$
\begin{equation*}
x^{\Delta}=J_{\lambda} x \tag{25}
\end{equation*}
$$

is weak-uniformly exponentially stable.
Proof Clearly, if $\lambda=0$ then $e_{0}(t, \tau)=1$ for all $t \geq \tau$. Hence, neither the system (24) nor the system (25) is weak-uniformly exponentially stable. Therefore we are only interested in the case $\lambda \neq 0$.
$(\Rightarrow)$ Assume that system (24) is weak-uniformly exponentially stable. Fix $s \in \mathbb{T}$. Hence, there exist $\alpha>0$ and $K=K(s) \geq 1$ such that

$$
\begin{equation*}
\left|e_{\lambda}(t, \tau)\right| \leq K \exp (-\alpha(t-\tau)) \quad \text { for all } t \geq \tau \geq s \tag{26}
\end{equation*}
$$

To verify the assertion we construct explicit bounds for the solution of (25) with initial condition $x(\tau)=\xi \in \mathbb{C}^{d}$ for a fixed $\tau \in \mathbb{T}$ with $\tau \geq s$. Without loss of generality we use the norm $\|x\|:=\max \left\{\left|x_{1}\right|, \ldots,\left|x_{d}\right|\right\}$ for $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{C}^{d}$ in our consideration.

Choose and fix $\varepsilon>0$ such that $\alpha>d \varepsilon$. Define $\beta_{j}=\alpha+j \varepsilon-d \varepsilon$ for $j=1, \ldots, d$. Clearly, $\beta_{j}>0$ and we will prove by induction on $j=d, \ldots, 1$ that there exist constants $K_{j}$ such that the $j$-th component of the solution of (25) is exponentially bounded by

$$
\begin{equation*}
\left|x_{j}(t)\right| \leq K_{j} \exp \left(-\beta_{j}(t-\tau)\right)\|\xi\| \quad \text { for all } \quad t \geq \tau \tag{27}
\end{equation*}
$$

For $j=d$ the assertion follows from the assumption as the $d$-th entry of $x(t)$ is a solution of (24) and hence by (26) we have

$$
\left|x_{d}(t)\right|=\left|e_{\lambda}(t, \tau) \xi_{d}\right| \leq K_{d} \exp \left(-\beta_{j}(t-\tau)\right)\|\xi\| \quad \text { for all } t \geq \tau
$$

where $K_{d}:=K$. Assume that the assertion (27) is shown for some index $d \geq j+1 \geq 2$, i.e. there exists $K_{j+1}$ with

$$
\begin{equation*}
\left|x_{j+1}(t)\right| \leq K_{j+1} \exp \left(-\beta_{j+1}(t-\tau)\right)\|\xi\| \quad \text { for all } t \geq \tau \tag{28}
\end{equation*}
$$

By construction, the $j$-th component of the solution satisfies the equation

$$
x_{j}^{\Delta}(t)=\lambda x_{j}(t)+x_{j+1}(t) \quad \text { for } t \in \mathbb{T} .
$$

Using the variation of constants formula (see Bohner and Peterson [4, pp 77]) we have the representation

$$
x_{j}(t)=e_{\lambda}(t, \tau) \xi_{j}+\int_{\tau}^{t} e_{\lambda}\left(t, u+\mu^{*}(u)\right) x_{j+1}(u) \Delta u
$$

Fix $t \in \mathbb{T}$. Using the exponential bound of $e_{\lambda}(t, \tau)$ and (28) we obtain

$$
\begin{align*}
\left|x_{j}(t)\right| & \leq\left|e_{\lambda}(t, \tau) \xi_{j}\right|+\int_{\tau}^{t}\left|e_{\lambda}\left(t, u+\mu^{*}(u)\right)\right|\left|x_{j+1}(u)\right| \Delta u \\
& \leq K\|\xi\| \exp (-\alpha(t-\tau))+K_{j+1}\|\xi\| \int_{\tau}^{t} g(u) \Delta u \tag{29}
\end{align*}
$$

where $g(u):=\left|e_{\lambda}\left(t, u+\mu^{*}(u)\right)\right| \exp \left(-\beta_{j+1}(u-\tau)\right)$. Denote by $t_{1}<t_{2}<\cdots<t_{n}$ the right scattered points in $[\tau, t]$ with

$$
\left|1+\lambda \mu^{*}\left(t_{i}\right)\right| \geq 2, \quad i=1,2, \ldots, n
$$

Now we are going to estimate $g(u)$ for $u \in[\tau, t]$. If $u=t_{k}$ for $k=1, \ldots, n$ we get

$$
\begin{aligned}
e_{\lambda}(t, u) & =e_{\lambda}\left(t, u+\mu^{*}(u)\right) e_{\lambda}\left(u+\mu^{*}(u), u\right) \\
& =e_{\lambda}\left(t, u+\mu^{*}(u)\right)\left(1+\lambda \mu^{*}(u)\right)
\end{aligned}
$$

This implies with (26) that

$$
\left|e_{\lambda}\left(t, u+\mu^{*}(u)\right)\right| \leq \frac{K}{2} \exp (-\alpha(t-u))
$$

Therefore,

$$
\begin{equation*}
g(u) \leq \frac{K}{2} \exp \left(-\beta_{j+1}(t-\tau)\right) \quad \text { if } u \in\left\{t_{1}, \ldots, t_{n}\right\} \tag{30}
\end{equation*}
$$

If $u \notin\left\{t_{1}, \ldots, t_{n}\right\}$, we get $\mu^{*}(u) \leq \frac{3}{|\lambda|}$. Applying (26) to $e_{\lambda}\left(t, u+\mu^{*}(u)\right)$, we obtain

$$
\left.g(u) \leq K \exp (-\alpha(t-u)) \exp \left(\alpha \mu^{*}(u)\right)\right) \exp \left(-\beta_{j+1}(u-\tau)\right)
$$

Therefore,

$$
\begin{equation*}
g(u) \leq K \exp \left(\frac{3 \alpha}{|\lambda|}\right) \exp \left(-\beta_{j+1}(t-\tau)\right) \quad \text { for } u \notin\left\{t_{1}, \ldots, t_{n}\right\} \tag{31}
\end{equation*}
$$

Combining (30) and (31), there exists $M>0$ such that

$$
g(u) \leq M \exp \left(-\beta_{j+1}(t-\tau)\right) \quad \text { for all } u \in[\tau, t]
$$

This implies with (29) that

$$
\left|x_{j}(t)\right| \leq K\|\xi\| \exp (-\alpha(t-\tau))+M K_{j+1}\|\xi\|(t-\tau) \exp \left(-\beta_{j+1}(t-\tau)\right)
$$

On the other hand, $\varepsilon(t-\tau) \leq \exp (\varepsilon(t-\tau))$ for all $t \geq \tau$. We thus obtain

$$
\left|x_{j}(t)\right| \leq\left(K+\frac{M K_{j+1}}{\varepsilon}\right)\|\xi\| \exp \left(-\beta_{j}(t-\tau)\right) \quad \text { for all } t \geq \tau
$$

proving (27) with $K_{j}:=K+\frac{M K_{j+1}}{\varepsilon}$. As we have exponential decay of all components of the solution $x(t)$, we obtain the assertion.

We now construct an example which ensures that in general weak-uniform exponential stability does not imply uniform exponential stability.

Example 4.2 We define a discrete time scale $\mathbb{T}$ by

$$
\mathbb{T}=\bigcup_{k=1}^{\infty} \mathbb{T}_{k} \cup[0, \infty)
$$

where

$$
\mathbb{T}_{k}:=\left\{-k+\frac{-i}{k}: i=0,1, \ldots, k-1\right\} \quad \text { for all } k \in \mathbb{N}
$$

Consider on $\mathbb{T}$ the scalar system

$$
\begin{equation*}
x^{\Delta}=-x . \tag{32}
\end{equation*}
$$

We first show that the system (32) is weak-uniformly exponentially stable. Obviously, for any $s \in \mathbb{T}$ with $s \geq 0$ we have

$$
\begin{equation*}
\left|e_{-1}(t, \tau)\right|=\exp (-(t-\tau)) \quad \text { for all } t \geq \tau \geq 0 . \tag{33}
\end{equation*}
$$

For an arbitrary but fixed $s \in \mathbb{T}$ with $s<0$, we are going to estimate $\left|e_{-1}(t, \tau)\right|$ for $t \geq \tau \geq s$. A straightforward computation yields that

$$
\left|e_{-1}(t, \tau)\right|= \begin{cases}0, & \text { if } t \geq 0>\tau, \\ \exp (-(t-\tau)), & \text { if } t \geq \tau \geq 0 .\end{cases}
$$

We thus obtain

$$
\left|e_{-1}(t, \tau)\right| \leq K(s) \exp (-(t-\tau)) \quad \text { for all } t \geq \tau \geq s
$$

where

$$
K(s):=\max _{0 \geq t \geq \tau \geq s}\left|e_{-1}(t, \tau)\right| \exp (t-\tau) .
$$

Hence system (32) is weak-uniformly exponentially stable. On the other hand, a direct computation gives that

$$
\left|e_{-1}(-k,-k-1)\right|=\left(1-\frac{1}{k}\right)^{k} \quad \text { for all } k \in \mathbb{N},
$$

which implies that system (32) is not uniformly exponentially stable.
Remark 4.1 Observe that Proposition 4.1 in combination with example 4.2 provides a negative answer to the question mentioned in the conclusion of Pötzsche et al [16] whether the uniform exponential stability of system (24) is a necessary condition for the exponential stability of system (25). Moreover, the time scale $\mathbb{T}$ in Pötzsche et al [16] is assumed to have bounded graininess. This assumption is dropped in Proposition 4.1.

By virtue of Proposition 4.1 in combination with an analogous argument as in the proof of Theorem 3.2 we get the following corollary to characterize weak-uniform exponential stability.

Corollary 4.1 The system

$$
x^{\Delta}=A x, \quad A \in \mathbb{R}^{d \times d},
$$

is weak-uniformly exponentially stable if and only if the system

$$
x^{\Delta}=\lambda x
$$

is weak-uniformly exponentially stable for every $\lambda \in \sigma(A)$.
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#### Abstract

This paper is concerned with oscillation of the second-order halflinear delay dynamic equation $$
\left(r(t)\left(x^{\Delta}\right)^{\gamma}\right)^{\Delta}+p(t) x^{\gamma}(\tau(t))=0,
$$ on a time scale $\mathbb{T}$, where $\gamma \geq 1$ is the quotient of odd positive integers, $p(t)$, and $\tau: \mathbb{T} \rightarrow \mathbb{T}$ are positive rd-continuous functions on $\mathbb{T}, r(t)$ is positive and (delta) differentiable, $\tau(t) \leq t$, and $\lim _{t \rightarrow \infty} \tau(t)=\infty$. We establish some new sufficient conditions which ensure that every solution oscillates or converges to zero. Our results in the special cases when $\mathbb{T}=\mathbb{R}$ and $\mathbb{T}=\mathbb{N}$ involve and improve some oscillation results for second-order differential and difference equations; and when $\mathbb{T}=h \mathbb{N}, \mathbb{T}=q^{\mathbb{N}_{0}}$ and $\mathbb{T}=\mathbb{N}^{2}$ our oscillation results are essentially new. Some examples illustrating the importance of our results are also included.


Keywords: oscillation; delay half-linear dynamic equations; time scales.

Mathematics Subject Classification (2000): 34K11, 39A10, 39A99.

[^5]
## 1 Introduction

The theory of time scales, which has recently received a lot of attention, was introduced by Stefan Hilger in his Ph. D. Thesis in 1988 in order to unify continuous and discrete analysis, see [10]. A time scale $\mathbb{T}$ is an arbitrary closed subset of the reals, and the cases when this time scale is equal to the reals or to the integers represent the classical theories of differential and of difference equations. Many other interesting time scales exist, and they give rise to many applications (see [3]). This new theory of these so-called "dynamic equations" not only unifies the corresponding theories for the differential equations and difference equations cases, but it also extends these classical cases to cases "in between". That is, we are able to treat the so-called $q$-difference equations when $\mathbb{T}=q^{\mathbb{N}_{0}}:=\left\{q^{n}\right.$ : $n \in \mathbb{N}_{0}$ for $\left.q>1\right\}$ (which has important applications in quantum theory (see [12])) and can be applied to different types of time scales like $\mathbb{T}=h \mathbb{N}, \mathbb{T}=\mathbb{N}^{2}$ and $\mathbb{T}=\mathbb{T}_{n}$ the set of the harmonic numbers. The books on the subject of time scales by Bohner and Peterson [3], [4] summarize and organize much of time scale calculus. In the last few years, there has been increasing interest in obtaining sufficient conditions for the oscillation/nonoscillation of solutions of different classes of dynamic equations on time scales, and we refer the reader to the papers [1], [5], [7], [8], [9], [15] and the references cited therein. In this paper, we are concerned with oscillation behavior of the secondorder half-linear delay dynamic equation

$$
\begin{equation*}
\left(r(t)\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}+p(t) x^{\gamma}(\tau(t))=0 \tag{1.1}
\end{equation*}
$$

on an arbitrary time scale $\mathbb{T}$, where $\gamma \geq 1$ is a quotient of odd positive integers, $p$ is a positive $r d$-continuous function on $\mathbb{T}, r(t)$ is positive and (delta) differentiable and the so-called delay function $\tau: \mathbb{T} \rightarrow \mathbb{T}$ satisfies $\tau(t) \leq t$ for $t \in \mathbb{T}$ and $\lim _{t \rightarrow \infty} \tau(t)=\infty$. Since we are interested in the oscillatory and asymptotic behavior of solutions near infinity, we assume that sup $\mathbb{T}=\infty$, and define the time scale interval $\left[t_{0}, \infty\right)_{\mathbb{T}}$ by $\left[t_{0}, \infty\right)_{\mathbb{T}}:=\left[t_{0}, \infty\right) \cap$ $\mathbb{T}$. By a solution of (1.1) we mean a nontrivial real-valued function $x \in C_{r d}^{1}\left[T_{x}, \infty\right)$, $T_{x} \geq t_{0}$ which has the property that $r(t)\left(x^{\Delta}(t)\right)^{\gamma} \in C_{r d}^{1}\left[T_{x}, \infty\right)$ and satisfies equation (1.1) on $\left[T_{x}, \infty\right)$, where $C_{r d}$ is the space of $r d$-continuous functions. The solutions vanishing in some neighborhood of infinity will be excluded from our consideration. A solution $x$ of (1.1) is said to be oscillatory if it is neither eventually positive nor eventually negative, otherwise it is nonoscillatory. Note that if $\mathbb{T}=\mathbb{R}$ then $\sigma(t)=t, \mu(t)=0$, $f^{\Delta}(t)=f^{\prime}(t), \int_{a}^{b} f(t) \Delta t=\int_{a}^{b} f(t) d t$, and (1.1) becomes the half-linear delay differential equation

$$
\begin{equation*}
\left(r(t)\left(x^{\prime}(t)\right)^{\gamma}\right)^{\prime}+p(t) x^{\gamma}(\tau(t))=0 \tag{1.2}
\end{equation*}
$$

If $\mathbb{T}=\mathbb{Z}$, then $\sigma(t)=t+1, \mu(t)=1, f^{\Delta}(t)=\Delta f(t), \int_{a}^{b} f(t) \Delta t=\sum_{t=a}^{b-1} f(t)$, and (1.1) becomes the half-linear delay difference equation

$$
\begin{equation*}
\Delta\left(r(t)(\Delta x(t))^{\gamma}\right)+p(t) x^{\gamma}(\tau(t))=0 \tag{1.3}
\end{equation*}
$$

If $\mathbb{T}=h \mathbb{Z}, h>0$, then $\sigma(t)=t+h, \mu(t)=h, y^{\Delta}(t)=\Delta_{h} y(t):=\frac{y(t+h)-y(t)}{h}$, $\int_{a}^{b} f(t) \Delta t=\sum_{k=0}^{\frac{b-a-h}{h}} f(a+k h) h$, and (1.1) becomes the second-order half-linear delay difference equation

$$
\begin{equation*}
\Delta_{h}\left(r(t)\left(\Delta_{h} x(t)\right)^{\gamma}\right)+p(t) x^{\gamma}(\tau(t))=0 \tag{1.4}
\end{equation*}
$$

If $\mathbb{T}=\left\{t: t=q^{k}, k \in \mathbb{N}_{0}, q>1\right\}$, then $\sigma(t)=q t, \mu(t)=(q-1) t, x^{\Delta}(t)=\Delta_{q} x(t)=$ $(x(q t)-x(t)) /(q-1) t, \int_{t_{0}}^{\infty} f(t) \Delta t=\sum_{k=n_{0}}^{\infty} f\left(q^{k}\right) \mu\left(q^{k}\right)$, where $t_{0}=q^{n_{0}}$, and (1.1)
becomes the second-order $q$-half-linear delay difference equation

$$
\begin{equation*}
\Delta_{q}\left(r(t)\left(\Delta_{q} x(t)\right)^{\gamma}\right)+p(t) x^{\gamma}(\tau(t))=0 \tag{1.5}
\end{equation*}
$$

If $\mathbb{T}=\mathbb{N}_{0}^{2}:=\left\{n^{2}: n \in \mathbb{N}_{0}\right\}$, then $\sigma(t)=(\sqrt{t}+1)^{2}, \mu(t)=1+2 \sqrt{t}, \Delta_{N} y(t)=$ $\frac{y\left((\sqrt{t}+1)^{2}\right)-y(t)}{1+2 \sqrt{t}}$, and (1.1) becomes the second-order half-linear delay difference equation

$$
\begin{equation*}
\Delta_{N}\left(r(t)\left(\Delta_{N} x(t)\right)^{\gamma}\right)+p(t) x^{\gamma}(\tau(t))=0 \tag{1.6}
\end{equation*}
$$

If $\mathbb{T}=\left\{H_{n}: n \in \mathbb{N}\right\}$ where $H_{n}$ is the so-called $n$-th harmonic number defined by $H_{0}=0$, $H_{n}=\sum_{k=1}^{n} \frac{1}{k}, n \in \mathbb{N}_{0}$, then $\sigma\left(H_{n}\right)=H_{n+1}, \mu\left(H_{n}\right)=\frac{1}{n+1}, y^{\Delta}(t)=\Delta_{H_{n}} y\left(H_{n}\right)=$ $(n+1) \Delta y\left(H_{n}\right)$ and (1.1) becomes the second-order half-linear delay difference equation

$$
\begin{equation*}
\Delta_{H_{n}}\left(r\left(H_{n}\right)\left(\Delta_{H_{n}} x\left(H_{n}\right)\right)^{\gamma}\right)+p\left(H_{n}\right) x^{\gamma}\left(\tau\left(H_{n}\right)\right)=0 \tag{1.7}
\end{equation*}
$$

Recall that for a discrete time scale

$$
\int_{a}^{b} f(t) \Delta t=\sum_{t \in[a, b)_{\mathbb{T}}} f(t) \mu(t)
$$

In the following, we state some oscillation results for differential and difference equations that will be related to our oscillation results for (1.1) on time scales and explain the important contributions of this paper. We will see that our results not only unify some of the known oscillation results for differential and difference equations but also give new oscillation criteria which include the equations (1.3)-(1.7), where in many cases the oscillatory behavior of their solutions was not known. In 1948 Hille [11] considered the linear differential equation

$$
\begin{equation*}
x^{\prime \prime}(t)+p(t) x(t)=0 \tag{1.8}
\end{equation*}
$$

where $p(t)$ is a positive function, and proved that if

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} t \int_{t}^{\infty} p(s) d s>\frac{1}{4} \tag{1.9}
\end{equation*}
$$

then every solution of (1.8) oscillates. In 1957 Nehari [13] proved that if

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t} s^{2} p(s) d s>\frac{1}{4} \tag{1.10}
\end{equation*}
$$

then every solution of (1.8) oscillates. We note that the inequalities (1.9) and (1.10) are exact and can not be weakened. Indeed, let $p(t)=1 / 4 t^{2}$ for $t \geq 1$. Then we have

$$
\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t} s^{2} p(s) d s=\liminf _{t \rightarrow \infty} t \int_{t}^{\infty} p(s) d s=\frac{1}{4}
$$

and the second-order Euler-Cauchy differential equation

$$
\begin{equation*}
x^{\prime \prime}(t)+\frac{1}{4 t^{2}} x(t)=0, \quad t \geq 1 \tag{1.11}
\end{equation*}
$$

has a nonoscillatory solution $x(t)=\sqrt{t}$. In other words the constant $1 / 4$ is the lower bound for oscillation for all solutions of (1.11). In 1971 Wong [17] generalized the Hilletype condition (1.9) for the delay equation

$$
\begin{equation*}
x^{\prime \prime}(t)+p(t) x(\tau(t))=0 \tag{1.12}
\end{equation*}
$$

where $\tau(t) \geq \alpha t$ with $0<\alpha<1$, and proved that if

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} t \int_{t}^{\infty} p(s) d s>\frac{1}{4 \alpha} \tag{1.13}
\end{equation*}
$$

then every solution of (1.12) is oscillatory. In 1973 Erbe [6] improved the condition (1.13) and proved that if

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} t \int_{t}^{\infty} p(s) \frac{\tau(s)}{s} d s>\frac{1}{4} \tag{1.14}
\end{equation*}
$$

then every solution of (1.12) oscillates where $\tau(t) \leq t$. In 1984 Ohriska [14] proved that, if

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} t \int_{t}^{\infty} p(s)\left(\frac{\tau(s)}{s}\right) d s>1 \tag{1.15}
\end{equation*}
$$

then every solution of (1.12) oscillates. Note that when $p(t)=\frac{\lambda}{t \tau(t)}$, with $\tau(t) \leq t$, (1.12) reduces to the second-order delay differential equation

$$
\begin{equation*}
x^{\prime \prime}(t)+\frac{\lambda}{t \tau(t)} x(\tau(t))=0, \quad t \geq t_{0} \tag{1.16}
\end{equation*}
$$

From (1.14) we see that every solution of (1.16) is oscillatory if $\lambda>\frac{1}{4}$ and nonoscillatory if $\lambda \leq \frac{1}{4}$, with oscillation constant $1 / 4$ (see [1]). For oscillation of half-linear differential equations, Agarwal et al [2] considered the equation

$$
\begin{equation*}
\left(\left(x^{\prime}(t)\right)^{\gamma}\right)^{\prime}+p(t) x^{\gamma}(\tau(t))=0 \tag{1.17}
\end{equation*}
$$

and extended the condition (1.15) of Ohriska and proved that if

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} t^{\gamma} \int_{t}^{\infty} p(s)\left(\frac{\tau(s)}{s}\right)^{\gamma} d s>1 \tag{1.18}
\end{equation*}
$$

then every solution of (1.17) oscillates. It is clear that the condition (1.18) reduces to (1.15) when $\gamma=1$. From which, we can easily see that the oscillation condition (1.18) that has been established by Agarwal et al [2] for (1.17) is not a sharp sufficient condition for oscillation of (1.17), since the condition (1.15) that has been established by Ohriska [14] is not sharp. For oscillation of half-linear difference equations, Thandapani et al [16] considered the difference equation

$$
\begin{equation*}
\left.\Delta((\Delta x(n)))^{\gamma}\right)+p(n) x^{\gamma}(n)=0, \quad n \geq n_{0} \tag{1.19}
\end{equation*}
$$

where $\gamma>0, p(n)$ is a positive sequence, and proved that every solution is oscillatory, if

$$
\begin{equation*}
\sum_{n=n_{0}}^{\infty} p(n)=\infty \tag{1.20}
\end{equation*}
$$

We note that the condition (1.20) can not be applied to the difference equation

$$
\begin{equation*}
\left.\Delta((\Delta x(n)))^{\gamma}\right)+\frac{\beta}{n^{\gamma}} x^{\gamma}(n)=0, \quad \text { for } \gamma>1 \tag{1.21}
\end{equation*}
$$

In view of the above comments, we shall establish oscillation criteria for the dynamic equation (1.1) on a time scale $\mathbb{T}$ which as a special case when $\mathbb{T}=\mathbb{R}$ and $\mathbb{T}=\mathbb{N}$ :
(i) involve the oscillation conditions (1.9) and (1.10) that have been given by Hille [11] and Nehari [13] for equation (1.8)
(ii) involve the oscillation condition (1.14) that was given by Erbe [6] for delay equation (1.12),
(iii) improve the oscillation condition (1.18) that was given by Agarwal et al [2] for half-linear differential equation (1.17),
(iv) improve the oscillation condition (1.20) that was established by Thandapani et al [16] for half-linear difference equation (1.19).

This paper is organized as follows: In Section 2, we establish some sufficient conditions for oscillation of (1.1) when $r(t)=1$, which partially anwers the above question. Also, by using the Riccati transformation technique we will establish some new oscillation criteria for (1.1) in its general form when $r(t) \not \equiv 1$, which can be considered as a generalization of the results that have been established by Saker [15] and as a special case involve some results established by Agarwal et al [2] for half-linear differential equations. In Section 3, we give several examples which illustrate the importance of our main results. Note that the results are essentially new for equations (1.2)-(1.7). To the best of our knowledge nothing is known regarding the oscillatory behavior of half-linear delay dynamic equations on time scales until now so this paper initiates this study.

## 2 Main Results

Thoughout the paper we assume that $r^{\Delta}(t) \geq 0$ and

$$
\begin{equation*}
\int_{t_{0}}^{\infty} \tau^{\gamma}(t) p(t) \Delta t=\infty \tag{2.1}
\end{equation*}
$$

is satisfied. Before stating our main results, we begin with the following lemma which will play an important role in the proof of our main results.

Lemma 2.1 Assume that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} \frac{\Delta t}{r^{\frac{1}{\gamma}}(t)}=\infty \tag{2.2}
\end{equation*}
$$

holds and (1.1) has a positive solution $x$ on $\left[t_{0}, \infty\right)_{\mathbb{T}}$. Then there exists a $T \in\left[t_{0}, \infty\right)_{\mathbb{T}}$, sufficiently large, so that

$$
x^{\Delta}(t)>0, \quad x^{\Delta \Delta}(t)<0, \quad x(t)>t x^{\Delta}(t), \quad\left(\frac{x(t)}{t}\right)^{\Delta}<0 \quad \text { on }[T, \infty)_{\mathbb{T}}
$$

Proof Let $x$ be as in the statement of this theorem. Pick $t_{1} \in\left[t_{0}, \infty\right)_{\mathbb{T}}$ so that $t_{1}>t_{0}$ and so that $x(\tau(t))>0$ on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. Since $x$ is a positive solution of (1.1), we have $\left(r(t)\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}=-p(t) x^{\gamma}(\tau(t))<0$, for $t \in\left[t_{1}, \infty\right)_{\mathbb{T}}$. Then $r(t)\left(x^{\Delta}(t)\right)^{\gamma}$ is strictly decreasing on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. We claim that $r(t)\left(x^{\Delta}(t)\right)^{\gamma}>0$ on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. Assume not, then there is a $t_{2} \in\left[t_{1}, \infty\right)_{\mathbb{T}}$ such that $r\left(t_{2}\right)\left(x^{\Delta}\left(t_{2}\right)\right)^{\gamma}=: c<0$. Therefore, $r(t)\left(x^{\Delta}(t)\right)^{\gamma} \leq$ $r\left(t_{2}\right)\left(x^{\Delta}\left(t_{2}\right)\right)^{\gamma}=c$, for $t \in\left[t_{2}, \infty\right)_{\mathbb{T}}$, and therefore $x^{\Delta}(t) \leq \frac{a}{r^{\frac{1}{\gamma}}(t)}$, for $t \in\left[t_{2}, \infty\right)_{\mathbb{T}}$ where $a:=c^{\frac{1}{\gamma}}<0$. Integrating, we find that

$$
x(t)=x\left(t_{2}\right)+\int_{t_{2}}^{t} x^{\Delta}(s) \Delta s \leq x\left(t_{2}\right)+a \int_{t_{2}}^{t} \frac{\Delta s}{r^{\frac{1}{\gamma}}(s)} \rightarrow-\infty \quad \text { as } t \rightarrow \infty
$$

which implies that $x(t)$ is eventually negative. This is a contradiction. Hence $r(t)\left(x^{\Delta}(t)\right)^{\gamma}>0$ on $\left[t_{1}, \infty\right)_{\mathbb{T}}$ and so $x^{\Delta}(t)>0$ on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. We now show that $x^{\Delta \Delta}(t)<0$. Since $\left(r(t)\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}<0$ on $\left[t_{1}, \infty\right)_{\mathbb{T}}$, we have after differentiation that

$$
\begin{equation*}
r^{\Delta}(t)\left(x^{\Delta}(t)\right)^{\gamma}+r^{\sigma}(t)\left(\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}<0 \tag{2.3}
\end{equation*}
$$

Using the Pötzsche chain rule ([3, Theorem 1.90])

$$
\begin{equation*}
(f \circ g)^{\Delta}(t)=\int_{0}^{1} f^{\prime}\left(g(t)+h \mu(t) g^{\Delta}(t)\right) d h g^{\Delta}(t) \tag{2.4}
\end{equation*}
$$

we have

$$
\begin{align*}
\left(\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta} & =\gamma \int_{0}^{1}\left[x^{\Delta}(t)+h \mu(t) x^{\Delta \Delta}(t)\right]^{\gamma-1} d h x^{\Delta \Delta}(t) \\
& =\gamma x^{\Delta \Delta}(t) \int_{0}^{1}\left[x^{\Delta}(t)+h\left[x^{\Delta \sigma}(t)-x^{\Delta}(t)\right]^{\gamma-1} d h\right. \\
& =\gamma x^{\Delta \Delta}(t) \int_{0}^{1}\left[h x^{\Delta \sigma}(t)+(1-h) x^{\Delta}(t)\right]^{\gamma-1} d h \tag{2.5}
\end{align*}
$$

From (2.3) we have that

$$
r^{\sigma}(t)\left(\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}<-r^{\Delta}(t)\left(x^{\Delta}(t)\right)^{\gamma} \leq 0
$$

since $r^{\Delta}(t) \geq 0$ and $x^{\Delta}(t)>0$ and so it follows that

$$
r^{\sigma}(t)\left(\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}<0
$$

This shows by (2.5) that $x^{\Delta \Delta}(t)<0$, since the integral in (2.5) is positive. Next, we show that $\left(\frac{x(t)}{t}\right)^{\Delta}<0$. To see this, let $U(t):=x(t)-t x^{\Delta}(t)$, then $U^{\Delta}(t)=-\sigma(t) x^{\Delta \Delta}(t)>0$ for $t \in\left[t_{1}, \infty\right)_{\mathbb{T}}$. This implies that $U(t)$ is strictly increasing on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. We claim there is a $t_{2} \in\left[t_{1}, \infty\right)_{\mathbb{T}}$ such that $U(t)>0$ on $\left[t_{2}, \infty\right)_{\mathbb{T}}$. Assume not, then $U(t)<0$ on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. Therefore,

$$
\begin{equation*}
\left(\frac{x(t)}{t}\right)^{\Delta}=\frac{t x^{\Delta}(t)-x(t)}{t \sigma(t)}=-\frac{U(t)}{t \sigma(t)}>0, \quad t \in\left[t_{1}, \infty\right)_{\mathbb{T}} \tag{2.6}
\end{equation*}
$$

Pick $t_{3} \in\left[t_{1}, \infty\right)_{\mathbb{T}}$ so that $\tau(t) \geq \tau\left(t_{1}\right)$, for $t \geq t_{3}$. Then

$$
x(\tau(t)) / \tau(t) \geq x\left(\tau\left(t_{1}\right)\right) / \tau\left(t_{1}\right)=: d>0
$$

so that $x(\tau(t)) \geq d \tau(t)$ for $t \geq t_{3}$. Now by integrating both sides of the dynamic equation (1.1) from $t_{3}$ to $t$ we have

$$
r(t)\left(x^{\Delta}(t)\right)^{\gamma}-r\left(t_{3}\right)\left(x^{\Delta}\left(t_{3}\right)\right)^{\gamma}+\int_{t_{3}}^{t} p(s) x^{\gamma}(\tau(s)) \Delta s=0 .
$$

This implies that

$$
\begin{equation*}
r\left(t_{3}\right)\left(x^{\Delta}\left(t_{3}\right)\right)^{\gamma} \geq \int_{t_{3}}^{t} p(s) x^{\gamma}(\tau(s)) \Delta s \geq d^{\gamma} \int_{t_{3}}^{t} p(s) \tau^{\gamma}(s) \Delta s \tag{2.7}
\end{equation*}
$$

Letting $t \rightarrow \infty$ we obtain a contradiction to assumption (2.1). Hence there is a $t_{2} \in$ $\left[t_{1}, \infty\right)_{\mathbb{T}}$ such that $U(t)>0$ on $\left[t_{2}, \infty\right)_{\mathbb{T}}$. Consequently,

$$
\begin{equation*}
\left(\frac{x(t)}{t}\right)^{\Delta}=\frac{t x^{\Delta}(t)-x(t)}{t \sigma(t)}=-\frac{U(t)}{t \sigma(t)}<0, \quad t \in\left[t_{2}, \infty\right)_{\mathbb{T}} \tag{2.8}
\end{equation*}
$$

and we have that $\left(\frac{x(t)}{t}\right)^{\Delta}<0$ on $\left[t_{2}, \infty\right)_{\mathbb{T}}$. This completes the proof of Lemma 2.1.
In the following, we consider the equation (1.1) in the special case $r(t) \equiv 1$, namely,

$$
\begin{equation*}
\left(\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}+p(t) x^{\gamma}(\tau(t))=0 \tag{2.9}
\end{equation*}
$$

where $\gamma \geq 1$ is the quotient of odd positive integers and $p(t)$ is an $r d$-continuous and positive function and $\tau(t) \leq t$. We introduce the following notation.

$$
\begin{equation*}
p_{*}:=\liminf _{t \rightarrow \infty} t^{\gamma} \int_{\sigma(t)}^{\infty} P(s) \Delta s, \quad q_{*}:=\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t} s^{\gamma+1} P(s) \Delta s \tag{2.10}
\end{equation*}
$$

where $P(t):=p(t)\left(\frac{\tau(t)}{\sigma(t)}\right)^{\gamma}$ and assume that $l:=\liminf _{t \rightarrow \infty} \frac{t}{\sigma(t)}$. Note that $0 \leq l \leq 1$. In order for the definition of $p_{*}$ to make sense we assume that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} P(t) \Delta t<\infty \tag{2.11}
\end{equation*}
$$

Theorem 2.1 Assume that $l>0$ and (2.11) holds. Let $x(t)$ be an eventually positive solution of (2.9) such that $x(t)$ and $x(\tau(t))>0$ for $t \geq t_{1}>t_{0}$. Let $w(t)=\left(\frac{x^{\Delta}(t)}{x(t)}\right)^{\gamma}$ and

$$
\begin{equation*}
r:=\liminf _{t \rightarrow \infty} t^{\gamma} w^{\sigma}(t), \quad \text { and } \quad R:=\limsup _{t \rightarrow \infty} t^{\gamma} w^{\sigma}(t) \tag{2.12}
\end{equation*}
$$

then

$$
\begin{equation*}
p_{*} \leq r-l^{\gamma} r^{1+\frac{1}{\gamma}} \quad \text { and } \quad p_{*}+q_{*} \leq \frac{1}{l \gamma(\gamma+1)} \tag{2.13}
\end{equation*}
$$

Proof From Lemma 2.1 we get there is a $T \in\left[t_{1}, \infty\right)_{\mathbb{T}}$, sufficiently large, so that $x(t)$ satisfies the conclusions of Lemma 2.1. This implies that $w(t)$ is positive. Using the quotient rule and equation (2.9), we get

$$
w^{\Delta}(t)=-\left(\frac{x(\tau(t))}{x^{\sigma}(t)}\right)^{\gamma} p(t)-\frac{\left(x^{\Delta}(t)\right)^{\gamma}\left(x^{\gamma}(t)\right)^{\Delta}}{x^{\gamma}(t)\left(x^{\sigma}(t)\right)^{\gamma}}
$$

Since

$$
\frac{x(\tau(t))}{\tau(t)} \geq \frac{x(t)}{t} \geq \frac{x^{\sigma}(t)}{\sigma(t)} \quad \text { and } \quad x^{\Delta}(t) \geq x^{\Delta \sigma}(t)
$$

we get the inequality

$$
\begin{equation*}
w^{\Delta}(t) \leq-\left(\frac{\tau(t)}{\sigma(t)}\right)^{\gamma} p(t)-\frac{\left(x^{\Delta \sigma}(t)\right)^{\gamma}\left(x^{\gamma}(t)\right)^{\Delta}}{x^{\gamma}(t)\left(x^{\sigma}(t)\right)^{\gamma}} \tag{2.14}
\end{equation*}
$$

since $x^{\Delta \Delta}(t)<0$. By the Pötzsche chain rule, and the fact that $x^{\Delta}(t)>0$, we obtain

$$
\begin{align*}
\left(x^{\gamma}(t)\right)^{\Delta} & =\gamma \int_{0}^{1}\left[x(t)+h \mu(t) x^{\Delta}(t)\right]^{\gamma-1} d h x^{\Delta}(t) \\
& \geq \gamma \int_{0}^{1}(x(t))^{\gamma-1} d h x^{\Delta}(t) \\
& =\gamma(x(t))^{\gamma-1} x^{\Delta}(t) \tag{2.15}
\end{align*}
$$

It follows from (2.14) and (2.15) that

$$
\begin{aligned}
w^{\Delta}(t) & \leq-P(t)-\frac{\left(x^{\Delta \sigma}(t)\right)^{\gamma} \gamma(x(t))^{\gamma-1} x^{\Delta}(t)}{x^{\gamma}(t)\left(x^{\sigma}(t)\right)^{\gamma}} \\
& =-P(t)-\gamma w^{\sigma}(t) w^{\frac{1}{\gamma}}(t)
\end{aligned}
$$

Then $w(t)$ satisfies the dynamic Riccati inequality

$$
\begin{equation*}
w^{\Delta}(t)+P(t)+\gamma w^{\sigma}(t) w^{\frac{1}{\gamma}}(t) \leq 0, \quad \text { for } \quad t \in\left[t_{1}, \infty\right)_{\mathbb{T}} \tag{2.16}
\end{equation*}
$$

Since $P(t)>0$ and $w(t)>0$ for $t \geq t_{1}$, it follows from (2.16) that $w^{\Delta}(t)<0$ and hence $w(t)$ is strictly decreasing for $t \in[T, \infty)_{\mathbb{T}}$. It follows from Lemma 2.1 that

$$
\begin{equation*}
w(t)=\left(\frac{x^{\Delta}(t)}{x(t)}\right)^{\gamma}<\frac{1}{t^{\gamma}}, \quad t \in[T, \infty)_{\mathbb{T}} \tag{2.17}
\end{equation*}
$$

which implies that $\lim _{t \rightarrow \infty} w(t)=0$ and that

$$
\begin{equation*}
0 \leq r \leq R \leq 1 \tag{2.18}
\end{equation*}
$$

Now, we prove that the first inequality in (2.13) holds. Let $\epsilon>0$, then by the definition of $p_{*}$ and $r$ we can pick $t_{2} \in[T, \infty)_{\mathbb{T}}$, sufficiently large, so that

$$
t^{\gamma} \int_{\sigma(t)}^{\infty} P(s) \Delta s \geq p_{*}-\epsilon, \quad \text { and } \quad t^{\gamma} w^{\sigma}(t) \geq r-\epsilon
$$

for $t \in\left[t_{2}, \infty\right)_{\mathbb{T}}$. Integrating (2.16) from $\sigma(t)$ to $\infty$ and using $\lim _{t \rightarrow \infty} w(t)=0$, we have

$$
\begin{equation*}
w^{\sigma}(t) \geq \int_{\sigma(t)}^{\infty} P(s) \Delta s+\gamma \int_{\sigma(t)}^{\infty} w^{\frac{1}{\gamma}}(s) w^{\sigma}(s) \Delta s, \quad t \in\left[t_{2}, \infty\right)_{\mathbb{T}} \tag{2.19}
\end{equation*}
$$

It follows from (2.19) that

$$
\begin{align*}
t^{\gamma} w^{\sigma}(t) & \geq t^{\gamma} \int_{\sigma(t)}^{\infty} P(s) \Delta s+\gamma t^{\gamma} \int_{\sigma(t)}^{\infty} w^{\frac{1}{\gamma}}(s) w^{\sigma}(s) \Delta s \\
& \geq\left(p_{*}-\epsilon\right)+\gamma t^{\gamma} \int_{\sigma(t)}^{\infty} \frac{s\left(w^{\sigma}(s)\right)^{\frac{1}{\gamma}} s^{\gamma} w^{\sigma}(s)}{s^{\gamma+1}} \Delta s \\
& \geq\left(p_{*}-\epsilon\right)+(r-\epsilon)^{1+\frac{1}{\gamma}} t^{\gamma} \int_{\sigma(t)}^{\infty} \frac{\gamma}{s^{\gamma+1}} \Delta s \tag{2.20}
\end{align*}
$$

Using the Pötzsche chain rule we get

$$
\begin{align*}
\left(\frac{-1}{s^{\gamma}}\right)^{\Delta} & =\gamma \int_{0}^{1} \frac{1}{[s+h \mu(s)]^{\gamma+1}} d h \\
& \leq \int_{0}^{1}\left(\frac{\gamma}{s^{\gamma+1}}\right) d h=\frac{\gamma}{s^{\gamma+1}} \tag{2.21}
\end{align*}
$$

Then from (2.20) and (2.21), we have

$$
t^{\gamma} w^{\sigma}(t) \geq\left(p_{*}-\epsilon\right)+(r-\epsilon)^{1+\frac{1}{\gamma}}\left(\frac{t}{\sigma(t)}\right)^{\gamma}
$$

Taking the liminf of both sides as $t \rightarrow \infty$ we get that

$$
r \geq p_{*}-\epsilon+(r-\epsilon)^{1+\frac{1}{\gamma}} l^{\gamma}
$$

Since $\epsilon>0$ is arbitrary, we get the desired result

$$
r \geq p_{*}+(r)^{1+\frac{1}{\gamma}} l^{\gamma}
$$

To complete the proof it remains to prove the second inequality in (2.13). Since $w^{\Delta}(t) \leq$ 0 , we have $w(t) \geq w^{\sigma}(t)$, and (2.16) becomes

$$
\begin{equation*}
w^{\Delta}(t)+P(t)+\gamma\left(w^{\sigma}\right)^{\lambda} \leq 0, \quad t \in[T, \infty)_{\mathbb{T}} \tag{2.22}
\end{equation*}
$$

where $\lambda=1+\frac{1}{\gamma}$. Multiplying both sides (2.22) by $t^{\gamma+1}$, and integrating from $T$ to $t$ ( $t \geq T$ ) we get

$$
\int_{T}^{t} s^{\gamma+1} w^{\Delta}(s) \Delta s \leq-\int_{T}^{t} s^{\gamma+1} P(s) \Delta s-\gamma \int_{T}^{t} s^{\gamma+1}\left(w^{\sigma}(s)\right)^{\lambda} \Delta s
$$

Using integration by parts, we obtain

$$
\begin{aligned}
t^{\gamma+1} w(t) & \leq T^{\gamma+1} w(T)-\int_{T}^{t} s^{\gamma+1} P(s) \Delta s-\gamma \int_{T}^{t} s^{\gamma+1}\left(w^{\sigma}(s)\right)^{\lambda} \Delta s \\
& +\int_{T}^{t}\left(s^{\gamma+1}\right)^{\Delta_{s}} w^{\sigma}(s) \Delta s
\end{aligned}
$$

But, by the Pötzsche chain rule,

$$
\begin{align*}
\left(s^{\gamma+1}\right)^{\Delta} & =(\gamma+1) \int_{0}^{1}[s+h \mu(s)]^{\gamma} d h \\
& \leq(\gamma+1) \int_{0}^{1}[\sigma(s)]^{\gamma} d h \\
& =(\gamma+1)[\sigma(s)]^{\gamma} \tag{2.23}
\end{align*}
$$

Hence

$$
\begin{aligned}
t^{\gamma+1} w(t) & \leq T^{\gamma+1} w(T)-\int_{T}^{t} s^{\gamma+1} P(s) \Delta s+\int_{T}^{t}(\gamma+1)(\sigma(s))^{\gamma} w^{\sigma}(s) \Delta s \\
& -\gamma \int_{T}^{t} s^{\gamma+1}\left[w^{\sigma}(s)\right]^{\lambda} \Delta s
\end{aligned}
$$

Let $0<\epsilon<l$ be given, then using the definition of $l$, we can assume, without loss of generality, that $T$ is sufficiently large so that

$$
\frac{s}{\sigma(s)}>l-\epsilon, \quad s \geq T
$$

It follows that

$$
\sigma(s) \leq K s, \quad s \geq T \quad \text { where } \quad K:=\frac{1}{l-\epsilon}
$$

We then get that

$$
\begin{aligned}
t^{\gamma+1} w(t) & \leq T^{\gamma+1} w(T)-\int_{T}^{t} s^{\gamma+1} P(s) \Delta s \\
& +\int_{T}^{t}\left[(\gamma+1) K^{\gamma} s^{\gamma} w^{\sigma}(s)-\gamma s^{\gamma+1}\left[w^{\sigma}(s)\right]^{\lambda}\right] \Delta s
\end{aligned}
$$

Let

$$
u(s):=s^{\gamma} w^{\sigma}(s),
$$

then

$$
(u(s))^{\frac{\gamma+1}{\gamma}}=s^{\gamma+1}\left[w^{\sigma}(s)\right]^{\lambda} .
$$

It follows that

$$
\begin{aligned}
t^{\gamma+1} w(t) & \leq T^{\gamma+1} w(T)-\int_{T}^{t} s^{\gamma+1} P(s) \Delta s \\
& +\int_{T}^{t}\left[(\gamma+1) K^{\gamma} u(s)-\gamma[u(s)]^{\lambda}\right] \Delta s .
\end{aligned}
$$

Using the inequality

$$
\begin{equation*}
B u-A u^{\lambda} \leq \frac{\gamma^{\gamma}}{(\gamma+1)^{\gamma+1}} \frac{B^{\gamma+1}}{A^{\gamma}} \tag{2.24}
\end{equation*}
$$

where $A, B$ are constants, we get

$$
\begin{aligned}
t^{\gamma+1} w(t) & \leq T^{\gamma+1} w(T)-\int_{T}^{t} s^{\gamma+1} P(s) \Delta s \\
& +\int_{T}^{t} \frac{\gamma^{\gamma}}{(\gamma+1)^{\gamma+1}} \frac{\left[(\gamma+1) K^{\gamma}\right]^{\gamma+1}}{\gamma^{\gamma}} \Delta s \\
& \leq T^{\gamma+1} w(T)-\int_{T}^{t} s^{\gamma+1} P(s) \Delta s+K^{\gamma(\gamma+1)}(t-T)
\end{aligned}
$$

It follows from this that

$$
t^{\gamma} w(t) \leq \frac{T^{\gamma+1} w(T)}{t}-\frac{1}{t} \int_{T}^{t} s^{\gamma+1} P(s) \Delta s+K^{\gamma(\gamma+1)} \frac{(t-T)}{t}
$$

Since $w^{\sigma}(t) \leq w(t)$, we get

$$
t^{\gamma} w^{\sigma}(t) \leq \frac{T^{\gamma+1} w(T)}{t}-\frac{1}{t} \int_{T}^{t} s^{\gamma+1} P(s) \Delta s+K^{\gamma(\gamma+1)} \frac{(t-T)}{t}
$$

Taking the limsup of both sides as $t \rightarrow \infty$ we obtain

$$
R \leq-q_{*}+K^{\gamma(\gamma+1)}=-q_{*}+\frac{1}{(l-\epsilon)^{\gamma(\gamma+1)}}
$$

Since $\epsilon>0$ is arbritary, we get that

$$
R \leq-q_{*}+\frac{1}{l^{\gamma(\gamma+1)}}
$$

Using this and the first inequality in (2.13) we get

$$
p_{*} \leq r-l^{\gamma} r^{1+\frac{1}{\gamma}} \leq r \leq R \leq-q_{*}+\frac{1}{l^{\gamma(\gamma+1)}}
$$

which gives us the desired second inequality in (2.13).
Using Theorem 2.1 we can now easily prove the following oscillation result.
Theorem 2.2 If

$$
\begin{equation*}
p_{*}=\liminf _{t \rightarrow \infty} t^{\gamma} \int_{\sigma(t)}^{\infty} p(s)\left(\frac{\tau(s)}{\sigma(s)}\right)^{\gamma} \Delta s>\frac{\gamma^{\gamma}}{l^{\gamma^{2}}(\gamma+1)^{\gamma+1}} \tag{2.25}
\end{equation*}
$$

then (2.9) is oscillatory on $\left[t_{0}, \infty\right)_{\mathbb{T}}$.
Proof Assume (2.9) is nonoscillatory on $\left[t_{0}, \infty\right)_{\mathbb{T}}$, then the hypotheses of Theorem 2.1 hold. From the first inequality in (2.13) we have that

$$
p_{*} \leq r-l^{\gamma} r^{\frac{\gamma+1}{\gamma}}
$$

Using the inequality (2.24), with $B=1$ and $A=l^{\gamma}$ we get that

$$
p_{*} \leq \frac{\gamma^{\gamma}}{l \gamma^{2}(\gamma+1)^{\gamma+1}}
$$

which contradicts (2.25).
Using the second inequality in Theorem 2.1 we easily get the following result
Theorem 2.3 If

$$
\begin{equation*}
p_{*}+q_{*}>\frac{1}{l^{\gamma(\gamma+1)}} \tag{2.26}
\end{equation*}
$$

then (2.9) is oscillatory on $\left[t_{0}, \infty\right)_{\mathbb{T}}$.
Remark 2.1 Note that when $\mathbb{T}=\mathbb{R}, \sigma(t)=t$ and the condition (2.25) becomes

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} t^{\gamma} \int_{t}^{\infty} p(s)\left(\frac{\tau(s)}{s}\right)^{\gamma} d s>\frac{\gamma^{\gamma}}{(\gamma+1)^{\gamma+1}} \tag{2.27}
\end{equation*}
$$

which is a sufficient condition for oscillation of (1.17). We note that the condition (2.27) generalizes the condition (1.14) that has been established by Erbe [6]. Also when $\mathbb{T}=\mathbb{N}$, $\sigma(t)=t+1$ and condition (2.25) becomes

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} t^{\gamma} \sum_{s=t+1}^{\infty} p(s)\left(\frac{\tau(s)}{s+1}\right)^{\gamma}>\frac{\gamma^{\gamma}}{(\gamma+1)^{\gamma+1}} \tag{2.28}
\end{equation*}
$$

which is a sufficient condition for oscillation of (1.19). We note that the condition (2.28) may be viewed as an extension of the oscillation condition (1.20) that has been established by Thandapani et al [16]. As a special case when $\tau(t)=t$, the condition (2.27) becomes the Hille condition (1.9).

Remark 2.2 We give an example which shows that the inequality (2.27) and hence the inequality (2.19) can not be weakened. To see this let $\mathbb{T}=[1, \infty)$, and

$$
p(t):=\frac{\gamma^{\gamma+1}}{(\gamma+1)^{\gamma+1}} \frac{1}{t^{\gamma+1}}, \quad t \geq 1
$$

we have that

$$
p_{*}=\liminf _{t \rightarrow \infty} t^{\gamma} \int_{t}^{\infty} p(s) d s=\frac{\gamma^{\gamma}}{(\gamma+1)^{\gamma+1}}
$$

and the second-order half-linear differential equation

$$
\left(\left(x^{\prime}(t)\right)^{\gamma}\right)^{\prime}+p(t) x^{\gamma}(t)=0
$$

has a nonoscillatory solution $x(t)=t^{\frac{\gamma}{\gamma+1}}$. This shows that the constant $\frac{\gamma^{\gamma}}{(\gamma+1)^{\gamma+1}}$ is sharp for the oscillation for all solutions of this equation. Note in the case when $\gamma=1$ this constant is $\frac{1}{4}$.

Theorem 2.4 Assume that (2.2) holds and that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{t^{\gamma}}{r(t)} \int_{t}^{\infty} p(s)\left(\frac{\tau(s)}{s}\right)^{\gamma} \Delta s>1 \tag{2.29}
\end{equation*}
$$

Then every solution of $(1.1)$ is oscillatory on $\left[t_{0}, \infty\right)_{\mathbb{T}}$.
Proof Assume $x$ is an eventually positive solution of (1.1) on $\left[t_{0}, \infty\right)_{\mathbb{T}}$. Using Lemma 2.1 there is a $t_{1} \in\left[t_{0}, \infty\right)_{\mathbb{T}}$ such that

$$
x(t)>0, \quad x(\tau(t))>0, \quad x^{\Delta}(t)>0, \quad x^{\Delta \Delta}(t)<0, \quad \frac{x(t)}{t}>x^{\Delta}(t)
$$

on $\left[t_{1}, \infty\right)_{\mathbb{T}}$ and $\frac{x(t)}{t}$ is strictly decreasing on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. Then integrating both sides of the dynamic equation (1.1) from $t$ to $T, T \geq t \geq t_{1}$ we obtain

$$
\int_{t}^{T} p(s) x^{\gamma}(\tau(s)) \Delta s=r(t)\left(x^{\Delta}(t)\right)^{\gamma}-r(T)\left(x^{\Delta}(T)\right)^{\gamma}
$$

Since $x^{\Delta}(t)>0$, we get that

$$
\frac{1}{r(t)} \int_{t}^{T} p(s) x^{\gamma}(\tau(s)) \Delta s \leq\left(x^{\Delta}(t)\right)^{\gamma}
$$

Since $\frac{x(t)}{t}$ is strictly decreasing and using $x^{\Delta}(t)<\frac{x(t)}{t}$, we obtain

$$
\frac{1}{r(t)} \int_{t}^{T} p(s)\left(\frac{\tau(s)}{s}\right)^{\gamma} x^{\gamma}(s) \Delta s \leq \frac{x^{\gamma}(t)}{t^{\gamma}}
$$

Since $x(t)$ is increasing, we get

$$
\frac{t^{\gamma}}{r(t)} \int_{t}^{T} p(s)\left(\frac{\tau(s)}{s}\right)^{\gamma} \Delta s \leq 1,
$$

which implies that

$$
\frac{t^{\gamma}}{r(t)} \int_{t}^{\infty} p(s)\left(\frac{\tau(s)}{s}\right)^{\gamma} \Delta s \leq 1,
$$

which gives us the contradiction

$$
\limsup _{t \rightarrow \infty} \frac{t^{\gamma}}{r(t)} \int_{t}^{\infty} p(s)\left(\frac{\tau(s)}{s}\right)^{\gamma} \Delta s \leq 1
$$

Remark 2.3 When $\mathbb{T}=\mathbb{R}$, Theorem 2.4 improves the results established by Ohriska [14] and Agarwal et al [2] for differential equations. In the case when $\mathbb{T}=\mathbb{N}$ and $r(t)=1$ the condition (2.29) becomes

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} t^{\gamma} \sum_{s=t}^{\infty} p(s)\left(\frac{\tau(s)}{s}\right)^{\gamma}>1 \tag{2.30}
\end{equation*}
$$

which is a new oscillation condition for (1.19).
Motivated by Theorem 3.1 in [15], we can prove the following result which is a new oscillation result for equation (1.1).

Theorem 2.5 Assume that (2.2) holds. Furthermore, assume that there exists a positive $\Delta$-differentiable function $\delta(t)$ such that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{0}}^{t}\left[\delta(s) p(s)\left(\frac{\tau(s)}{\sigma(s)}\right)^{\gamma}-\frac{r(s)\left(\left(\delta^{\Delta}(s)\right)_{+}\right)^{\gamma+1}}{(\gamma+1)^{\gamma+1} \delta^{\gamma}(s)}\right] \Delta s=\infty \tag{2.31}
\end{equation*}
$$

where $d_{+}(t):=\max \{d(t), 0\}$ is the positive part of any function $d(t)$. Then every solution of equation (1.1) is oscillatory on $\left[t_{0}, \infty\right)_{\mathbb{T}}$.

Proof Assume (1.1) has a nonoscillatory solution on $\left[t_{0}, \infty\right)_{\mathbb{T}}$. Then, without loss of generality, there is a $t_{1} \in\left[t_{0}, \infty\right)_{\mathbb{T}}$ such that $x(t)$ satisfies the conclusions of Lemma 2.1 on $\left[t_{1}, \infty\right)_{\mathbb{T}}$ with $x(\tau(t))>0$ on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. Let $\delta(t)$ be a positive $\Delta$ differentiable function and consider the generalized Riccati substitution

$$
w(t)=\delta(t) r(t)\left(\frac{x^{\Delta}(t)}{x(t)}\right)^{\gamma}
$$

Then by Lemma 2.1, we see that the function $w(t)$ is positive on $\left[t_{1}, \infty\right)_{\mathbb{T}}$. By the product rule and then the quotient rule (suppressing arguments)

$$
\begin{aligned}
w^{\Delta} & =\delta^{\Delta}\left(\frac{r\left(x^{\Delta}\right)^{\gamma}}{x^{\gamma}}\right)^{\sigma}+\delta\left(\frac{r\left(x^{\Delta}\right)^{\gamma}}{x^{\gamma}}\right)^{\Delta} \\
& =\frac{\delta^{\Delta}}{\delta^{\sigma}} w^{\sigma}+\delta \frac{x^{\gamma}\left(r\left(x^{\Delta}\right)^{\gamma}\right)^{\Delta}-r\left(x^{\Delta}\right)^{\gamma}\left(x^{\gamma}\right)^{\Delta}}{x^{\gamma} x^{\gamma \sigma}} \\
& =\frac{\delta^{\Delta}}{\delta^{\sigma}} w^{\sigma}+\frac{\delta x^{\gamma}\left(-p x^{\tau \gamma}\right)}{x^{\gamma}\left(x^{\sigma}\right)^{\gamma}}-\frac{\delta r\left(x^{\Delta}\right)^{\gamma}\left(x^{\gamma}\right)^{\Delta}}{x^{\gamma}\left(x^{\sigma}\right)^{\gamma}} \\
& =\frac{\delta^{\Delta}}{\delta^{\sigma}} w^{\sigma}-p \delta\left(\frac{x^{\gamma}}{x^{\sigma}}\right)^{\gamma}-\delta \frac{r\left(x^{\Delta}\right)^{\gamma}\left(x^{\gamma}\right)^{\Delta}}{x^{\gamma}\left(x^{\sigma}\right)^{\gamma}} .
\end{aligned}
$$

Using the fact that $\frac{x(t)}{t}$ and $r(t)\left(x^{\Delta}(t)\right)^{\gamma}$ are strictly decreasing (from Lemma 2.1) we get

$$
\frac{x^{\tau}(t)}{x^{\sigma}(t)} \geq \frac{\tau(t)}{\sigma(t)} \quad \text { and } \quad r(t)\left(x^{\Delta}(t)\right)^{\gamma} \geq r^{\sigma}(t)\left(x^{\Delta}(t)\right)^{\gamma \sigma}
$$

From these last two inequalites we obtain

$$
w^{\Delta} \leq \frac{\delta^{\Delta}}{\delta^{\sigma}} w^{\sigma}-\delta p\left(\frac{\tau}{\sigma}\right)^{\gamma}-\delta \frac{r^{\sigma}\left(x^{\Delta \sigma}\right)^{\gamma}\left(x^{\gamma}\right)^{\Delta}}{x^{\gamma}\left(x^{\sigma}\right)^{\gamma}}
$$

Using (2.15) and the definition of $w$ we have that

$$
\begin{aligned}
w^{\Delta} & \leq \frac{\delta^{\Delta}}{\delta^{\sigma}} w^{\sigma}-\delta p\left(\frac{\tau}{\sigma}\right)^{\gamma}-\gamma \frac{\delta}{\delta^{\sigma}} \frac{x^{\Delta}}{x} w^{\sigma} \\
& =\frac{\delta^{\Delta}}{\delta^{\sigma}} w^{\sigma}-\delta p\left(\frac{\tau}{\sigma}\right)^{\gamma}-\gamma \frac{\delta}{\delta^{\sigma}} \frac{r^{\frac{1}{\gamma}} x^{\Delta}}{r^{\frac{1}{\gamma}} x} w^{\sigma}
\end{aligned}
$$

Since

$$
r(t)\left(x^{\Delta}(t)\right)^{\gamma} \geq r^{\sigma}(t)\left(x^{\Delta}(t)\right)^{\gamma \sigma}, \quad \text { and } \quad x^{\sigma}(t) \geq x(t)
$$

we get that

$$
w^{\Delta} \leq \frac{\delta^{\Delta}}{\delta^{\sigma}} w^{\sigma}-\delta p\left(\frac{\tau}{\sigma}\right)^{\gamma}-\gamma \frac{\delta}{\delta^{\sigma}} \frac{\left(r^{\frac{1}{\gamma}} x^{\Delta}\right)^{\sigma}}{r^{\frac{1}{\gamma}} x^{\sigma}} w^{\sigma}
$$

Using the definition of $w$ we finally obtain

$$
\begin{equation*}
w^{\Delta} \leq \frac{\delta^{\Delta}}{\delta^{\sigma}} w^{\sigma}-\delta p\left(\frac{\tau}{\sigma}\right)^{\gamma}-\gamma \frac{\delta}{\left(\delta^{\sigma}\right)^{\lambda} r^{\frac{1}{\gamma}}}\left(w^{\sigma}\right)^{\lambda} \tag{2.32}
\end{equation*}
$$

where $\lambda:=\frac{\gamma+1}{\gamma}$. It follows from (2.32) that

$$
\begin{equation*}
w^{\Delta} \leq \frac{\left(\delta^{\Delta}\right)_{+}}{\delta^{\sigma}} w^{\sigma}-\delta p\left(\frac{\tau}{\sigma}\right)^{\gamma}-\gamma \frac{\delta}{\left(\delta^{\sigma}\right)^{\lambda} r^{\frac{1}{\gamma}}}\left(w^{\sigma}\right)^{\lambda} \tag{2.33}
\end{equation*}
$$

Define $A \geq 0$ and $B \geq 0$ by

$$
A^{\lambda}:=\frac{\gamma \delta}{\left(\delta^{\sigma}\right)^{\lambda} r^{\frac{1}{\gamma}}}\left(w^{\sigma}\right)^{\lambda}, \quad B^{\lambda-1}:=\frac{r^{\frac{1}{\gamma+1}}}{\lambda(\gamma \delta)^{\frac{1}{\lambda}}}\left(\delta^{\Delta}\right)_{+}
$$

Then, using the inequality $(\lambda \geq 1)$

$$
\lambda A B^{\lambda-1}-A^{\lambda} \leq(\lambda-1) B^{\lambda}
$$

we get that

$$
\begin{aligned}
\frac{\left(\delta^{\Delta}\right)_{+}}{\delta^{\sigma}} w^{\sigma}-\gamma \frac{\delta}{\left(\delta^{\sigma}\right)^{\lambda} r^{\frac{1}{\gamma}}}\left(w^{\sigma}\right)^{\lambda} & =\lambda A B^{\lambda-1}-A^{\lambda} \\
& \leq(\lambda-1) B^{\lambda} \\
& \leq \frac{r\left(\delta^{\Delta}\right)_{+}^{\gamma+1}}{(\gamma+1)^{\gamma+1} \delta^{\gamma}}
\end{aligned}
$$

From this last inequality and (2.33) we get

$$
w^{\Delta} \leq \frac{r\left(\left(\delta^{\Delta}\right)_{+}\right)^{\gamma+1}}{(\gamma+1)^{\gamma+1} \delta^{\gamma}}-\delta p\left(\frac{\tau}{\sigma}\right)^{\gamma}
$$

Integrating both sides from $t_{1}$ to $t$ we get

$$
-w\left(t_{1}\right) \leq w(t)-w\left(t_{1}\right) \leq \int_{t_{1}}^{t}\left[\frac{r\left(\left(\delta^{\Delta}\right)_{+}\right)^{\gamma+1}}{(\gamma+1)^{\gamma+1} \delta^{\gamma}}-\delta p\left(\frac{\tau}{\sigma}\right)^{\gamma}\right] \Delta s
$$

which leads to a contradiction, since the right hand side tends to $-\infty$ by (2.31).
By Theorem 2.5, by choosing $\delta(t)=1, t \geq t_{0}$ we have the following oscillation result which as a special case gives the oscillation theorem established by Agarwal et al [2, Theorem 2.8].

Corollary 2.6 Assume that (2.2) and

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{0}}^{t}\left(\frac{\tau(s)}{\sigma(s)}\right)^{\gamma} p(s) \Delta s=\infty \tag{2.34}
\end{equation*}
$$

hold. Then every solution of $(1.1)$ is oscillatory on $\left[t_{0}, \infty\right)_{\mathbb{T}}$.
Similarly letting $\delta(t)=t$ in Theorem 2.5 we get the following result.
Corollary 2.7 Assume that (2.2) and

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{0}}^{t}\left[s p(s)\left(\frac{\tau(s)}{\sigma(s)}\right)^{\gamma}-\frac{r(s)}{(\gamma+1)^{\gamma+1} s^{\gamma}}\right] \Delta s=\infty \tag{2.35}
\end{equation*}
$$

hold. Then every solution of (1.1) is oscillatory on $\left[t_{0}, \infty\right)_{\mathbb{T}}$.
Note that again when $\mathbb{T}=\mathbb{N}$, Theorem 2.5 and Corollaries 2.6 and 2.7 improve the oscillation results that have been established by Thandapani et al [16]. In the following, we assume that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} \frac{\Delta t}{r^{\frac{1}{\gamma}}(t)}<\infty \tag{2.36}
\end{equation*}
$$

holds and establish some sufficient conditions which ensure that every solution $x(t)$ of (1.1) oscillates or converges to zero. The proof is similar to the proof of Theorem 3.3 in [15] and hence is omitted.

Theorem 2.8 Assume that (2.36) and

$$
\begin{equation*}
\int_{t_{0}}^{\infty}\left[\frac{1}{r(t)} \int_{t_{0}}^{t} p(s) \Delta s\right]^{\frac{1}{\gamma}} \Delta t=\infty \tag{2.37}
\end{equation*}
$$

hold. If one of the conditions (2.31), (2.34), and (2.35) holds, then every solution of (1.1) oscillates or converges to zero.

## 3 Examples

In this section we give some examples to illustrate our main results.
Example 3.1 Consider the half-linear delay dynamic equation

$$
\begin{equation*}
\left(\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}+p(t) x^{\gamma}(\tau(t))=0 \tag{3.1}
\end{equation*}
$$

where $p(t):=\frac{\beta}{t^{\gamma+1}}\left(\frac{\sigma(t)}{\tau(t)}\right)^{\gamma}$, where $\beta$ is a positive constant and $\gamma \geq 1$ is the quotient of odd positive integers. It is clear that

$$
\int_{t_{0}}^{\infty} \tau^{\gamma}(t) p(t) \Delta t=\beta \int_{t_{0}}^{\infty}\left(\frac{\sigma(t)}{t}\right)^{\gamma} \frac{1}{t} \Delta t \geq \beta \int_{t_{0}}^{\infty} \frac{\Delta t}{t}=\infty
$$

(i.e., (2.1) holds). For equation (3.1), we have

$$
\begin{aligned}
p_{*} & =\liminf _{t \rightarrow \infty} t^{\gamma} \int_{\sigma(t)}^{\infty} p(s)\left(\frac{\tau(s)}{\sigma(s)}\right)^{\gamma} \Delta s \\
& =\beta \liminf _{t \rightarrow \infty} t^{\gamma} \int_{\sigma(t)}^{\infty} \frac{\Delta s}{s^{\gamma+1}}
\end{aligned}
$$

But, by the Pötzsche chain rule

$$
\left(-\frac{1}{t^{\gamma}}\right)^{\Delta}=\gamma \int_{0}^{1} \frac{d h}{(t+h \mu(t))^{\gamma+1}} \leq \gamma \int_{0}^{1} \frac{d h}{t^{\gamma+1}}=\frac{\gamma}{t^{\gamma+1}}
$$

so we get that

$$
p_{*} \geq \frac{\beta}{\gamma} \liminf _{t \rightarrow \infty}\left(\frac{t}{\sigma(t)}\right)^{\gamma}=\frac{\beta}{\gamma} l^{\gamma} .
$$

So if

$$
\beta>\frac{\gamma^{\gamma+1}}{l^{\gamma(\gamma+1)}(\gamma+1)^{\gamma+1}}
$$

then (2.25) holds and we have by Theorem 2.2 that (3.1) is oscillatory.
Note that in the case $\mathbb{T}=\mathbb{R}, \tau(t)=t, \gamma=1$, we get that $l=1$ and we see that $\beta>\frac{1}{4}$ which is the sharp condition for the Euler-Cauchy differential equation to be oscillatory (see [1] for related results for the delay case). Also, note that the results by Agarwal et al [2] and Thandapani et al [16] can not be applied to equation (3.1) in the cases of differential and difference equations.

Example 3.2 Consider the half-linear delay dynamic equation

$$
\begin{equation*}
\left(t^{\gamma-1}\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}+\frac{\alpha}{t^{2}}\left(\frac{\sigma(t)}{\tau(t)}\right)^{\gamma} x^{\gamma}(\tau(t))=0 \tag{3.2}
\end{equation*}
$$

for $t \in\left[t_{0}, \infty\right)_{\mathbb{T}}$, where $\alpha$ is a positive constant and $\gamma \geq 1$ is the quotient of odd positive integers. Here $p(t)=\frac{\alpha}{t^{2}}\left(\frac{\sigma(t)}{\tau(t)}\right)^{\gamma}$ and $r(t)=t^{\gamma-1}$. It is clear that condition (2.1) holds and condition (2.2) is satisfied, since

$$
\int_{t_{0}}^{\infty} \frac{\Delta t}{t^{\frac{\gamma-1}{\gamma}}}=\infty, \quad \text { for } \quad \gamma \geq 1
$$

by Example 5.60 in [4]. To apply Corollary 2.7, it remains to prove that condition (2.35) holds. To see this note that

$$
\begin{aligned}
\limsup _{t \rightarrow \infty} & \int_{t_{0}}^{t}\left[s p(s)\left(\frac{\tau(s)}{\sigma(s)}\right)^{\gamma}-\frac{r(s)}{(\gamma+1)^{\gamma+1} s^{\gamma}}\right] \Delta s \\
= & \left(\alpha-\frac{1}{(\gamma+1)^{\gamma+1}}\right) \limsup _{t \rightarrow \infty} \int_{t_{0}}^{t} \frac{\Delta s}{s}=\infty
\end{aligned}
$$

if $\alpha>\frac{1}{(\gamma+1)^{\gamma+1}}$. We conclude, by Corollary 2.7, that if

$$
\alpha>\frac{1}{(\gamma+1)^{\gamma+1}}
$$

then every solution of (3.2) is oscillatory.
Example 3.3 Consider the half-linear delay dynamic equation

$$
\begin{equation*}
\left(t^{\gamma+1}\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}+\beta\left(\frac{\sigma(t)}{\tau(t)}\right)^{\gamma} x^{\gamma}(\tau(t))=0 \tag{3.3}
\end{equation*}
$$

for $t \in\left[t_{0}, \infty\right)_{\mathbb{T}}$, where $\beta$ is a positive constant and $\gamma \geq 1$ is the quotient of odd positive integers. In this case $p(t)=\beta\left(\frac{\sigma(t)}{\tau(t)}\right)^{\gamma}$ and $r(t)=t^{\gamma+1}$. It is clear that (2.1) holds and $r(t)$ satisfies condition (2.36) since

$$
\int_{t_{0}}^{\infty} \frac{\Delta t}{t^{\frac{\gamma+1}{\gamma}}}<\infty, \quad \gamma \geq 1
$$

for those time scales $\left[t_{0}, \infty\right)_{\mathbb{T}}$, where $\int_{t_{0}}^{\infty} \frac{1}{t^{p}} \Delta t<\infty$ when $p>1$. This holds for many time scales (see Theorems 5.64 and 5.65 in [4] and see Example 5.63 where this result does not hold). To see that (2.37) holds note that

$$
\begin{aligned}
\int_{t_{0}}^{\infty}\left[\frac{1}{r(t)} \int_{t_{0}}^{t} p(s) \Delta s\right]^{\frac{1}{\gamma}} \Delta t & =\int_{t_{0}}^{\infty}\left[\frac{1}{t^{\gamma+1}} \int_{t_{0}}^{t} \beta\left(\frac{\sigma(s)}{\tau(s)}\right)^{\gamma} \Delta s\right]^{\frac{1}{\gamma}} \Delta t \\
& \geq \int_{t_{0}}^{\infty}\left[\frac{1}{t^{\gamma+1}} \int_{t_{0}}^{t} \beta \Delta s\right]^{\frac{1}{\gamma}} \Delta t \\
& =\beta^{\frac{1}{\gamma}} \int_{t_{0}}^{\infty}\left(\frac{t-t_{0}}{t}\right)^{\frac{1}{\gamma}} \frac{\Delta t}{t}=\infty
\end{aligned}
$$

To apply Theorem 2.8, it remains to prove that the condition (2.31) holds.To see this note that if $\delta(t)=1$, then

$$
\begin{aligned}
\limsup _{t \rightarrow \infty} & \int_{t_{0}}^{t}\left[\delta(s) p(s)\left(\frac{\tau(s)}{\sigma(s)}\right)^{\gamma}-\frac{r(s)\left(\left(\delta^{\Delta}(s)\right)_{+}\right)^{\gamma+1}}{(\gamma+1)^{\gamma+1} \delta^{\gamma}(s)}\right] \Delta s \\
& =\beta \int_{t_{0}}^{\infty} \Delta t=\infty
\end{aligned}
$$

We conclude that $\left[t_{0}, \infty\right)_{\mathbb{T}}$ is a time scale where $\int_{t_{0}}^{\infty} \frac{1}{t^{p}} \Delta t<\infty$ when $p>1$, then, by Theorem 2.8, every solution of (3.3) is oscillatory or converges to zero.

Example 3.4 One can use Theorem 2.4 to show that if $\beta>1$, then the equation

$$
\left(t^{\gamma-1}\left(x^{\Delta}(t)\right)^{\gamma}\right)^{\Delta}+\frac{\beta t^{\gamma-1}}{\tau^{\gamma}(t) \sigma(t)} x^{\gamma}(\tau(t))=0
$$

is oscillatory for any time scale where $\int_{t_{0}}^{\infty} \frac{t^{\gamma-1}}{\sigma(t)} \Delta t=\infty$. We leave the details to the reader.
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#### Abstract

We study a boundary value problem (BVP) for second order nonlinear dynamic equations on time scales. A condition is established that ensures existence and uniqueness of solutions to the BVP under consideration.
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## 1 Introduction

Let $\mathbf{T}$ be a time scale and $a, b \in \mathbf{T}$ be fixed points with $a<b$ such that the time scale interval

$$
(a, b)=\{t \in \mathbf{T}: a<t<b\}
$$

is not empty. Throughout, all the intervals are time scale intervals. For standard notions and notations related to time scales calculus see [1, 2].

In this paper, we deal with the nonlinear boundary value problem (BVP)

$$
\begin{gather*}
y^{\Delta \nabla}(t)+f(t, y(t))=0, \quad t \in(a, b)  \tag{1}\\
y(a)=y(b)=0 \tag{2}
\end{gather*}
$$

A function $y:[a, b] \rightarrow \mathbf{R}$ is called a solution of the BVP (1), (2) if the following conditions are satisfied:

[^6](a) $y$ is continuous on $[a, b]$ and delta differentiable on $(a, b)$ and such that there exist (finite) limits
$$
y^{\Delta}(a):=\lim _{t \rightarrow a^{+}} y^{\Delta}(t) \quad \text { and } \quad y^{\Delta}(b):=\lim _{t \rightarrow b^{-}} y^{\Delta}(t)
$$
(b) $y^{\Delta}$ is $\nabla$-differentiable on $(a, b]$.
(c) $y$ satisfies equation (1) and boundary conditions (2).

The main result of this paper is the following theorem.
Theorem 1.1 Suppose $f:[a, b] \times \mathbf{R} \rightarrow \mathbf{R}$ is continuous, $f(b, 0)=0$ in the case $b$ is left-scattered, and suppose $f$ satisfies the Lipschitz condition

$$
\begin{equation*}
|f(t, \xi)-f(t, \eta)| \leq L|\xi-\eta| \tag{3}
\end{equation*}
$$

for all $t \in[a, b]$ and $\xi, \eta \in \mathbf{R}$, where $L>0$ is a constant (Lipschitz constant), $\mathbf{R}$ denotes the set of real numbers. Suppose further that

$$
\begin{equation*}
L<\lambda_{1} \tag{4}
\end{equation*}
$$

where $\lambda_{1}$ is the least positive eigenvalue of the problem

$$
\begin{gather*}
y^{\Delta \nabla}(t)+\lambda y(t)=0, \quad t \in(a, b)  \tag{5}\\
y(a)=y(b)=0 \tag{6}
\end{gather*}
$$

Then the BVP (1), (2) has a unique solution.
Proof of Theorem 1.1 is presented in Section 2 and it uses a Hilbert space technique.
In Section 3, we compute the eigenvalues of (5), (6) explicitly in the cases $\mathbf{T}=\mathbf{R}$ and $\mathbf{T}=\mathbf{Z}$ (the set of integers) and show that

$$
\lambda_{1}=\frac{\pi^{2}}{(b-a)^{2}} \quad \text { if } \quad \mathbf{T}=\mathbf{R}
$$

and

$$
\lambda_{1}=4 \sin ^{2} \frac{\pi}{2(b-a)} \geq \frac{8}{(b-a)^{2}} \quad \text { if } \quad \mathbf{T}=\mathbf{Z}
$$

Finally, in Section 4, we show that in the general case of arbitrary time scale $\mathbf{T}$ the estimation

$$
\lambda_{1} \geq \frac{4}{(b-a)^{2}}
$$

holds and therefore the more explicit condition of the form

$$
L<\frac{4}{(b-a)^{2}}
$$

implies condition (4) of Theorem 1.1.

## 2 Proof of Theorem 1.1

Denote by $\mathcal{H}$ the Hilbert space of all real $\nabla$-measurable functions $y:(a, b] \rightarrow \mathbf{R}$ such that $y(b)=0$ in the case $b$ is left-scattered, and that

$$
\int_{a}^{b} y^{2}(t) \nabla t<\infty
$$

with the inner product

$$
\langle y, z\rangle=\int_{a}^{b} y(t) z(t) \nabla t
$$

and the norm

$$
\|y\|=\sqrt{\langle y, y\rangle}=\left\{\int_{a}^{b} y^{2}(t) \nabla t\right\}^{\frac{1}{2}}
$$

Next denote by $\mathcal{D}$ the set of all functions $y \in \mathcal{H}$ satisfying the following three conditions:
(i) $y$ is continuous on $(a, b], y(b)=0$, there exists $y(a):=\lim _{t \rightarrow a^{+}} y(t)$ and $y(a)=0$.
(ii) $y$ is continuously $\Delta$-differentiable on $(a, b)$, there exist (finite) limits

$$
y^{\Delta}(a):=\lim _{t \rightarrow a^{+}} y^{\Delta}(t) \quad \text { and } \quad y^{\Delta}(b):=\lim _{t \rightarrow b^{-}} y^{\Delta}(t)
$$

(iii) $y^{\Delta}$ is $\nabla$-differentiable on $(a, b]$ and $y^{\Delta \nabla} \in \mathcal{H}$.

Define the operators $A: \mathcal{D} \subset \mathcal{H} \rightarrow \mathcal{H}$ and $F: \mathcal{H} \rightarrow \mathcal{H}$ by

$$
\begin{array}{ll}
(A y)(t)=-y^{\Delta \nabla}(t) & \text { for } \quad y \in \mathcal{D} \\
(F y)(t)=f(t, y(t)) & \text { for } \quad y \in \mathcal{H}
\end{array}
$$

Note that the operator $A$ is linear, while $F$ is nonlinear in general. The eigenvalues of problem $(5),(6)$ coincide with the eigenvalues of the operator $A$.

As is shown in [3], the operator $A$ is symmetric and positive:

$$
\begin{aligned}
& \langle A y, z\rangle=\langle y, A z\rangle \quad \text { for all } \quad y, z \in \mathcal{D} \\
& \langle A y, y\rangle>0 \quad \text { for all } \quad y \in \mathcal{D}, y \neq 0
\end{aligned}
$$

Further, $A$ has $N=\operatorname{dim} \mathcal{H}$ (where $N \leq \infty$ ) orthonormal eigenfunctions $\varphi_{k}$ which form a basis for $\mathcal{H}$ and the corresponding eigenvalues are simple and positive:

$$
\begin{gathered}
A \varphi_{k}=\lambda_{k} \varphi_{k} \\
\left\langle\varphi_{k}, \varphi_{l}\right\rangle=0 \text { if } k \neq l \text { and }\left\langle\varphi_{k}, \varphi_{l}\right\rangle=1 \text { if } k=l \\
0<\lambda_{1}<\lambda_{2}<\ldots
\end{gathered}
$$

For any function $u \in \mathcal{H}$ we have (expansion formula and Parseval's equality)

$$
\begin{equation*}
u=\sum_{k=1}^{N} c_{k} \varphi_{k}, \quad c_{k}=\left\langle u, \varphi_{k}\right\rangle \tag{7}
\end{equation*}
$$

$$
\|u\|^{2}=\langle u, u\rangle=\sum_{k=1}^{N} c_{k}^{2}
$$

In the case $N=\infty$ the sum in (7) becomes an infinite series and it converges to the function $u$ in metric of the space $\mathcal{H}$. Since the operator $A$ is positive, it is invertible. We have

$$
\begin{gathered}
A u=\sum_{k=1}^{N} c_{k} \lambda_{k} \varphi_{k} \quad \text { for all } \quad u \in \mathcal{D} \\
A^{-1} u=\sum_{k=1}^{N} \frac{c_{k}}{\lambda_{k}} \varphi_{k} \quad \text { for all } \quad u \in \mathcal{H}
\end{gathered}
$$

where $c_{k}$ are defined in (7). Hence

$$
\left\|A^{-1} u\right\|^{2}=\sum_{k=1}^{N} \frac{c_{k}^{2}}{\lambda_{k}^{2}} \leq \frac{1}{\lambda_{1}^{2}} \sum_{k=1}^{N} c_{k}^{2}=\frac{1}{\lambda_{1}^{2}}\|u\|^{2}
$$

Thus we have established the following result: The operator $A$ is invertible and

$$
\begin{equation*}
\left\|A^{-1} u\right\| \leq \frac{1}{\lambda_{1}}\|u\| \quad \text { for all } \quad u \in \mathcal{H} \tag{8}
\end{equation*}
$$

The BVP (1), (2) is equivalent to the vector equation

$$
A y=F y \quad \text { for } \quad y \in \mathcal{D}
$$

which can be written in the form

$$
\begin{equation*}
y=A^{-1} F y \quad \text { for } \quad y \in \mathcal{H} \tag{9}
\end{equation*}
$$

Note that the inverse operator $A^{-1}$ maps $\mathcal{H}$ onto $\mathcal{D}$ and therefore if $y \in \mathcal{H}$ satisfies (9) then $y \in \mathcal{D}$. Let us set $S=A^{-1} F$. Then we get that the BVP (1), (2) is equivalent to the equation

$$
y=S y \quad(y \in \mathcal{H})
$$

The last equation is a fixed point problem.
We will use the following well-known contraction mapping theorem: Let $\mathcal{H}$ be a Banach space and suppose that $S: \mathcal{H} \rightarrow \mathcal{H}$ is a contraction mapping, i.e., there is an $\alpha$, $0<\alpha<1$, such that $\|S u-S v\| \leq \alpha\|u-v\|$ for all $u, v \in \mathcal{H}$. Then $S$ has a unique fixed point in $\mathcal{H}$.

It will be sufficient to show that the operator $S=A^{-1} F$ is a contraction mapping on the space $\mathcal{H}$. We have, using (8),

$$
\begin{align*}
\|S u-S v\| & =\left\|A^{-1} F u-A^{-1} F v\right\| \\
& =\left\|A^{-1}(F u-F v)\right\| \\
& \leq \frac{1}{\lambda_{1}}\|F u-F v\| \tag{10}
\end{align*}
$$

Next, making use of the Lipschitz condition (3), we get

$$
\begin{aligned}
\|F u-F v\|^{2} & =\int_{a}^{b}|f(t, u(t))-f(t, v(t))|^{2} \nabla t \\
& \leq L^{2} \int_{a}^{b}|u(t)-v(t)|^{2} \nabla t \\
& =L^{2}\|u-v\|^{2}
\end{aligned}
$$

so that

$$
\|F u-F v\| \leq L\|u-v\| \quad \text { for all } \quad u, v \in \mathcal{H}
$$

Thus, from (10) we obtain

$$
\|S u-S v\| \leq \frac{L}{\lambda_{1}}\|u-v\| \quad \text { for all } \quad u, v \in \mathcal{H}
$$

Consequently, we see that under the condition (4), $S$ is a contraction mapping and hence it has a unique fixed point in $\mathcal{H}$ by the contraction mapping theorem. Theorem 1.1 is proved.

Remark 2.1 The condition that functions $y \in \mathcal{H}$ satisfy $y(b)=0$ in the case $b$ is left-scattered guarantees the density of $\mathcal{D}$ in $\mathcal{H}$ (this is needed for the operator theory) and the condition that $f(b, 0)=0$ in the case $b$ is left-scattered guarantees $F y \in \mathcal{H}$ for $y \in \mathcal{H}$.

## 3 Examples

In the case $\mathbf{T}=\mathbf{R}$, problem (1), (2) takes the form

$$
\begin{gathered}
y^{\prime \prime}(t)+f(t, y(t))=0, \quad t \in(a, b) \\
y(a)=y(b)=0
\end{gathered}
$$

and eigenvalue problem (5), (6) takes the form

$$
\begin{gather*}
y^{\prime \prime}(t)+\lambda y(t)=0, \quad t \in(a, b)  \tag{11}\\
y(a)=y(b)=0 \tag{12}
\end{gather*}
$$

The eigenvalues of (11), (12) are

$$
\lambda_{k}=\frac{\pi^{2} k^{2}}{(b-a)^{2}} \quad(k=1.2, \ldots)
$$

with the corresponding orthonormal eigenfunctions

$$
\varphi_{k}(t)=\alpha_{k} \sin \frac{\pi k(t-a)}{b-a} \quad(k=1,2, \ldots)
$$

where $\alpha_{k}$ are normirating constants. Therefore in this case

$$
\lambda_{1}=\frac{\pi^{2}}{(b-a)^{2}}
$$

and condition (4) becomes

$$
L<\frac{\pi^{2}}{(b-a)^{2}}
$$

In the case $\mathbf{T}=\mathbf{Z}$, problem (1), (2) takes the form

$$
\begin{gathered}
y(t-1)-2 y(t)+y(t+1)+f(t, y(t))=0, \quad t \in[a+1, b-1] \\
y(a)=y(b)=0
\end{gathered}
$$

and eigenvalue problem (5), (6) takes the form

$$
\begin{gather*}
y(t-1)-2 y(t)+y(t+1)+\lambda y(t)=0, \quad t \in[a+1, b-1]  \tag{13}\\
y(a)=y(b)=0 \tag{14}
\end{gather*}
$$

The eigenvalues of (13), (14) are (cf. [4, Chap.7])

$$
\lambda_{k}=4 \sin ^{2} \frac{\pi k}{2(b-a)} \quad(1 \leq k \leq b-a-1)
$$

with the corresponding orthonormal eigenfunctions

$$
\varphi_{k}(t)=\alpha_{k} \sin \frac{\pi k(t-a)}{b-a} \quad(1 \leq k \leq b-a-1)
$$

where $\alpha_{k}$ are normirating constants. Therefore

$$
\lambda_{1}=4 \sin ^{2} \frac{\pi}{2(b-a)}
$$

and condition (4) becomes

$$
\begin{equation*}
L<4 \sin ^{2} \frac{\pi}{2(b-a)} \tag{15}
\end{equation*}
$$

Since $b-a \geq 2$, using the inequality

$$
\sin x \geq \frac{2 \sqrt{2}}{\pi} x \quad \text { for } \quad 0 \leq x \leq \frac{\pi}{4}
$$

we have that

$$
\sin ^{2} \frac{\pi}{2(b-a)} \geq \frac{8}{\pi^{2}} \cdot \frac{\pi^{2}}{4(b-a)^{2}}=\frac{2}{(b-a)^{2}}
$$

and, therefore, the condition of the form

$$
L<\frac{8}{(b-a)^{2}}
$$

implies condition (15).

## 4 An Estimation for $\lambda_{1}$ in General Case

In the case of arbitrary time scale $\mathbf{T}$ we have (8). Besides, from $A \varphi_{1}=\lambda_{1} \varphi_{1}$ we have

$$
\left\|A^{-1} \varphi_{1}\right\|=\left\|\frac{1}{\lambda_{1}} \varphi_{1}\right\|=\frac{1}{\lambda_{1}}
$$

Consequently,

$$
\begin{equation*}
\left\|A^{-1}\right\|=\frac{1}{\lambda_{1}} \tag{16}
\end{equation*}
$$

On the other hand, the inverse operator $A^{-1}$ has the form (see [3])

$$
\left(A^{-1} u\right)(t)=\int_{a}^{b} G(t, s) u(s) \nabla s \quad \text { for any } \quad u \in \mathcal{H}
$$

where

$$
G(t, s)=\frac{1}{b-a} \begin{cases}(t-a)(b-s) & \text { if } t \leq s  \tag{17}\\ (s-a)(b-t) & \text { if } t \geq s\end{cases}
$$

Hence

$$
\begin{aligned}
\left\|A^{-1} u\right\|^{2} & =\int_{a}^{b}\left|\int_{a}^{b} G(t, s) u(s) \nabla s\right|^{2} \nabla t \\
& \leq\|u\|^{2} \int_{a}^{b} \int_{a}^{b}|G(t, s)|^{2} \nabla s \nabla t
\end{aligned}
$$

so that

$$
\left\|A^{-1}\right\| \leq\left\{\int_{a}^{b} \int_{a}^{b}|G(t, s)|^{2} \nabla s \nabla t\right\}^{\frac{1}{2}}
$$

Therefore, taking into account (16), we get

$$
\begin{equation*}
\lambda_{1} \geq\left\{\int_{a}^{b} \int_{a}^{b}|G(t, s)|^{2} \nabla s \nabla t\right\}^{-\frac{1}{2}} \tag{18}
\end{equation*}
$$

Next, from (17) it follows that

$$
0 \leq G(t, s) \leq \frac{1}{b-a}(s-a)(b-s)
$$

for all $t$ and $s$ in $[a, b]$. Therefore

$$
\int_{a}^{b} \int_{a}^{b}|G(t, s)|^{2} \nabla s \nabla t \leq \frac{1}{(b-a)^{2}} \int_{a}^{b} \int_{a}^{b}(s-a)^{2}(b-s)^{2} \nabla s \nabla t
$$

and observing that

$$
0 \leq(s-a)(b-s) \leq \frac{(b-a)^{2}}{4} \quad \text { for } \quad s \in[a, b]
$$

we find

$$
\int_{a}^{b} \int_{a}^{b}|G(t, s)|^{2} \nabla s \nabla t \leq \frac{(b-a)^{4}}{16}
$$

Comparing this with (18), we obtain

$$
\lambda_{1} \geq \frac{4}{(b-a)^{2}}
$$
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#### Abstract

In this study, we explore an eigenvalue problem on a bounded time scales interval for self-adjoint second order dynamic equations with self-adjoint separated boundary conditions. Existence of the eigenvalues and eigenfunctions is shown. Next, mean square convergent and uniformly convergent expansions in eigenfunctions are established.
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## 1 Introduction

The first papers on eigenvalue problems for linear $\Delta$-differential equations on time scales were fulfilled by Agarwal, Bohner, and Wong in [1] and Chyan, Davis, Henderson, and Yin in [6]. In [1], an oscillation theorem is offered for Sturm-Liouville eigenvalue problem on time scales with separated boundary conditions and Rayleigh's principle is established for the eigenvalues. In [6], the theory of positive operators with respect to a cone in a Banach space is applied to eigenvalue problems associated with the second order linear $\Delta$-differential equations on time scales to prove existence of a smallest positive eigenvalue and then a theorem is established comparing the smallest positive eigenvalues for two problems of that type.

Recently, Guseinov [7] investigated eigenfunction expansions for the simple SturmLiouville eigenvalue problem

$$
\begin{align*}
-y^{\Delta \nabla}(t) & =\lambda y(t), \quad t \in(a, b)  \tag{1}\\
y(a) & =y(b)=0 \tag{2}
\end{align*}
$$

[^7]where $a$ and $b$ are some fixed points in a time scale $\mathbf{T}$ with $a<b$ and such that the time scale interval $(a, b)$ is not empty. In that paper [7], existence of the eigenvalues and eigenfunctions for problem (1), (2) is proved and mean square convergent and uniformly convergent expansions in eigenfunctions are established.

In the present paper, we extend the results of [7] to the more general eigenvalue problem

$$
\begin{gather*}
-\left[p(t) y^{\Delta}(t)\right]^{\nabla}+q(t) y(t)=\lambda y(t), \quad t \in(a, b]  \tag{3}\\
y(a)-h y^{[\Delta]}(a)=0, \quad y(b)+H y^{[\Delta]}(b)=0 \tag{4}
\end{gather*}
$$

where $y^{[\Delta]}(t)=p(t) y^{\Delta}(t)$ is the so-called quasi $\Delta$-derivative of $y(t)$.
We will assume that the following two conditions are satisfied.
(C1) $p(t)$ is continuous on $[a, b]$ and continuously $\nabla$-differentiable on $(a, b], q(t)$ is piecewise continuous on $[a, b], h$ and $H$ are given real numbers.
(C2) $p(t)>0, q(t) \geq 0 \quad$ for $t \in[a, b], \quad$ and $\quad h \geq 0, H \geq 0$.
The paper is organized as follows. In Section 2, the Hilbert-Schmidt theorem on selfadjoint completely continuous operators is applied to show that the eigenvalue problem (3), (4) has a system of eigenfunctions that forms an orthonormal basis for an appropriate Hilbert space. This yields mean square convergent (that is, convergent in an $L^{2}$-metric) expansions in eigenfunctions. In Section 3, uniformly convergent expansions in eigenfunctions are obtained when the expanded functions satisfy some smoothness conditions. In the last Section 4, two special cases are described.

Finally, for easy reference, we state here two integration by parts formulas on time scales which are employed in the subsequent sections.

Let $\mathbf{T}$ be a time scale and $a, b \in \mathbf{T}$ be fixed points with $a<b$ such that the time scale interval

$$
(a, b)=\{t \in \mathbf{T}: a<t<b\}
$$

is not empty. Throughout, all the intervals are time scale intervals. For standard notions and notations connected to time scales calculus we refer to $[4,5]$.

Theorem 1.1 (see [7, Theorem 2.4]). Let $f$ and $g$ be continuous functions on $[a, b]$. Suppose that $f$ is $\Delta$-differentiable on $[a, b)$ with the continuous $\Delta$-derivative $f^{\Delta}$ that is $\Delta$ integrable over $[a, b)$ and $g$ is $\nabla$-differentiable on $(a, b]$ with the continuous $\nabla$-derivative $g^{\nabla}$ that is $\nabla$-integrable over $(a, b]$. Then:

$$
\begin{align*}
& \int_{a}^{b} f^{\Delta}(t) g(t) \Delta t=\left.f(t) g(t)\right|_{a} ^{b}-\int_{a}^{b} f(t) g^{\nabla}(t) \nabla t  \tag{5}\\
& \int_{a}^{b} g^{\nabla}(t) f(t) \nabla t=\left.g(t) f(t)\right|_{a} ^{b}-\int_{a}^{b} g(t) f^{\Delta}(t) \Delta t \tag{6}
\end{align*}
$$

## $2 \quad L^{2}$-convergent Expansions

Denote by $\mathcal{H}$ the Hilbert space of all real $\nabla$-measurable functions $y:(a, b] \rightarrow \mathbf{R}$ such that $y(b)=0$ in the case $b$ is left-scattered and $H=0$, and that

$$
\int_{a}^{b} y^{2}(t) \nabla t<\infty
$$

with the inner product

$$
\langle y, z\rangle=\int_{a}^{b} y(t) z(t) \nabla t
$$

and the norm

$$
\|y\|=\sqrt{\langle y, y\rangle}=\left\{\int_{a}^{b} y^{2}(t) \nabla t\right\}^{1 / 2}
$$

Next denote by $\mathcal{D}$ the set of all functions $y \in \mathcal{H}$ satisfying the following three conditions:
(i) $y$ is continuous on $[a, \sigma(b)]$, where $\sigma$ denotes the forward jump operator.
(ii) $y^{\Delta}(t)$ is defined for $t \in[a, b]$ and

$$
\begin{equation*}
y(a)-h y^{[\Delta]}(a)=0, \quad y(b)+H y^{[\Delta]}(b)=0 \tag{7}
\end{equation*}
$$

where $y^{[\Delta]}(t)=p(t) y^{\Delta}(t)$.
(iii) $p(t) y^{\Delta}(t)$ is $\nabla$-differentiable on $(a, b]$ and $\left[p(t) y^{\Delta}(t)\right]^{\nabla} \in \mathcal{H}$.

Obviously $\mathcal{D}$ is a linear subset dense in $\mathcal{H}$. Now we define the operator $A: \mathcal{D} \subset \mathcal{H} \rightarrow \mathcal{H}$ as follows. The domain of definition of $A$ is $\mathcal{D}$ and we put

$$
(A y)(t)=-\left[p(t) y^{\Delta}(t)\right]^{\nabla}+q(t) y(t), \quad t \in(a, b]
$$

for $y \in \mathcal{D}$.
Definition 2.1 A complex number $\lambda$ is called an eigenvalue of problem (3), (4) if there exists a nonidentically zero function $y \in \mathcal{D}$ such that

$$
-\left[p(t) y^{\Delta}(t)\right]^{\nabla}+q(t) y(t)=\lambda y(t), \quad t \in(a, b]
$$

The function $y$ is called an eigenfunction of problem (3), (4), corresponding to the eigenvalue $\lambda$.

We see that the eigenvalue problem (3), (4) is equivalent to the equation

$$
\begin{equation*}
A y=\lambda y, \quad y \in \mathcal{D}, y \neq 0 \tag{8}
\end{equation*}
$$

Theorem 2.1 Under the condition (C1) we have, for all $y, z \in \mathcal{D}$,

$$
\begin{gather*}
\langle A y, z\rangle=\langle y, A z\rangle  \tag{9}\\
\langle A y, y\rangle=h\left[y^{[\Delta]}(a)\right]^{2}+H\left[y^{[\Delta]}(b)\right]^{2}+\int_{a}^{b} p(t)\left[y^{\Delta}(t)\right]^{2} \Delta t+\int_{a}^{b} q(t) y^{2}(t) \nabla t \tag{10}
\end{gather*}
$$

Proof Using integration by parts formulas (5), (6), we have for all $y, z \in \mathcal{D}$,

$$
\begin{aligned}
\langle A y, z\rangle= & \int_{a}^{b}\left\{-\left[p(t) y^{\Delta}(t)\right]^{\nabla}+q(t) y(t)\right\} z(t) \nabla t \\
= & -\left.p(t) y^{\Delta}(t) z(t)\right|_{a} ^{b}+\int_{a}^{b} p(t) y^{\Delta}(t) z^{\Delta}(t) \Delta t+\int_{a}^{b} q(t) y(t) z(t) \nabla t \\
= & -\left.p(t) y^{\Delta}(t) z(t)\right|_{a} ^{b}+\left.y(t) p(t) z^{\Delta}(t)\right|_{a} ^{b} \\
& -\int_{a}^{b} y(t)\left[p(t) z^{\Delta}(t)\right]^{\nabla} \nabla t+\int_{a}^{b} q(t) y(t) z(t) \nabla t \\
= & \int_{a}^{b} y(t)\left\{-\left[p(t) z^{\Delta}(t)\right]^{\nabla}+q(t) z(t)\right\} \nabla t=\langle y, A z\rangle
\end{aligned}
$$

where we have used the boundary conditions (7) for functions $y, z \in \mathcal{D}$.
Simultaneously we have also got

$$
\begin{aligned}
\langle A y, y\rangle & =-\left.p(t) y^{\Delta}(t) y(t)\right|_{a} ^{b}+\int_{a}^{b} p(t)\left[y^{\Delta}(t)\right]^{2} \Delta t+\int_{a}^{b} q(t) y^{2}(t) \nabla t \\
& =h\left[y^{[\Delta]}(a)\right]^{2}+H\left[y^{[\Delta]}(b)\right]^{2}+\int_{a}^{b} p(t)\left[y^{\Delta}(t)\right]^{2} \Delta t+\int_{a}^{b} q(t) y^{2}(t) \nabla t
\end{aligned}
$$

The theorem is proved.
Relation (9) shows that the operator $A$ is symmetric (self-adjoint), while (10) shows that, under the additional condition ( C 2 ), it is positive:

$$
\langle A y, y\rangle>0 \quad \text { for all } \quad y \in \mathcal{D}, y \neq 0
$$

Therefore all eigenvalues of the operator $A$ are real and positive and any two eigenfunctions corresponding to the distinct eigenvalues are orthogonal. Besides, it can easily be seen that eigenvalues of problem (3), (4) are simple, that is, to each eigenvalue there corresponds a single eigenfunction up to a constant factor (equation (3) cannot have two linearly independent solutions satisfying the condition $\left.y(a)-h y^{[\Delta]}(a)=0\right)$.

Now we are going to prove the existence of eigenvalues for problem (3), (4).
Note that

$$
\operatorname{ker} A=\{y \in \mathcal{D}: A y=0\}
$$

consists only of the zero element. Indeed, if $y \in \mathcal{D}$ and $A y=0$, then from (10) we have by the condition (C2) that $y^{\Delta}(t)=0$ for $t \in[a, b)$ and hence $y(t)=$ constant on $[a, b]$. Then using boundary conditions (7) we get that $y(t) \equiv 0$.

It follows that the inverse operator $A^{-1}$ exists. To present its explicit form we introduce the Green function (see $[2,3]$ )

$$
G(t, s)=-\frac{1}{\omega}\left\{\begin{array}{lll}
u(t) v(s), & \text { if } \quad t \leq s  \tag{11}\\
u(s) v(t), & \text { if } \quad t \geq s
\end{array}\right.
$$

where $u(t)$ and $v(t)$ are solutions of the equation

$$
-\left[p(t) y^{\Delta}(t)\right]^{\nabla}+q(t) y(t)=0, \quad t \in(a, b],
$$

satisfying the initial conditions

$$
u(a)=h, u^{[\Delta]}(a)=1 ; \quad v(b)=H, v^{[\Delta]}(b)=-1
$$

and

$$
\omega=W_{t}(u, v)=u(t) v^{[\Delta]}(t)-u^{[\Delta]}(t) v(t)
$$

the Wronskian of the solutions $u, v$, is constant so that

$$
\omega=-v(a)+h v^{[\Delta]}(a)=-u(b)-H u^{[\Delta]}(b)
$$

Note that $\omega \neq 0$. Otherwise we would have $u \in \mathcal{D}$ and $A u=0$ so that $u \in \operatorname{ker} A$. But this is a contradiction, since we showed above that $\operatorname{ker} A=\{0\}$, while $u$ is not equal to the zero element (we have $u^{[\Delta]}(a)=1$ ).

Then

$$
\begin{equation*}
\left(A^{-1} f\right)(t)=\int_{a}^{b} G(t, s) f(s) \nabla s \quad \text { for any } \quad f \in \mathcal{H} \tag{12}
\end{equation*}
$$

The equations (11) and (12) imply that $A^{-1}$ is a completely continuous (or compact) self-adjoint linear operator in the Hilbert space $\mathcal{H}$.

The eigenvalue problem (8) is equivalent (note that $\lambda=0$ is not an eigenvalue of $A$ ) to the eigenvalue problem

$$
B g=\mu g, \quad g \in \mathcal{H}, g \neq 0
$$

where

$$
B=A^{-1} \quad \text { and } \quad \mu=\frac{1}{\lambda}
$$

In other words, if $\lambda$ is an eigenvalue and $y \in \mathcal{D}$ is a corresponding eigenfunction for $A$, then $\mu=\lambda^{-1}$ is an eigenvalue for $B$ with the same corresponding eigenfunction $y$; conversely, if $\mu \neq 0$ is an eigenvalue and $g \in \mathcal{H}$ is a corresponding eigenfunction for $B$, then $g \in \mathcal{D}$ and $\lambda=\mu^{-1}$ is an eigenvalue for $A$ with the same eigenfunction $g$.

Note that $\mu=0$ cannot be an eigenvalue for $B$. In fact, if $B g=0$, then applying $A$ to both sides we get that $g=0$.

Next we use the following well-known Hilbert-Schmidt theorem (see, for example, [8, Section 24.3]): For every completely continuous self-adjoint linear operator $B$ in a Hilbert space $\mathcal{H}$ there exists an orthonormal system $\left\{\varphi_{k}\right\}$ of eigenvectors corresponding to eigenvalues $\left\{\mu_{k}\right\}\left(\mu_{k} \neq 0\right)$ such that each element $f \in \mathcal{H}$ can be written uniquely in the form

$$
f=\sum_{k} c_{k} \varphi_{k}+\psi
$$

where $\psi \in \operatorname{ker} B$, that is, $B \psi=0$. Moreover,

$$
B f=\sum_{k} \mu_{k} c_{k} \varphi_{k}
$$

and if the system $\left\{\varphi_{k}\right\}$ is infinite, then $\lim \mu_{k}=0(k \rightarrow \infty)$.
As a corollary of the Hilbert-Schmidt theorem we have: If $B$ is a completely continuous self-adjoint linear operator in a Hilbert space $\mathcal{H}$ and if $\operatorname{ker} B=\{0\}$, then the eigenvectors of $B$ form an orthogonal basis of $\mathcal{H}$.

Applying the corollary of the Hilbert-Schmidt theorem to the operator $B=A^{-1}$ and using the above described connection between the eigenvalues and eigenfunctions of $A$ and the eigenvalues and eigenfunctions of $B$ we obtain the following result.

Theorem 2.2 Under the conditions (C1) and (C2), for the eigenvalue problem (3), (4) there exists an orthonormal system $\left\{\varphi_{k}\right\}$ of eigenfunctions corresponding to eigenvalues $\left\{\lambda_{k}\right\}$. Each eigenvalue $\lambda_{k}$ is positive and simple. The system $\left\{\varphi_{k}\right\}$ forms an orthonormal basis for the Hilbert space $\mathcal{H}$. Therefore the number of the eigenvalues is equal to $N=\operatorname{dim} \mathcal{H}$. Any function $f \in \mathcal{H}$ can be expanded in eigenfunctions $\varphi_{k}$ in the form

$$
\begin{equation*}
f(t)=\sum_{k=1}^{N} c_{k} \varphi_{k}(t) \tag{13}
\end{equation*}
$$

where $c_{k}$ are the Fourier coefficients of $f$ defined by

$$
\begin{equation*}
c_{k}=\int_{a}^{b} f(t) \varphi_{k}(t) \nabla t \tag{14}
\end{equation*}
$$

In the case $N=\infty$ the sum in (13) becomes an infinite series and it converges to the function $f$ in metric of the space $\mathcal{H}$, that is, in mean square metric:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{a}^{b}\left[f(t)-\sum_{k=1}^{n} c_{k} \varphi_{k}(t)\right]^{2} \nabla t=0 \tag{15}
\end{equation*}
$$

Note that since

$$
\int_{a}^{b}\left[f(t)-\sum_{k=1}^{n} c_{k} \varphi_{k}(t)\right]^{2} \nabla t=\int_{a}^{b} f^{2}(t) \nabla t-\sum_{k=1}^{n} c_{k}^{2}
$$

we get from (15) the Parseval equality

$$
\begin{equation*}
\int_{a}^{b} f^{2}(t) \nabla t=\sum_{k=1}^{N} c_{k}^{2} \tag{16}
\end{equation*}
$$

Remark 2.1 Above in the definition of the Hilbert space $\mathcal{H}$ we required the condition $y(b)=0$ for functions $y:(a, b] \rightarrow \mathbf{R}$ in $\mathcal{H}$ in the case $b$ is left-scattered and $H=0$. This is needed to ensure that $\mathcal{D}$ is dense in $\mathcal{H}$ which in turn is essential for the theory of operators.

Remark 2.2 It is easy to see that the dimension of the space $\mathcal{H}$ is finite if and only if the time scale interval $(a, b]$ consists of a finite number of points and in this case $\operatorname{dim} \mathcal{H}$ is equal to the number of points in the interval $(a, b]$ if $H \neq 0$, and to the number of points in the interval $(a, b)$ if $H=0$.

Remark 2.3 If we denote by $\varphi(t, \lambda)$ the solution of equation (3) satisfying the initial conditions

$$
\varphi(a, \lambda)=h, \quad \varphi^{[\Delta]}(a, \lambda)=1
$$

then the eigenvalues of problem (3), (4) will coincide with the zeros of the function $\chi(\lambda)=\varphi(b, \lambda)+H \varphi^{[\Delta]}(b, \lambda)$, the characteristic function of problem (3), (4). So we have proved existence of zeros of $\chi(\lambda)$ by proving existence of eigenvalues of problem (3), (4). It is possible (see [1]) to prove existence of zeros of $\chi(\lambda)$ directly and to get in this way existence of the eigenvalues.

## 3 Uniformly Convergent Expansions

In this section, assuming that the conditions ( C 1 ) and ( C 2 ) formulated in Section 1 are satisfied, we prove the following result (we assume that $\operatorname{dim} \mathcal{H}=\infty$, since in the case $\operatorname{dim} \mathcal{H}<\infty$ the series becomes a finite sum).

Theorem 3.1 Let $f:[a, b] \rightarrow \mathbf{R}$ be a function such that it has a $\Delta$-derivative $f^{\Delta}(t)$ everywhere on $[a, b]$, except at a finite number of points $t_{1}, t_{2}, \ldots, t_{m}$ belonging to $(a, b)$, the $\Delta$-derivative being continuous everywhere except at these points, at which $f^{\Delta}$ has finite limits from the left and right. Besides assume that $f$ satisfies the boundary conditions

$$
\begin{equation*}
f(a)-h f^{[\Delta]}(a)=0, \quad f(b)+H f^{[\Delta]}(b)=0 \tag{17}
\end{equation*}
$$

where $f^{[\Delta]}(t)=p(t) f^{\Delta}(t)$. Then the series

$$
\begin{equation*}
\sum_{k=1}^{\infty} c_{k} \varphi_{k}(t) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{k}=\int_{a}^{b} f(t) \varphi_{k}(t) \nabla t \tag{19}
\end{equation*}
$$

converges uniformly on $[a, b]$ to the function $f$.
Proof We employ a method applied in the case of the usual $(\mathbf{T}=\mathbf{R})$ Sturm-Liouville problem by V. A. Steklov (see [9, Section 182]). First for simplicity we assume that the function $f$ is $\Delta$-differentiable everywhere on $[a, b]$ and that $f^{\Delta}$ is continuous on $[a, b]$. Consider the functional

$$
J(y)=h\left[y^{[\Delta]}(a)\right]^{2}+H\left[y^{[\Delta]}(b)\right]^{2}+\int_{a}^{b} p(t)\left[y^{\Delta}(t)\right]^{2} \Delta t+\int_{a}^{b} q(t) y^{2}(t) \nabla t
$$

so that we have $J(y) \geq 0$. Substituting in the functional $J(y)$

$$
y=f(t)-\sum_{k=1}^{n} c_{k} \varphi_{k}(t)
$$

where $c_{k}$ are defined by (19), we obtain

$$
\begin{gather*}
J\left(f-\sum_{k=1}^{n} c_{k} \varphi_{k}\right) \\
=h\left[f^{[\Delta]}(a)-\sum_{k=1}^{n} c_{k} \varphi_{k}^{[\Delta]}(a)\right]^{2}+H\left[f^{[\Delta]}(b)-\sum_{k=1}^{n} c_{k} \varphi_{k}^{[\Delta]}(b)\right]^{2} \\
+\int_{a}^{b} p\left(f^{\Delta}-\sum_{k=1}^{n} c_{k} \varphi_{k}^{\Delta}\right)^{2} \Delta t+\int_{a}^{b} q\left(f-\sum_{k=1}^{n} c_{k} \varphi_{k}\right)^{2} \nabla t \\
=h\left[f^{[\Delta]}(a)\right]^{2}+H\left[f^{[\Delta]}(b)\right]^{2}-2 \sum_{k=1}^{n} c_{k}\left[h f^{[\Delta]}(a) \varphi_{k}^{[\Delta]}(a)+H f^{[\Delta]}(b) \varphi_{k}^{[\Delta]}(b)\right] \\
+\sum_{k, l=1}^{n} c_{k} c_{l}\left[h \varphi_{k}^{[\Delta]}(a) \varphi_{l}^{[\Delta]}(a)+H \varphi_{k}^{[\Delta]}(b) \varphi_{l}^{[\Delta]}(b)\right] \\
+\int_{a}^{b} p f^{\Delta 2} \Delta t+\int_{a}^{b} q f^{2} \nabla t-2 \sum_{k=1}^{n} c_{k}\left(\int_{a}^{b} p f^{\Delta} \varphi_{k}^{\Delta} \Delta t+\int_{a}^{b} q f \varphi_{k} \nabla t\right) \\
+\sum_{k, l=1}^{n} c_{k} c_{l}\left(\int_{a}^{b} p \varphi_{k}^{\Delta} \varphi_{l}^{\Delta} \Delta t+\int_{a}^{b} q \varphi_{k} \varphi_{l} \nabla t\right) \tag{20}
\end{gather*}
$$

Next, applying integration by parts formula (5), we get

$$
\begin{aligned}
& \int_{a}^{b} p f^{\Delta} \varphi_{k}^{\Delta} \Delta t+\int_{a}^{b} q f \varphi_{k} \nabla t \\
= & \left.p(t) f(t) \varphi_{k}^{\Delta}(t)\right|_{a} ^{b}+\int_{a}^{b} f\left[-\left(p \varphi_{k}^{\Delta}\right)^{\nabla}+q \varphi_{k}\right] \nabla t \\
= & f(b) \varphi_{k}^{[\Delta]}(b)-f(a) \varphi_{k}^{[\Delta]}(a)+\lambda_{k} \int_{a}^{b} f \varphi_{k} \nabla t \\
= & \left.-H f^{[\Delta]}(b) \varphi_{k}^{[\Delta]}(b)\right]-h f^{[\Delta]}(a) \varphi_{k}^{[\Delta]}(a)+\lambda_{k} c_{k}, \\
& \int_{a}^{b} p \varphi_{k}^{\Delta} \varphi_{l}^{\Delta} \Delta t+\int_{a}^{b} q \varphi_{k} \varphi_{l} \nabla t \\
= & \left.p(t) \varphi_{k}(t) \varphi_{l}^{\Delta}(t)\right|_{a} ^{b}+\int_{a}^{b} \varphi_{k}\left[-\left(p \varphi_{l}^{\Delta}\right)^{\nabla}+q \varphi_{l}\right] \nabla t \\
= & \varphi_{k}(b) \varphi_{l}^{[\Delta]}(b)-\varphi_{k}(a) \varphi_{l}^{[\Delta]}(a)+\lambda_{l} \int_{a}^{b} \varphi_{k} \varphi_{l} \nabla t \\
= & -h \varphi_{k}^{[\Delta]}(a) \varphi_{l}^{[\Delta]}(a)-H \varphi_{k}^{[\Delta]}(b) \varphi_{l}^{[\Delta]}(b)+\lambda_{l} \delta_{k l},
\end{aligned}
$$

where $\delta_{k l}$ is the Kronecker symbol and where we have used the boundary conditions (17),

$$
\begin{equation*}
\varphi_{k}(a)-h \varphi_{k}^{[\Delta]}(a)=0, \quad \varphi_{k}(b)+H \varphi_{k}^{[\Delta]}(b)=0 \tag{21}
\end{equation*}
$$

and the equation

$$
-\left[p(t) \varphi_{k}^{\Delta}(t)\right]^{\nabla}+q(t) \varphi_{k}(t)=\lambda_{k} \varphi_{k}(t)
$$

Therefore we have from (20)

$$
\begin{aligned}
J\left(f-\sum_{k=1}^{n} c_{k} \varphi_{k}\right)= & h\left[f^{[\Delta]}(a)\right]^{2}+H\left[f^{[\Delta]}(b)\right]^{2} \\
& +\int_{a}^{b}\left(p f^{\Delta 2}+q f^{2}\right) \Delta t-\sum_{k=1}^{n} \lambda_{k} c_{k}^{2}
\end{aligned}
$$

Since the left-hand side is nonnegative, we get the inequality

$$
\begin{equation*}
\sum_{k=1}^{\infty} \lambda_{k} c_{k}^{2} \leq h\left[f^{[\Delta]}(a)\right]^{2}+H\left[f^{[\Delta]}(b)\right]^{2}+\int_{a}^{b}\left(p f^{\Delta 2}+q f^{2}\right) \Delta t \tag{22}
\end{equation*}
$$

analogous to Bessel's inequality, and the convergence of the series on the left follows. All the terms of this series are nonnegative, since $\lambda_{k}>0$.

Note that the proof of (22) is entirely unchanged if we assume that the function $f$ satisfies only the conditions stated in the theorem. Indeed, when integrating by parts, it is sufficient to integrate over the intervals on which $f^{\Delta}$ is continuous and then add all these integrals (the integrated terms vanish by (17), (21), and the fact that $f, \varphi_{k}$, and $\varphi_{k}^{\Delta}$ are continuous on $\left.[a, b]\right)$.

We now show that the series

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left|c_{k} \varphi_{k}(t)\right| \tag{23}
\end{equation*}
$$

is uniformly convergent on the interval $[a, b]$. Obviously from this the uniform convergence of series (18) will follow.

Using the integral equation

$$
\varphi_{k}(t)=\lambda_{k} \int_{a}^{b} G(t, s) \varphi_{k}(s) \nabla s
$$

which follows from $\varphi_{k}=\lambda_{k} A^{-1} \varphi_{k}$ by (12), we can rewrite (23) as

$$
\begin{equation*}
\sum_{k=1}^{\infty} \lambda_{k}\left|c_{k} g_{k}(t)\right| \tag{24}
\end{equation*}
$$

where

$$
g_{k}(t)=\int_{a}^{b} G(t, s) \varphi_{k}(s) \nabla s
$$

can be regarded as the Fourier coefficient of $G(t, s)$ as a function of $s$. By using inequality (22), we can write

$$
\begin{align*}
\sum_{k=1}^{\infty} \lambda_{k} g_{k}^{2}(t) \leq & h\left[p(a) G^{\Delta_{S}}(t, a)\right]^{2}+H\left[p(b) G^{\Delta_{S}}(t, b)\right]^{2} \\
& +\int_{a}^{b}\left[p(s) G^{\Delta_{S} 2}(t, s)+q(s) G^{2}(t, s)\right] \Delta s \tag{25}
\end{align*}
$$

where $G^{\Delta_{S}}(t, s)$ is the delta derivative of $G(t, s)$ with respect to $s$. The function appearing under the integral sign is bounded (see (11)), and it follows from (25) that

$$
\sum_{k=1}^{\infty} \lambda_{k} g_{k}^{2}(t) \leq M
$$

where $M$ is a constant. Now replacing $\lambda_{k}$ by $\sqrt{\lambda_{k}} \sqrt{\lambda_{k}}$, we apply the Cauchy-Schwarz inequality to the segment of series (24):

$$
\begin{aligned}
\sum_{k=m}^{m+p} \lambda_{k}\left|c_{k} g_{k}(t)\right| & \leq \sqrt{\sum_{k=m}^{m+p} \lambda_{k} c_{k}^{2}} \sqrt{\sum_{k=m}^{m+p} \lambda_{k} g_{k}^{2}(t)} \\
& \leq \sqrt{\sum_{k=m}^{m+p} \lambda_{k} c_{k}^{2}} \sqrt{M}
\end{aligned}
$$

and this inequality, together with the convergence of the series with terms $\lambda_{k} c_{k}^{2}$ (see (22)), at once implies that series (24), and hence series (23) is uniformly convergent on the interval $[a, b]$.

Denote the sum of series (18) by $f_{1}(t)$ :

$$
\begin{equation*}
f_{1}(t)=\sum_{k=1}^{\infty} c_{k} \varphi_{k}(t) \tag{26}
\end{equation*}
$$

Since the series in (26) is convergent uniformly on $[a, b]$, we can multiply both sides of (26) by $\varphi_{l}(t)$ and then $\nabla$ integrate it term-by-term to get

$$
\int_{a}^{b} f_{1}(t) \varphi_{l}(t) \nabla t=c_{l}
$$

Therefore the Fourier coefficients of $f_{1}$ and $f$ are the same. Then the Fourier coefficients of the difference $f_{1}-f$ are zero and applying the Parseval equality (16) to the function $f_{1}-f$ we get that $f_{1}-f=0$, so that the sum of series (18) is equal to $f(t)$.

## 4 Examples

1. In the case $\mathbf{T}=\mathbf{R}$ of reals, for functions $y: \mathbf{T} \rightarrow \mathbf{R}$ we have

$$
y^{\Delta}(t)=y^{\nabla}(t)=y^{\prime}(t), \quad t \in \mathbf{R}
$$

and problem (3), (4) becomes

$$
\begin{gather*}
-\left[p(t) y^{\prime}(t)\right]^{\prime}+q(t) y(t)=\lambda y(t), \quad t \in(a, b],  \tag{27}\\
y(a)-h y^{[1]}(a)=0, \quad y(b)+H y^{[1]}(b)=0, \tag{28}
\end{gather*}
$$

where $y^{[1]}(t)=p(t) y^{\prime}(t), p(t)$ is continuously differentiable and $q(t)$ is piecewise continuous on $[a, b]$, and

$$
p(t)>0, q(t) \geq 0 \quad \text { for } t \in[a, b], \quad \text { and } h \geq 0, H \geq 0
$$

Theorem 2.2 and Theorem 3.1 give expansion results for the ordinary Sturm-Liouville problem (27), (28). Such results for problem (27), (28) in the case $h=H=0$ were established earlier by V. A. Steklov (see [9, Section 182]).
2. In the case $\mathbf{T}=\mathbf{Z}$ of integers, for functions $y: \mathbf{T} \rightarrow \mathbf{Z}$ we have

$$
y^{\Delta}(t)=y(t+1)-y(t), \quad y^{\nabla}(t)=y(t)-y(t-1), \quad t \in \mathbf{Z}
$$

and problem $(3),(4)$ can be written in the form

$$
\begin{gather*}
-p(t-1) y(t-1)+q_{1}(t) y(t)-p(t) y(t+1)=\lambda y(t), \quad t \in[a+1, b]  \tag{29}\\
{[1+h p(a)] y(a)-h p(a+1) y(a+1)=0, \quad[1-H p(b)] y(b)+H p(b+1) y(b+1)=0,} \tag{30}
\end{gather*}
$$

where $[a+1, b]=\{a+1, a+2, \ldots, b\}$ is a discrete interval, $\{y(t)\}_{t=a}^{b+1}$ is a desired solution, $q_{1}(t)=p(t-1)+p(t)+q(t)$,

$$
p(t)>0 \text { for } t \in[a, b+1], \quad q(t) \geq 0 \text { for } t \in[a+1, b], \quad \text { and } h \geq 0, H \geq 0
$$

Consider two possible cases separately.
(i) Let $H \neq 0$. Then we have, from (30),

$$
\begin{equation*}
y(a)=\frac{h p(a+1)}{1+h p(a)} y(a+1), \quad y(b+1)=-\frac{1-H p(b)}{H p(b+1)} y(b) . \tag{31}
\end{equation*}
$$

Taking (31) into account in (29), we can rewrite problem (29), (30) in the form

$$
J y=\lambda y
$$

where $J$ is the $(b-a) \times(b-a)$ matrix and $y$ is the $(b-a) \times 1$ column vector of the form

$$
\begin{gather*}
J=\left[\begin{array}{ccccccc}
\alpha_{1} & \beta_{1} & 0 & \cdots & 0 & 0 & 0 \\
\beta_{1} & \alpha_{2} & \beta_{2} & \cdots & 0 & 0 & 0 \\
0 & \beta_{2} & \alpha_{3} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \cdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \alpha_{b-a-2} & \beta_{b-a-2} & 0 \\
0 & 0 & 0 & \cdots & \beta_{b-a-2} & \alpha_{b-a-1} & \beta_{b-a-1} \\
0 & 0 & 0 & \cdots & 0 & \beta_{b-a-1} & \alpha_{b-a}
\end{array}\right]  \tag{32}\\
y=[y(a+1), y(a+2), \ldots y(b-1), y(b)]^{T},
\end{gather*}
$$

where

$$
\begin{gather*}
\alpha_{1}=q_{1}(a+1)-\frac{h p(a) p(a+1)}{1+h p(a)}, \quad \alpha_{b-a}=q_{1}(b)+\frac{p(b)[1-H p(b)]}{H p(b+1)}  \tag{33}\\
\alpha_{i}=q_{1}(a+i), \quad i \in\{2,3, \ldots, b-a-1\}  \tag{34}\\
\beta_{i}=-p(a+i), \quad i \in\{1,2, \ldots, b-a-1\} \tag{35}
\end{gather*}
$$

$T$ denotes the transpose. Therefore Theorem 2.2 expresses simply an expansion in eigenvectors of the matrix $J$ defined by (32).
(ii) If $H=0$, then from (30) we have

$$
\begin{equation*}
y(b)=0 \tag{36}
\end{equation*}
$$

and equation (29) gives, for $t=b$,

$$
-p(b-1) y(b-1)-p(b) y(b+1)=0
$$

whence

$$
\begin{equation*}
y(b+1)=-\frac{p(b-1)}{p(b)} y(b-1) \tag{37}
\end{equation*}
$$

Therefore, in the case $H=0$, problem (29), (30) is equivalent to the eigenvalue problem

$$
\begin{equation*}
J y=\lambda y \tag{38}
\end{equation*}
$$

where $J$ is the $(b-a-1) \times(b-a-1)$ matrix and $y$ is the $(b-a-1) \times 1$ column vector of the form

$$
\begin{align*}
J= & {\left[\begin{array}{ccccccc}
\alpha_{1} & \beta_{1} & 0 & \cdots & 0 & 0 & 0 \\
\beta_{1} & \alpha_{2} & \beta_{2} & \cdots & 0 & 0 & 0 \\
0 & \beta_{2} & \alpha_{3} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \cdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \alpha_{b-a-3} & \beta_{b-a-3} & 0 \\
0 & 0 & 0 & \cdots & \beta_{b-a-3} & \alpha_{b-a-2} & \beta_{b-a-2} \\
0 & 0 & 0 & \cdots & 0 & \beta_{b-a-2} & \alpha_{b-a-1}
\end{array}\right], } \\
y & =[y(a+1), y(a+2), \ldots y(b-2), y(b-1)]^{T}, \tag{39}
\end{align*}
$$

where the numbers $\alpha_{i}, \beta_{i}$ are defined as in (33)-(35). In the case $H=0$, the equivalence of problem $(29),(30)$ to the problem (38) means that if $\{y(t)\}_{t=a}^{b+1}$ is a solution of problem (29), (30), then the column vector $y$ of the form (39), formed by using that solution, is a solution of equation (38), and conversely, if a column vector $y$ of the form (39) is a solution of (38) then $\{y(t)\}_{t=a}^{b+1}$ in which the values $y(a+1), y(a+2), \ldots y(b-2), y(b-1)$ are taken from the vector (39) and the components $y(a), y(b)$, and $y(b+1)$ are defined by $(31),(36)$, and (37), respectively, is a solution of problem (29), (30).
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#### Abstract

Let $\mathbb{T}$ be a time scale that is unbounded above. We use a direct mapping and then utilize a Krasnosel'skiĭ fixed point theorem to show the existence of solutions of the nonlinear functional neutral dynamic system with delay $$
x^{\Delta}(t)=f\left(t, x(t), x^{\Delta}(t-h(t))\right)+g(t, x(t), x(t-h(t))), t, t-h(t) \in \mathbb{T} .
$$

Then, we consider a special form of the above mentioned system and use the contraction mapping principle and show the existence of a uniform bound on all solutions and then conclude the existence of a unique periodic solution. Finally, the connection between the boundedness of solutions and the existence of periodic solutions leads us to the extension of Massera's theorem to functional differential equations on general periodic time scales.
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## 1 Introduction

We assume the reader is familiar with the notation and basic results for dynamic equations on time scales. For a review of this topic we direct the reader to the monographs [5], [6] and [10].

Let $\mathbb{T}$ be a time scale that is unbounded above. By the notation $[a, b]$ we mean

$$
[a, b]=\{t \in \mathbb{T}: a \leq t \leq b\}
$$

unless otherwise specified. The intervals $[a, b),(a, b]$, and $(a, b)$ are defined similarly. In this note we examine the existence of solutions of the nonlinear functional neutral dynamical equation

$$
\begin{equation*}
x^{\Delta}(t)=f\left(t, x(t), x^{\Delta}(t-h(t))\right)+g(t, x(t), x(t-h(t))) ; t, t-h(t) \in \mathbb{T}, \tag{1}
\end{equation*}
$$

where $f, g$ and $h$ are continuous, $h: \mathbb{T} \rightarrow\left[0, h_{0}\right]$ for some positive constant $h_{0} \in \mathbb{T}$, and $f, g: \mathbb{T} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$.

The first and third authors have considered a variation of (1); namely, in [11] they studied the existence of periodic solutions of the neutral dynamical system

$$
\begin{equation*}
x^{\Delta}(t)=-a(t) x^{\sigma}(t)+c(t) x^{\Delta}(t-h(t))+g(x(t), x(t-h(t))), t, t-h(t) \in \mathbb{T} \tag{2}
\end{equation*}
$$

where $\mathbb{T}$ is a periodic time scale and $a, b$ and $h$ are periodic. In [12], the first and third authors showed

$$
\begin{equation*}
x^{\Delta}(t)=-a(t) x^{\sigma}(t)+(Q(t, x(t), x(t-g(t))))^{\Delta}+G(t, x(t), x(t-g(t))), t \in \mathbb{T}, \tag{3}
\end{equation*}
$$

has a periodic solution. In both papers, the authors obtained the existence of a periodic solution using a Krasnosel'skiĭ fixed point theorem. Moreover, under a slightly more stringent inequality they showed that the periodic solution is unique using the contraction mapping principle. The authors also showed that the zero solution was asymptotically stable using the contraction mapping principle provided that $Q(t, 0,0)=G(t, 0,0)=0$.

In obtaining the existence of a periodic solution of (2) and (3) and the stability of the zero solution of (3), the authors inverted (2) and (3) and generated a variation of parameters-like formula. This formula was the sum of two mappings; one mapping was shown to be compact and the other was shown to be a contraction. We remark that the inversion of either (2) or (3) was made possible by the linear term $-a(t) x^{\sigma}(t)$, a luxury that (1) does not enjoy.

A neutral differential equation is an equation where the immediate growth rate is affected by the past growth rate. This can be observed in the behavior of a stock price or the growth of a child. Also, in the case $\mathbb{T}=\mathbb{R}$, neutral equations arise in circuit theory (see [3]) and in the study of drug administration and populations, (see [4], [13], [14]). This paper extends the results of [7] to time scales. Also, it is worth mentioning that the book [8] contains a wealth of information regarding stability and periodicity using fixed point theory.

Now we state Krasnosel'skiil's fixed point theorem which enables us to prove the existence of a solution. For its proof we refer the reader to [16].

Theorem 1.1 (Krasnosel'skiir) Let $\mathbb{M}$ be a closed convex nonempty subset of $a$ Banach space $(\mathbb{B},\|\cdot\|)$. Suppose that $A$ and $B$ map $\mathbb{M}$ into $\mathbb{B}$ such that
(i) $x, y \in \mathbb{M}$, implies $A x+B y \in \mathbb{M}$,
(ii) $A$ is compact and continuous,
(iii) $B$ is a contraction mapping.

Then there exists $z \in \mathbb{M}$ with $z=A z+B z$.

## 2 Existence

For emphasis, we consider

$$
\begin{equation*}
x^{\Delta}(t)=f\left(t, x(t), x^{\Delta}(t-h(t))\right)+g(t, x(t), x(t-h(t))) ; t, t-h(t) \in \mathbb{T} \tag{4}
\end{equation*}
$$

where $f, g$ and $h$ are continuous, $h: \mathbb{T} \rightarrow\left[0, h_{0}\right]$ for some positive constant $h_{0} \in \mathbb{T}$, $f, g: \mathbb{T} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$.

Since our equation has a delay and the derivative enters nonlinearly on the right side, we must ask for an initial function $\eta \in C^{1}\left(\left[-h_{0}, 0\right), \mathbb{R}\right)$ whose $\Delta$-derivative at 0 satisfies the expression

$$
\begin{equation*}
\eta^{\Delta}(0)=f\left(0, \eta(0), \eta^{\Delta}(-h(0))\right)+g(0, \eta(0), \eta(-h(0))) \tag{5}
\end{equation*}
$$

In the next definition, we state what we mean by a solution for (4) in terms of a given initial function.

Definition 2.1 Let $\eta \in C^{1}\left(\left[-h_{0}, 0\right), \mathbb{R}\right)$ be a given bounded initial function that satisfies (5). We say $x(t, \eta)$ is a solution of (4) on an interval $\left[-h_{0}, r\right), r>0, r \in \mathbb{T}$, if $x(t, \eta)=\eta(t)$ on $\left[-h_{0}, 0\right]$ and satisfies (4) on $[0, r)$.

The above definition allows us to continue the solution on $\left[r, r_{1}\right.$ ), for some $r_{1}>r$ under the requirement of certain conditions.

Let $C_{r d}=C_{r d}\left(\left[-h_{0}, r\right], \mathbb{R}\right)$ be the space of all rd-continuous functions and define the set $S$ by

$$
S=\left\{\varphi \in C_{r d}: \varphi(t)=\eta^{\Delta}(t) \text { on }\left[-h_{0}, 0\right]\right\}
$$

Then $(S, \nu)$ is a complete metric space, where $\nu(\varphi, \psi)=\|\varphi-\psi\|=\sup _{t \in[0, r]}\{|\varphi(t)-\psi(t)|\}$.
If $\varphi \in S$, we define

$$
\Phi(t)=\left\{\begin{array}{cc}
\eta(t), & t \in\left[-h_{0}, 0\right] \\
\eta(0)+\int_{0}^{t} \varphi(s) \Delta s, & t \in[0, r]
\end{array}\right.
$$

It is clear that $\Phi^{\Delta}(t)=\varphi(t)$ on $[0, r]$ and $\Phi \in C_{r d}$. Next, we suppose there is an $a>0$ and define a subset $S^{*}$ of $S$ by

$$
S^{*}=\left\{\varphi \in S:\left|\varphi(t)-\eta^{\Delta}(0)\right| \leq a\right\}
$$

such that there are an $\alpha>0$ and $\beta<1 / 2$ so that for $\varphi, \psi \in S^{*}$ we have

$$
\begin{align*}
\mid f(t, \Phi(t), \varphi(t-h(t))) & -f(t, \Psi(t), \psi(t-h(t))) \mid  \tag{6}\\
& \leq \alpha|\Phi(t)-\Psi(t)|+\beta|\varphi(t-h(t))-\psi(t-h(t))|
\end{align*}
$$

To be able to use Krasnosel'skiŭ's fixed point theorem, we define the two required mappings as follow. For $\varphi, \psi \in S^{*}$ :

$$
(A \varphi)(t)=g(t, \Phi(t), \varphi(t-h(t))), \quad(B \varphi)(t)=f(t, \Phi(t), \varphi(t-h(t)))
$$

Then (6) implies that

$$
\begin{equation*}
|(B \varphi)(t)-(B \psi)(t)| \leq \alpha|\Phi(t)-\Psi(t)|+\beta|\varphi(t-h(t))-\psi(t-h(t))| \tag{7}
\end{equation*}
$$

It is obvious from the constructions of sets $S$ and $S^{*}$, that fixed points of $S^{*}$ are solutions of (4).

Theorem 2.1 If $\eta$ satisfies (5) and (7), then there is an $r>0$ such that the solution $x(t, \eta)$ of (4) exists on $[0, r)$.

Proof Let $a$ be given as in the set $S^{*}$. Since the functions $f$ and $g$ are continuous in their respective arguments, then for $\varphi \in S^{*}$, we can find a positive constant $L(a)$ depending on $a$, such that

$$
|(B \varphi)(t)|+|(A \varphi)(t)| \leq L(a), t \in \mathbb{T}
$$

Moreover, $A S^{*}$ is equicontinuous. Now, for a fixed $a>0$, we claim that there is an $r>0$ such that and for all $t \in[0, r]_{\mathbb{T}}$,

$$
\begin{equation*}
\left|f(t, \Phi(t), \varphi(t-h(t)))-f\left(0, \eta(0), \eta^{\Delta}(-h(0))\right)\right| \leq a / 2 \tag{8}
\end{equation*}
$$

To see this

$$
\begin{aligned}
& \left|f(t, \Phi(t), \varphi(t-h(t)))-f\left(0, \eta(0), \eta^{\Delta}(-h(0))\right)\right| \\
& \quad \leq \alpha|\Phi(t)-\eta(0)|+\beta\left|\varphi(t-h(t))-\eta^{\Delta}(-h(0))\right| \\
& \quad \leq \alpha \sup _{t \in[0, r]_{\mathbb{T}}}\left|\eta(0)+\int_{0}^{t} \varphi(s) \Delta s-\eta(0)\right|+\beta\left|\varphi(t-h(t))-\eta^{\Delta}(-h(0))\right| \\
& \quad \leq \alpha t|\varphi(\xi)|+\beta\left|\varphi(t-h(t))-\eta^{\Delta}(-h(0))\right|, \xi \in(0, t)_{\mathbb{T}},
\end{aligned}
$$

where $|\varphi(\xi)|=\sup _{\xi \in(0, t)}|\varphi(\xi)|$.
On the one hand, suppose $h(0)=0$. Then $0 \leq t-h(t) \leq t$. As a consequence, for $\varphi \in S^{*}$, we have

$$
\beta\left|\varphi(t-h(t))-\eta^{\Delta}(-h(0))\right|=\beta\left|\varphi(t-h(t))-\eta^{\Delta}(0)\right| \leq \beta a<a / 2
$$

On the other hand, if $h(0)>0$, then there is an $r_{1}>0$ such that $t-h(t) \leq 0$ for $t \in\left[0, r_{1}\right]$. Hence, $\varphi(t-h(t))=\eta^{\Delta}(t-h(t))$ for $t \in\left[0, r_{1}\right]$. Since $\eta^{\Delta}$ is continuous, there is an $r_{2}>0$ so that $\left|\varphi(t-h(t))-\eta^{\Delta}(0)\right|<a$, for $t \in\left[0, r_{2}\right]$. Thus, if we choose $r^{*} \in\left(0, \min \left\{r_{1}, r_{2}\right\}\right)$, then we can set $r=r^{*}$, so that for $t \in\left[0, r^{*}\right]$, we have

$$
\begin{equation*}
\left|\varphi(t-h(t))-\eta^{\Delta}(-h(0))\right| \leq a \tag{9}
\end{equation*}
$$

Due to inequality (9) and since $\beta<1 / 2$, we can find a positive number $q<a / 2$ so that

$$
\beta\left|\varphi(t-h(t))-\eta^{\Delta}(-h(0))\right| \leq q
$$

Moreover, since $\varphi \in S^{*}$, we can choose an $r, r \in\left(0, r^{*}\right)$ so that for $t \in[0, r]$, we have

$$
\alpha t|\varphi(\xi)|+\beta\left|\varphi(t-h(t))-\eta^{\Delta}(-h(0))\right| \leq \alpha t|\varphi(\xi)|+q \leq a / 2
$$

which proves (8).
This shows that $A$ is compact.
Finally, we claim that we can make $r$ small enough so that for $\varphi \in S^{*}, t \in[0, r]$, we have

$$
\begin{equation*}
|g(t, \Phi(t), \Phi(t-h(t)))-g(0, \eta(0), \eta(-h(0)))| \leq a / 2 \tag{10}
\end{equation*}
$$

The proof of the claim follows from the fact $g$ is uniformly continuous on any bounded set. For $0 \leq t-h(t)$, we have

$$
\begin{aligned}
& |g(t, \Phi(t), \Phi(t-h(t)))-g(0, \eta(0), \eta(-h(0)))| \\
& \quad \leq|t-0|+|\Phi(t)-\eta(0)|+|\Phi(t-h(t))-\eta(-h(0))| \\
& \quad \leq t+t|\varphi(\xi)|+\left|\eta(0)+\int_{0}^{t-h(t)} \varphi(s) \Delta s-\eta(-h(0))\right| \\
& \quad \leq t+t|\varphi(\xi)|+(t-h(t)|\varphi(\xi)| \\
& \quad \leq r[1+2|\varphi(\xi)|]
\end{aligned}
$$

where $|\varphi(\xi)|=\sup _{\xi \in(0, r)}|\varphi(\xi)|$, which can be made arbitrary small. Due to the continuity of $\eta$, the case $t-h(t)<0$ readily follows. This completes the proof of (10).

We now go back to the proof of the theorem. It readily follows form (7) that for $\varphi, \psi \in S^{*}$, there is a $\lambda<1$ so that the

$$
\begin{equation*}
\|B \varphi-B \psi\| \leq \lambda\|\varphi-\psi\| \tag{11}
\end{equation*}
$$

Next we show that if $\varphi, \psi \in S^{*}$, then $A \psi+B \varphi \in S^{*}$. We remark that $(A \psi)(0)+(B \psi)(0)=$ $\eta^{\Delta}(0)$, where $\eta^{\Delta}(0)$ is given by (5). As a consequence, we have by (8) and (10)

$$
\begin{aligned}
\mid(A \psi)(t) & +(B \varphi)(t)-\eta^{\Delta}(0) \mid \\
& =|(A \psi)(t)-(A \psi)(0)+(B \varphi)(t)-(B \psi)(0)| \\
& =\left|(A \psi)(t)-g(0, \eta(0), \eta(-h(0)))+(B \varphi)(t)-f\left(0, \eta(0), \eta^{\Delta}(-h(0))\right)\right| \\
& \leq|(A \psi)(t)-g(0, \eta(0), \eta(-h(0)))|+\left|(B \varphi)(t)-f\left(0, \eta(0), \eta^{\Delta}(-h(0))\right)\right| \\
& \leq a / 2+a / 2=a .
\end{aligned}
$$

This completes the proof of $A \psi+B \varphi \in S^{*}$.
Also, (11) shows that $B$ is a contraction. Hence all the conditions of Theorem 1.1 are satisfied, which imply that there is $\varphi \in S^{*}$, such that $\varphi=A \varphi+B \varphi$.

## 3 Connection Between Boundedness and Periodicity

Intuitively, in the study of stability or periodic solutions in dynamical systems one will have to ask for the existence of solutions in the sense that solutions exist for all time or remain bounded. Thus, we may look at boundedness of solutions as a necessary condition before studying stability or attempt to search for a periodic solution. In this section, we examine the relationship between the boundedness of solutions and the existence of a periodic solution of the nonlinear non-autonomous delay dynamical system of the form

$$
\begin{equation*}
x^{\Delta}(t)=-a(t) x^{\sigma}(t)+b(t) g(x(t-r(t)))+q(t) \tag{12}
\end{equation*}
$$

where $\mathbb{T}$ is unbounded above and below.
We assume that $a, b: \mathbb{T} \rightarrow \mathbb{R}$ are continuous and $q:[0, \infty) \rightarrow \mathbb{R}$ is continuous. In order for the function $x(t-r(t))$ to be well-defined over $\mathbb{T}$, we assume that $r: \mathbb{T} \rightarrow \mathbb{R}$ and that $i d-r: \mathbb{T} \rightarrow \mathbb{T}$ is strictly increasing.

The proof of Lemma 3.2 below can be easily deduced from [11], and hence we omit the proof. But first, we state some facts about the exponential function. A function
$p: \mathbb{T} \rightarrow \mathbb{R}$ is said to be regressive provided $1+\mu(t) p(t) \neq 0$ for all $t \in \mathbb{T}^{\kappa}$. The set of all regressive rd-continuous functions $f: \mathbb{T} \rightarrow \mathbb{R}$ is denoted by $\mathcal{R}$ while the set $\mathcal{R}^{+}$is given by $\mathcal{R}^{+}=\{f \in \mathcal{R}: 1+\mu(t) f(t)>0$ for all $t \in \mathbb{T}\}$.

Let $p \in \mathcal{R}$ and $\mu(t) \neq 0$ for all $t \in \mathbb{T}$. The exponential function on $\mathbb{T}$ is defined by

$$
e_{p}(t, s)=\exp \left(\int_{s}^{t} \frac{1}{\mu(z)} \log (1+\mu(z) p(z)) \Delta z\right)
$$

It is well known that if $p \in \mathcal{R}^{+}$, then $e_{p}(t, s)>0$ for all $t \in \mathbb{T}$. Also, the exponential function $y(t)=e_{p}(t, s)$ is the solution to the initial value problem $y^{\Delta}=p(t) y, y(s)=$ 1. Other properties of the exponential function are given in the following lemma, $[5$, Theorem 2.36].

Lemma 3.1 Let $p, q \in \mathcal{R}$. Then
(i) $e_{0}(t, s) \equiv 1$ and $e_{p}(t, t) \equiv 1$;
(ii) $e_{p}(\sigma(t), s)=(1+\mu(t) p(t)) e_{p}(t, s)$;
(iii) $\frac{1}{e_{p}(t, s)}=e_{\ominus p}(t, s)$ where, $\ominus p(t)=-\frac{p(t)}{1+\mu(t) p(t)}$;
(iv) $e_{p}(t, s)=\frac{1}{e_{p}(s, t)}=e_{\ominus p}(s, t)$;
(v) $e_{p}(t, s) e_{p}(s, r)=e_{p}(t, r)$;
(vi) $\left(\frac{1}{e_{p}(\cdot, s)}\right)^{\Delta}=-\frac{p(t)}{e_{p}^{\sigma}(\cdot, s)}$.

Lemma $3.2 x$ is a solution of equation (12) if and only if

$$
x(t)=x(0) e_{\ominus a}(t, 0)+\int_{0}^{t} b(s) g\left(x(s-r(s)) e_{\ominus a}(t, s) \Delta s+\int_{0}^{t} q(s) e_{\ominus a}(t, s) \Delta s\right.
$$

Let $\psi:(-\infty, 0] \rightarrow \mathbb{R}$ be a given bounded $\Delta$-differentiable initial function. We say $x:=x(\cdot, 0, \psi)$ is a solution of (12) if $x(t)=\psi(t)$ for $t \leq 0$ and satisfies (12) for $t \geq 0$. If $\psi:(-\infty, 0] \rightarrow \mathbb{R}$, then we set

$$
\|\psi\|=\sup _{s \in(-\infty, 0]}|\psi(s)| .
$$

Definition 3.1 Let $\psi$ be as defined above. We say solutions of (12) are uniformly bounded if for each $B_{1}>0$, there exists $B_{2}>0$ such that

$$
\left[t_{0} \geq 0,\|\psi\| \leq B_{1}, t \leq t_{0}\right] \Rightarrow|x(\cdot, 0, \psi)|<B_{2}
$$

For the next theorem we assume the following. There is a positive constant $Q$ so that

$$
\begin{gather*}
\int_{0}^{t}|q(s)| e_{\ominus a}(t, s) \Delta s \leq Q  \tag{13}\\
\int_{0}^{t} a(s) \Delta s \rightarrow \infty \tag{14}
\end{gather*}
$$

there is an $\alpha<1$ so that

$$
\begin{gather*}
\int_{0}^{t}|b(s)| e_{\ominus a}(t, s) \Delta s<\alpha  \tag{15}\\
0 \leq r(t), t-r(t) \rightarrow \infty \text { as } t \rightarrow \infty \tag{16}
\end{gather*}
$$

and if $x, y \in \mathbb{R}$, then

$$
\begin{equation*}
g(0)=0 \text { and }|g(x)-g(y)|<|x-y| . \tag{17}
\end{equation*}
$$

Theorem 3.1 If (13)-(17) hold, then solutions of (12) are uniformly bounded at $t_{0}=0$.

Proof First by (14), there is a constant $k>1$ so that $e_{\ominus a}(t, 0) \leq k$. Let $B_{1}$ be given so that if $\psi:(-\infty, 0] \rightarrow \mathbb{R}$ be a given bounded initial function, $\|\psi\| \leq B_{1}$. Define the constant $B_{2}$ by $B_{2}=\frac{k B_{1}+Q}{1-\alpha}$. Let

$$
S=\left\{\varphi \in C_{r d}: \varphi(t)=\psi(t) \text { if } t \in(-\infty, 0],\|\varphi\| \leq B_{2}\right\}
$$

Then $(S,\|\cdot\|)$ is a complete metric space where $\|\cdot\|$ is the supremum norm.
For $\varphi \in S$, define the mapping $P$

$$
(P \varphi)(t)=\psi(t), t \leq 0
$$

and

$$
\begin{aligned}
(P \varphi)(t)= & \psi(0) e_{\ominus a}(t, 0)+\int_{0}^{t} b(s) g\left(\varphi(s-r(s)) e_{\ominus a}(t, s) \Delta s\right. \\
& +\int_{0}^{t} q(s) e_{\ominus a}(t, s) \Delta s, t \geq 0
\end{aligned}
$$

It follows from (17) that

$$
|g(x)|=|g(x)-g(0)+g(0)| \leq|g(x)-g(0)|+|g(0)| \leq|x|
$$

This implies that

$$
|(P \varphi)(t)| \leq k B_{1}+\alpha B_{2}+Q=B_{2}
$$

Thus, $P: S \rightarrow S$. It is easy to show, using (17), that $P$ is a contraction with contraction constant $\alpha$. Hence there is a unique fixed point in $S$, which solves (12).

We end this paper by examining the existence of a periodic solution of (12). We must first define what we mean by a periodic time scale.

Definition 3.2 We say that a time scale $\mathbb{T}$ is periodic if there exists a $p>0$ such that if $t \in \mathbb{T}$ then $t \pm p \in \mathbb{T}$. For $\mathbb{T} \neq \mathbb{R}$, the smallest positive $p$ is called the period of the time scale.

The above definition is due to Kaufmann and Raffoul [12]. Other definitions of periodic time scales are due to Atici et. al [2], C. D. Ahlbrandt and J. Ridenhour [1], and J. J. DaCunha and J. M. Davis [9].

Example 3.1 The following time scales are periodic.

1. $\mathbb{T}=\bigcup_{i=-\infty}^{\infty}[(2 i-1) h, 2 i h], h>0$ has period $p=2 h$.
2. $\mathbb{T}=h \mathbb{Z}$ has period $p=h$.
3. $\mathbb{T}=\mathbb{R}$.
4. $\mathbb{T}=\left\{t=k-q^{m}: k \in \mathbb{Z}, m \in \mathbb{N}_{0}\right\}$ where, $0<q<1$ has period $p=1$.

Remark 3.1 Using the above definition, all periodic time scales are unbounded above and below.

Definition 3.3 Let $\mathbb{T} \neq \mathbb{R}$ be a periodic time scale with period $p$. We say that the function $f: \mathbb{T} \rightarrow \mathbb{R}$ is periodic with period $T$ if there exists a natural number $n$ such that $T=n p, f(t \pm T)=f(t)$ for all $t \in \mathbb{T}$ and $T$ is the smallest number such that $f(t \pm T)=f(t)$.

If $\mathbb{T}=\mathbb{R}$, we say that $f$ is periodic with period $T>0$ if $T$ is the smallest positive number such that $f(t \pm T)=f(t)$ for all $t \in \mathbb{T}$.

Remark 3.2 If $\mathbb{T}$ is a periodic time scale with period $p$, then $\sigma(t \pm n p)=\sigma(t) \pm n p$. Consequently, the graininess function $\mu$ satisfies $\mu(t \pm n p)=\sigma(t \pm n p)-(t \pm n p)=$ $\sigma(t)-t=\mu(t)$ and so, is a periodic function with period $p$.

Let $\mathbb{T}$ be a periodic time scale such that $0 \in \mathbb{T}$. Let $T>0, T \in \mathbb{T}$ be fixed and if $\mathbb{T} \neq \mathbb{R}, T=n p$ for some $n \in \mathbb{N}$. Define $P_{T}=\{\varphi \in C(\mathbb{T}, R): \varphi(t+T)=\varphi(t)\}$, where $C(\mathbb{T}, R)$ is the space of all real valued continuous functions on $\mathbb{T}$. Then $P_{T}$ is a Banach space when it is endowed with the supremum norm

$$
\|x\|=\sup _{t \in[0, T]}|x(t)|
$$

Here we let the function $q:(-\infty, \infty) \rightarrow \mathbb{R}$. Since we are searching for a periodic solution, we must ask that

$$
\begin{equation*}
a(t+T)=a(t), b(t+T)=b(t), r(t+T)=r(t), \text { and } q(t+T)=q(t) \tag{18}
\end{equation*}
$$

Lemma 3.3 Suppose (14)-(18) hold. If $x(t) \in P_{T}$, then $x(t)$ is a solution of equation (12) if and only if

$$
\begin{equation*}
x(t)=\int_{-\infty}^{t} b(s) g(x(s-r(s))) e_{\ominus a}(t, s) \Delta s+\int_{-\infty}^{t} q(s) e_{\ominus a}(t, s) \Delta s \tag{19}
\end{equation*}
$$

Proof Due to condition (14) and the fact that $p(t)$ is periodic, condition (13) is satisfied. Thus, by Theorem 3.1, solutions of (12) are bounded for all $t \in(-\infty, \infty)$. As a consequence, if we multiply both sides of (12) by $e_{a}(s, 0)$, and then integrate from $-\infty$ to $t$ we obtain (19). By taking the $\Delta$-derivative on both sides of (19) we obtain (12).

Theorem 3.2 Assume the hypothesis of Lemma 3.3. Then (12) has a unique $T$ periodic solution.

Proof For $\phi \in P_{T}$, define a mapping $H: P_{T} \rightarrow P_{T}$ by

$$
(H \phi)(t)=\int_{-\infty}^{t} b(s) g(\phi(s-r(s))) e_{\ominus a}(t, s) \Delta s+\int_{-\infty}^{t} p(s) e_{\ominus a}(t, s) \Delta s
$$

It is easy to verify that $H$ is periodic and defines a contraction on $P_{T}$. Thus, $H$ has a unique fixed point in $P_{T}$ by the contraction mapping principle, which solves (12) by Lemma 3.8.

We remark that Lemma 3.3 and Theorem 3.2 show a clear connection between boundedness and the existence of a periodic solution. In the case $\mathbb{T}=\mathbb{R}$, this result is known as Massera's theorem, see [15]. Below we state and prove Massera's theorem for the general case of $\mathbb{T}$ being a periodic time scale. We begin with a lemma that will be needed in the proof.

Lemma 3.4 Let $\mathbb{T}$ be a periodic time scale with period $T>0$. Let $F: \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{R}$ be continuous. Suppose that $F(t+T, x)=F(t, x)$ and that $F(t, x)$ satisfy a local Lipschitz condition with respect to $x$.

1. If $x(t)$ is a solution of $x^{\Delta}=F(t, x)$, then $x(t+T)$ is also a solution of $x^{\Delta}=F(t, x)$.
2. The equation $x^{\Delta}=F(t, x)$ has a T-periodic solution if and only if there is a $\left(t_{0}, x_{0}\right)$ with $x\left(t_{0}+T ; t_{0}, x_{0}\right)=x_{0}$ where $x\left(t ; t_{0}, x_{0}\right)$ is the unique solution of $x^{\Delta}=F(t, x), x\left(t_{0}\right)=$ $x_{0}$.

Proof For part (1), let $q(t)=x(t+T)$. Then,

$$
q^{\Delta}(t)=x^{\Delta}(t+T)=F(t+T, x(t+T))=F(t, q(t))
$$

and the proof of part (1) is complete.
For part (2), first suppose that $x\left(t ; t_{0}, x_{0}\right)$ is $T$-periodic. Then, $x\left(t_{0}+T ; t_{0}, x_{0}\right)=$ $x\left(t_{0} ; t_{0}, x_{0}\right)=x_{0}$.

Now suppose that there exists $\left(t_{0}, x_{0}\right)$ such that $x\left(t_{0}+T ; t_{0}, x_{0}\right)=x_{0}$. From part (1), $q(t) \equiv x\left(t+T ; t_{0}, x_{0}\right)$ is also a solution of $x^{\Delta}=F(t, x)$. Since $q\left(t_{0}\right)=x\left(t_{0}+T ; t_{0}, x_{0}\right)=$ $x_{0}$, then by the uniqueness of solutions of initial value problems, $x\left(t+T ; t_{0}, x_{0}\right)=q(t)=$ $x\left(t ; t_{0}, x_{0}\right)$. This completes the proof of part (2).

Theorem 3.3 Let $\mathbb{T}$ be a periodic time scale with period $T>0$. Let $F: \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{R}$ be continuous. Suppose that $F(t+T, x)=F(t, x)$ and that $F(t, x)$ satisfies a local Lipschitz condition with respect to $x$. If the equation

$$
\begin{equation*}
x^{\Delta}=F(t, x) \tag{20}
\end{equation*}
$$

has a solution bounded in the future, then it has a T-periodic solution.
Proof Let $x(t)$ be the solution of (20) such that $|x(t)| \leq M$ for all $t \in \mathbb{T}, t \geq 0$. Define the sequence $\left\{x_{n}(t)\right\}$ by $x_{n}(t)=x(t+n T), n=0,1,2, \ldots$ By Lemma 3.4, $x_{n}(t)$ is a solution of (20) for each $n$ and furthermore, $\left|x_{n}(t)\right| \leq M$ for $t \geq 0$. There are two cases to consider.

Case 1: Suppose that for some $n, x_{n}(0)=x_{n+1}(0)$. By uniqueness of solutions for initial value problems we have $x(t+n T)=x(t+(n+1) T)$ for all $t \in \mathbb{T}$. Thus, $x(t)$ is a $T$-periodic solution of (20).

Case 2: Suppose that $x_{n}(0) \neq x_{n+1}(0)$ for all $n$. We may assume, without loss of generality, that $x(0)<x_{1}(0)$. By uniqueness, we have $x(t)<x_{1}(t)$ for all $t \in \mathbb{T}, t \geq 0$. In particular, $x_{n}(0)=x(0+n T)<x_{1}(0+n T)=x_{n+1}(0)$. Hence, $x_{n}(t)<x_{n+1}(t)$ for all $t \in \mathbb{T}, t \geq 0$. Thus, $\left\{x_{n}(t)\right\}$ is an increasing sequence bounded above by $M$. Thus $x_{n}(t) \rightarrow x^{*}(t)$ for each $t \in \mathbb{T}, t \geq 0$ as $n \rightarrow \infty$. Since $|F(t, x)| \leq J$ for $t \in \mathbb{T}$ and $|x| \leq M$, then $\left|x^{\Delta}(t)\right| \leq J, t \in \mathbb{T}$.
¿From the Mean Value Theorem (see [5, Corollary 1.68]) we have $\left|x_{n}(t)-x_{n}(s)\right| \leq$ $\sup _{r \in[s, t]^{\kappa}}\left|F^{\Delta}\left(r, x_{n}\right)\right||t-s| \leq J|t-s|$ for $t, s \in \mathbb{T}$ with $0 \leq s \leq t, n \geq 0$. Using the ArzelaAscoli Theorem, we get that on any compact subinterval of $\mathbb{T}$ there exists a subsequence of $\left\{x_{n}(t)\right\}$ that converges uniformly. We know that the original sequence is monotone, and so, the original sequence is convergent on any compact interval. Since for each $n$,

$$
x_{n}(t)=x_{n}(0)+\int_{0}^{t} F\left(s, x_{n}(s)\right) \Delta s
$$

then the limiting function $x^{*}(t)$ is a solution of (20). Finally, since $x^{*}(T)=\lim x_{n}(T)=$ $\lim x_{n+1}(0)=x^{*}(0)$, then by Lemma 3.4, the limiting function is a $T$-periodic solution of (20) and the proof is complete.
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#### Abstract

In this paper, we establish some criteria under which the second order formally self-adjoint dynamic equation $$
\left(p(t) x^{\Delta}\right)^{\nabla}+q(t) x=0
$$ is of limit-point type on a time scale $\mathbb{T}$. As a special case when $\mathbb{T}=\mathbb{R}$, our results include those of Wong and Zettl [11] and Coddington and Levinson [5]. Our results are new in a general time scale setting and can be applied to difference and $q$-difference equations.
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## 1 Introduction

In this paper, assume that $\inf \mathbb{T}=t_{0}$, and $\sup \mathbb{T}=\infty$. We will sometimes refer to $\mathbb{T}$ as $\left[t_{0}, \infty\right)$ which we mean to be the real interval $\left[t_{0}, \infty\right)$ intersected with $\mathbb{T}$. Assume that $p(t) \neq 0$ and $q(t) \neq 0$ for $t \in \mathbb{T}$ are continuous functions on $\mathbb{T}$. We will consider the formally self-adjoint equations

$$
\begin{equation*}
L x=\left(p(t) x^{\Delta}\right)^{\nabla}+q(t) x=0 \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{L} y=\left(\frac{1}{q(t)} y^{\nabla}\right)^{\Delta}+\frac{1}{p(t)} y=0 . \tag{1.2}
\end{equation*}
$$

[^9]Let $\mathbb{D}$ be the set of functions $x: \mathbb{T} \rightarrow \mathbb{R}$ such that $x^{\Delta}: \mathbb{T} \rightarrow \mathbb{R}$ is continuous, and $\left(p x^{\Delta}\right)^{\nabla}: \mathbb{T}_{\kappa} \rightarrow \mathbb{R}$ is continuous. Let $\widetilde{\mathbb{D}}$ be the set of functions $x: \mathbb{T} \rightarrow \mathbb{R}$ such that $x^{\nabla}: \mathbb{T}_{\kappa} \rightarrow \mathbb{R}$ is continuous, and $\left(\frac{1}{q} x^{\nabla}\right)^{\Delta}: \mathbb{T}_{\kappa} \rightarrow \mathbb{R}$ is continuous. We say (1.1) and (1.2) are reciprocal equations of each other. See [7] for more on reciprocal equations and [8], [9] and [10] for other results dealing with second-order equations, and [6] and [4] for more on general theories used in this paper.

These equations are said to be formally self-adjoint because they satisfy the following Lagrange identity.

## Theorem 1.1 (Lagrange identity)

(i) Let $u, v \in \mathbb{D}$. Then

$$
u(t) L v(t)-v(t) L u(t)=\{u ; v\}^{\nabla}(t)
$$

for $t \in \mathbb{T}_{\kappa}$, where the Lagrange bracket $\{u ; v\}$ is defined by

$$
\{u ; v\}(t):=p(t) W(u, v)(t)
$$

where

$$
W(u, v)(t):=\left|\begin{array}{cc}
u(t) & v(t) \\
u^{\Delta}(t) & v^{\Delta}(t)
\end{array}\right|
$$

(ii) Let $\widetilde{u}, \widetilde{v} \in \widetilde{\mathbb{D}}$. Then

$$
\widetilde{u}(t) \widetilde{L} \widetilde{v}(t)-\widetilde{v}(t) \widetilde{L} \widetilde{u}(t)=\left(\frac{1}{q(t)} \widetilde{W}(\widetilde{u}, \widetilde{v})(t)\right)^{\Delta}
$$

for $t \in \mathbb{T}_{\kappa}$, where

$$
\widetilde{W}(\widetilde{u}, \widetilde{v})(t):=\left|\begin{array}{cc}
\widetilde{\widetilde{ }}(t) & \widetilde{v}(t) \\
\widetilde{u}^{\nabla}(t) & \widetilde{v}^{\nabla}(t)
\end{array}\right| .
$$

For a proof of Theorem 1.1 (i), see Theorem 4.33 in [3].
Corollary 1.1 (Abel's formula)
(i) If $x$ and $y$ both solve (1.1) then

$$
p(t) W(x, y)(t)=a \quad t \in \mathbb{T}
$$

where $a$ is a constant.
(ii) If $x$ and $y$ both solve (1.2) then

$$
\frac{1}{q(t)} \widetilde{W}(x, y)(t)=a \quad t \in \mathbb{T}_{\kappa}
$$

where $a$ is a constant.
For a proof of Corollary 1.1 for the case of (1.1), see Corollary 4.34 in [3].
Definition 1.1 The set $L^{2}\left[t_{0}, \infty\right)$ is defined to be the set of all functions $f(t)$ such that the Lebesgue integral

$$
\int_{t_{0}}^{\infty} f^{2}(t) \Delta t<\infty
$$

We define the $L^{2}$-norm of a function $f \in L^{2}\left[t_{0}, \infty\right)$ by

$$
\|f\|_{L^{2}}=\|f\|:=\left(\int_{t_{0}}^{\infty} f^{2}(t) \Delta t\right)^{1 / 2}
$$

Definition 1.2 We say that the operator $L$ is ( $\Delta^{-}$) limit-circle type if for every solution $x$ of $L x=0$, we have the Lebesgue integral

$$
\int_{t_{0}}^{\infty} x^{2}(t) \Delta t<\infty
$$

If not, we say that the operator $L$ is $(\Delta$-) limit-point type.
Refer to Wong and Zettl, [11], and Coddington and Levinson, [5], for an analysis of the differential equations case.

## 2 Preliminary Lemmas

Lemma 2.1 If there exists a function $\beta(t)$ with $\frac{1}{\beta} \notin L^{2}\left[t_{0}, \infty\right)$ such that $p x^{\Delta}(t)=$ $O(\beta(t))$ as $t \rightarrow \infty$ for every solution $x$ of (1.1), then $L$ is limit-point type.

Proof Suppose (1.1) is limit-circle type, and let $x_{1}, x_{2}$ be linearly independent solutions of (1.1), so we have by Corollary 1.1 part (i)

$$
p(t)\left(x_{1}(t) x_{2}^{\Delta}(t)-x_{2}(t) x_{1}^{\Delta}(t)\right) \equiv a \quad t \in \mathbb{T}
$$

Then there exist constants $c, d \geq 0$ such that

$$
\begin{aligned}
a & \leq\left|x_{1}(t)\right|\left|p(t) x_{2}^{\Delta}(t)\right|+\left|x_{2}(t)\right|\left|p(t) x_{1}^{\Delta}(t)\right| \\
& \leq c \beta(t)\left|x_{1}(t)\right|+d \beta(t)\left|x_{2}(t)\right| \quad \text { for large } t \in \mathbb{T} .
\end{aligned}
$$

Thus, for large $t \in \mathbb{T}$,

$$
\frac{a}{\beta(t)} \leq c\left|x_{1}(t)\right|+d\left|x_{2}(t)\right| .
$$

It follows that for $T$ large,

$$
\begin{aligned}
a \int_{T}^{t} \frac{1}{\beta^{2}(s)} \Delta s & \leq \int_{T}^{t}\left[c^{2} x_{1}^{2}(s)+2 c d x_{1}(s) x_{2}(s)+d^{2} x_{2}^{2}(s)\right] \Delta s \\
& \leq c^{2}\left\|x_{1}\right\|^{2}+2 c d\left\|x_{1}\right\|\left\|x_{2}\right\|+d^{2}\left\|x_{2}\right\|^{2} \\
& <\infty
\end{aligned}
$$

by the Cauchy-Schwarz inequality (Theorem 6.15, [2]). This contradicts the fact that $\frac{1}{\beta} \notin L^{2}\left[t_{0}, \infty\right)$, so $L$ is limit-point type.

Lemma 2.2 Suppose $q \in C^{1}\left[t_{0}, \infty\right)$. If there exists a positive function $\beta$ with $\frac{1}{\beta} \notin$ $L^{2}\left[t_{0}, \infty\right)$ such that $y(t)=O(\beta(t))$ as $t \rightarrow \infty$ for every solution $y$ of (1.2), then $L$ is limit-point type.

Proof Let $x$ be a solution of (1.1), and put $y=p x^{\Delta}$. Then $y^{\nabla}=-q x$ and

$$
\left(\frac{1}{q} y^{\nabla}\right)^{\Delta}=-x^{\Delta}=-\frac{y}{p}
$$

Hence, $y$ solves (1.2). Thus,

$$
y(t)=\left(p x^{\Delta}\right)(t)=O(\beta(t)) \text { as } t \rightarrow \infty
$$

Thus, by Lemma 2.1, $L$ is limit-point type.
A useful corollary to these lemmas is obtained by letting $\beta(t) \equiv 1$.
Corollary 2.1 If $\left(p x^{\Delta}\right)(t)$ is bounded for every solution $x$ of (1.1), or if every solution $y$ of (1.2) is bounded, then $L$ is limit-point type.

## 3 Riccati Substitution

Suppose $y$ is a solution of (1.2) with $q(t) y(t) y^{\sigma}(t)>0$ for $t \geq t_{0}$. We can then make the Riccati substitution

$$
z(t)=\frac{y^{\nabla}(t)}{q(t) y(t)} \quad \text { for } \quad t \in\left[t_{0}, \infty\right)
$$

Then, we have

$$
\begin{aligned}
z^{\Delta}(t) & =\left(\left(\frac{y^{\nabla}(t)}{q(t)}\right)\left(\frac{1}{y(t)}\right)\right)^{\Delta} \\
& =\left(\frac{y^{\nabla}(t)}{q(t)}\right)^{\Delta}\left(\frac{1}{y(t)}\right)+\left(\frac{y^{\nabla}(t)}{q(t)}\right)^{\sigma}\left(\frac{1}{y(t)}\right)^{\Delta} \\
& =-\frac{1}{p(t)}+\left(\frac{y^{\nabla}(t)}{q(t)}\right)^{\sigma}\left(\frac{-y^{\Delta}(t)}{y(t) y^{\sigma}(t)}\right) \\
& =-\frac{1}{p(t)}-\frac{z^{\sigma}(t) y^{\Delta}(t)}{y(t)}
\end{aligned}
$$

We now use the following lemma, due to Atici and Guseinov [1]:
Lemma 3.1 If $f: \mathbb{T} \rightarrow \mathbb{R}$ is $\Delta$-differentiable on $\mathbb{T}^{\kappa}$ and if $f^{\Delta}$ is continuous on $\mathbb{T}^{\kappa}$, then $f$ is $\nabla$-differentiable on $\mathbb{T}_{\kappa}$ and

$$
f^{\nabla}(t)=f^{\Delta \rho}(t) \quad t \in \mathbb{T}_{\kappa}
$$

If $g: \mathbb{T} \rightarrow \mathbb{R}$ is $\nabla$-differentiable on $\mathbb{T}_{\kappa}$ and if $g^{\nabla}$ is continuous on $\mathbb{T}_{\kappa}$, then $g$ is $\Delta$ differentiable on $\mathbb{T}^{\kappa}$ and

$$
g^{\Delta}(t)=g^{\nabla \sigma}(t) \quad t \in \mathbb{T}^{\kappa}
$$

See also Corollary 4.11 and Theorem 4.8 and Corollary 4.10 in [3] for a generalization of this result.

Thus, we get

$$
\begin{aligned}
\frac{z^{\sigma}(t) y^{\Delta}(t)}{y(t)} & =\frac{z^{\sigma}(t) y^{\Delta}(t)}{y^{\sigma}(t)-\mu(t) y^{\Delta}(t)}=\frac{z^{\sigma}(t) \frac{y^{\nabla \sigma}(t)}{y^{\sigma}(t)}}{1-\mu(t) \frac{y^{\nabla \sigma}(t)}{y^{\sigma}(t)}} \\
& =\frac{q^{\sigma}(t)\left(z^{\sigma}(t)\right)^{2}}{1-\mu(t) q^{\sigma}(t) z^{\sigma}(t)}=\frac{\left(z^{\sigma}(t)\right)^{2}}{\frac{1}{q^{\sigma}(t)}-\mu(t) z^{\sigma}(t)}
\end{aligned}
$$

Hence, we get that $z(t)$ solves the so-called Riccati equation associated with (1.2)

$$
\begin{equation*}
z^{\Delta}+\frac{1}{p(t)}+\frac{\left(z^{\sigma}\right)^{2}}{\frac{1}{q^{\sigma}(t)}-\mu(t) z^{\sigma}}=0 \tag{3.1}
\end{equation*}
$$

Notice that $\frac{1}{q^{\sigma}(t)}-\mu(t) z^{\sigma}(t)>0$ for all $t \geq t_{0}$ :

$$
\begin{aligned}
\frac{1}{q^{\sigma}(t)}-\mu(t) z^{\sigma}(t) & =\frac{1}{q^{\sigma}(t)}-\mu(t) \frac{y^{\Delta}(t)}{q^{\sigma}(t) y^{\sigma}(t)} \\
& =\frac{1}{q^{\sigma}(t) y^{\sigma}(t)}\left[y^{\sigma}(t)-\mu(t) y^{\Delta}(t)\right] \\
& =\frac{y(t)}{q^{\sigma}(t) y^{\sigma}(t)}>0
\end{aligned}
$$

Hence, we have proven the following lemma:
Lemma 3.2 If $y(t)$ is a solution of (1.2) with $q(t) y(t) y^{\sigma}(t)>0$ then $z(t):=\frac{y^{\nabla}(t)}{q(t) y(t)}$ is a solution of (3.1) that satisfies $\frac{1}{q^{\sigma}(t)}-\mu(t) z^{\sigma}(t)>0$ for all $t \in \mathbb{T}$.

## 4 Main Results

Theorem 4.1 Suppose that $p(t)>0$ and $q(t)>0$ on $\left[t_{0}, \infty\right)$, and $\int_{t_{0}}^{\infty} \frac{1}{p(t)} \Delta t=\infty$.
(a) If (1.2) is nonoscillatory, then $L$ is limit-point.
(b) If (1.1) is nonoscillatory, then $L$ is limit-point.

Proof Suppose (1.2) is nonoscillatory. Let $y$ be a positive solution of (1.2) on $\left[t_{0}, \infty\right)$, and make the Riccati substitution $z(t)=\frac{y^{\nabla}(t)}{q(t) y(t)}$. Then $z$ solves

$$
z^{\Delta}=-\frac{1}{p(t)}-\frac{\left(z^{\sigma}\right)^{2}}{\frac{1}{q^{\sigma}(t)}-\mu(t) z^{\sigma}}
$$

Integrate both sides from $t_{0}$ to $t$ :

$$
\begin{equation*}
z(t)-z\left(t_{0}\right)=-\int_{t_{0}}^{t} \frac{1}{p(s)} \Delta s-\int_{t_{0}}^{t} \frac{\left(z^{\sigma}(s)\right)^{2}}{\frac{1}{q^{\sigma}(s)}-\mu(s) z^{\sigma}(s)} \Delta s \tag{4.1}
\end{equation*}
$$

Since

$$
\frac{\left(z^{\sigma}(t)\right)^{2}}{\frac{1}{q^{\sigma}(t)}-\mu(t) z^{\sigma}(t)} \geq 0
$$

for all $t \geq t_{0}$, we get that the right hand side of (4.1) goes to $-\infty$ as $t$ goes to $\infty$. Thus, $z(t) \rightarrow-\infty$ as $t \rightarrow \infty$, so $z$, and hence $y^{\nabla}$, is eventually negative. Thus, eventually $y(t)>0$ and $y^{\nabla}(t)<0$, hence $y$ is bounded. Thus, by Corollary 2.1 we get that $L$ is limit-point.

Now suppose (1.1) is nonoscillatory. Let $x$ be a positive solution of (1.1) on $\left[t_{0}, \infty\right)$. Since $q(t)>0$, we have $\left(p(t) x^{\Delta}(t)\right)^{\nabla}=-q(t) x(t)<0$ on $\left[t_{0}, \infty\right)$.
Claim: $p(t) x^{\Delta}(t) \geq 0$ on $\left[t_{0}, \infty\right)$.
To see this, suppose not. Then there exists $t_{1} \geq t_{0}$ with $p\left(t_{1}\right) x^{\Delta}\left(t_{1}\right)<0$. Since $p(t) x^{\Delta}(t)$ is decreasing, $p(t) x^{\Delta}(t) \leq p\left(t_{1}\right) x^{\Delta}\left(t_{1}\right)<0$ on $\left[t_{1}, \infty\right)$. Then, dividing by $p(t)$ and integrating, we get

$$
x(t)-x\left(t_{1}\right) \leq p\left(t_{1}\right) x^{\Delta}\left(t_{1}\right) \int_{t_{1}}^{t} \frac{1}{p(s)} \Delta s .
$$

Thus, $\lim _{t \rightarrow \infty} x(t)=-\infty$. This contradicts the fact that $x(t)>0$ for all $t \geq t_{0}$. Hence the claim holds and we see then that $p(t) x^{\Delta}(t)$ is bounded, so by Corollary 2.1, $L$ is limit-point.

Definition 4.1 The set $L_{\nabla}^{2}\left[t_{0}, \infty\right)$ is defined to be the set of all functions $f(t)$ such that the Lebesgue integral

$$
\int_{t_{0}}^{\infty} f^{2}(t) \nabla t<\infty
$$

We define the $L_{\nabla}^{2}$-norm of a function $f \in L_{\nabla}^{2}\left[t_{0}, \infty\right)$ by

$$
\|f\|_{L_{\nabla}^{2}}:=\left(\int_{t_{0}}^{\infty} f^{2}(t) \nabla t\right)^{1 / 2}
$$

Definition 4.2 The operator $L$ is said to be $\nabla$-limit-circle if all solutions of $L x=0$ satisfy $x, x^{\rho} \in L_{\nabla}^{2}\left[t_{0}, \infty\right)$. We say $L$ is $\nabla$-limit-point if there is a solution $x(t)$ of $L x=0$ such that $x \notin L_{\nabla}^{2}\left[t_{0}, \infty\right)$ or $x^{\rho} \notin L_{\nabla}^{2}\left[t_{0}, \infty\right)$.

Theorem 4.2 Let $M$ be a positive $\nabla$-differentiable function and $k_{1}, k_{2}>0$ such that there is a $T \in \mathbb{T}$, sufficiently large such that
(i) $q(t) \leq k_{1} M(t)$ for $t \in[T, \infty)$,
(ii) $\int_{T}^{\infty}\left(p^{\rho} M^{\rho}\right)^{-1 / 2} \nabla s=\infty$,
(iii) $\left|\left(\frac{p^{\rho}(t)}{M^{\rho}(t)}\right)^{1 / 2} \frac{M^{\nabla}(t)}{M(t)}\right| \leq k_{2}$ for $t \in[T, \infty)$.

Then $L$ is $\nabla$-limit-point.
Proof Suppose $x$ is a solution of $L x=0$ and $x, x^{\rho} \in L_{\nabla}^{2}\left[t_{0}, \infty\right)$. Since $\left(p x^{\Delta}\right)^{\nabla}=$ $-q x$, we get that for some $c>0$,

$$
\begin{equation*}
\int_{c}^{t} \frac{\left(p x^{\Delta}\right)^{\nabla} x}{M} \nabla s=-\int_{c}^{t} \frac{q}{M} x^{2} \nabla s \geq-k_{1} \int_{c}^{t} x^{2} \nabla s \tag{4.2}
\end{equation*}
$$

Using the integration by parts formula ([2], Theorem 8.47 (vi))

$$
\int_{a}^{b} f(s) g^{\nabla}(s) \nabla s=\left.f(s) g(s)\right|_{a} ^{b}-\int_{a}^{b} f^{\nabla}(s) g^{\rho}(s) \nabla s
$$

we get from (4.2)

$$
\begin{aligned}
\left.\frac{x}{M} p x^{\Delta}\right|_{c} ^{t}-\int_{c}^{t}\left(p x^{\Delta}\right)^{\rho}\left(\frac{x}{M}\right)^{\nabla} \nabla s & =\left.\frac{x}{M} p x^{\Delta}\right|_{c} ^{t}-\int_{c}^{t} p^{\rho} x^{\Delta \rho}\left(\frac{x^{\nabla} M-x M^{\nabla}}{M M^{\rho}}\right) \nabla s \\
& =\left.\frac{x}{M} p x^{\Delta}\right|_{c} ^{t}-\int_{c}^{t} \frac{p^{\rho}}{M^{\rho}}\left(x^{\nabla}\right)^{2} \nabla s+\int_{c}^{t} \frac{p^{\rho} x x^{\nabla} M^{\nabla}}{M M^{\rho}} \nabla s \\
& \geq-k_{1} \int_{c}^{t} x^{2} \nabla s
\end{aligned}
$$

Thus, multiplying by -1 , we get

$$
-\left.\frac{x}{M} p x^{\Delta}\right|_{c} ^{t}+\int_{c}^{t} \frac{p^{\rho}}{M^{\rho}}\left(x^{\nabla}\right)^{2} \nabla s-\int_{c}^{t} \frac{p^{\rho} x x^{\nabla} M^{\nabla}}{M M^{\rho}} \nabla s \leq k_{1}\|x\|^{2}<k_{3}
$$

for some $k_{3}>0$.
Let $H(t)=\int_{c}^{t} \frac{p^{\rho}}{M^{\rho}}\left(x^{\nabla}\right)^{2} \nabla s$. Then by the Cauchy-Schwarz inequality

$$
\begin{aligned}
\left|\int_{c}^{t} \frac{p^{\rho} x x^{\nabla} M^{\nabla}}{M M^{\rho}} \nabla s\right|^{2} & =\left|\int_{c}^{t}\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} M^{-1} M^{\nabla}\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} x x^{\nabla} \nabla s\right|^{2} \\
& \leq k_{2}^{2}\left(\int_{c}^{t}\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} x x^{\nabla} \nabla s\right)^{2} \quad \text { by }(i i i) \\
& \leq k_{2}^{2} H(t) \int_{c}^{t} x^{2} \nabla s
\end{aligned}
$$

Thus, there exists a constant $k_{4}>0$ such that

$$
-\frac{p x^{\Delta} x}{M}+H-k_{4} H^{1 / 2}<k_{3}
$$

If $H(t) \rightarrow \infty$ as $t \rightarrow \infty$, then for all large $t, \frac{p x^{\Delta} x}{M}>\frac{H}{2}$. Then $x$ and $x^{\Delta}$ have the same sign for all large $t$, which contradicts $x \in L_{\nabla}^{2}\left[t_{0}, \infty\right)$. Thus,

$$
H(\infty)=\int_{t_{0}}^{\infty} \frac{p^{\rho}}{M^{\rho}}\left(x^{\nabla}\right)^{2} \nabla s<\infty
$$

Now suppose $L$ is $\nabla$-limit-circle. Let $\phi, \psi$ be two linearly independent solutions of $L x=0$ with $p(t)\left(\phi(t) \psi^{\Delta}(t)-\psi(t) \phi^{\Delta}(t)\right)=1$ and $\phi, \phi^{\rho}, \psi, \psi^{\rho} \in L_{\nabla}^{2}\left[t_{0}, \infty\right)$. Then

$$
\begin{aligned}
1 & =p^{\rho}(t)\left(\phi^{\rho}(t) \psi^{\Delta \rho}(t)-\psi^{\rho}(t) \phi^{\Delta \rho}(t)\right) \\
& =p^{\rho}(t)\left(\phi^{\rho}(t) \psi^{\nabla}(t)-\psi^{\rho}(t) \phi^{\nabla}(t)\right)
\end{aligned}
$$

So, if we divide both sides by $\left(p^{\rho} M^{\rho}\right)^{1 / 2}$, we get

$$
\begin{equation*}
\frac{1}{\left(p^{\rho} M^{\rho}\right)^{1 / 2}}=\phi^{\rho}(t)\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} \psi^{\nabla}(t)-\psi^{\rho}(t)\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} \phi^{\nabla}(t) \tag{4.3}
\end{equation*}
$$

If we integrate both sides of (4.3) from $t_{0}$ to $\infty$, we get

$$
\begin{equation*}
\int_{t_{0}}^{\infty} \frac{1}{\left(p^{\rho} M^{\rho}\right)^{1 / 2}} \nabla s=\int_{t_{0}}^{\infty} \phi^{\rho}\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} \psi^{\nabla} \nabla s-\int_{t_{0}}^{\infty} \psi^{\rho}\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} \phi^{\nabla} \nabla s \tag{4.4}
\end{equation*}
$$

By assumption, the left-hand side of (4.4) is infinite. But, by the Cauchy-Schwarz inequality, the right-hand side becomes

$$
\begin{aligned}
& \left|\int_{t_{0}}^{\infty} \phi^{\rho}\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} \psi^{\nabla} \nabla s-\int_{t_{0}}^{\infty} \psi^{\rho}\left(\frac{p^{\rho}}{M^{\rho}}\right)^{1 / 2} \phi^{\nabla} \nabla s\right| \\
& \leq\left\|\phi^{\rho}\right\|_{L_{\nabla}^{2}}\left(\int_{t_{0}}^{\infty} \frac{p^{\rho}}{M^{\rho}}\left(\psi^{\nabla}\right)^{2} \nabla s\right)^{1 / 2}+\left\|\psi^{\rho}\right\|_{L_{\nabla}^{2}}\left(\int_{t_{0}}^{\infty} \frac{p^{\rho}}{M^{\rho}}\left(\phi^{\nabla}\right)^{2} \nabla s\right)^{1 / 2} \\
& <\infty
\end{aligned}
$$

This is a contradiction to the assumption that $L$ is $\nabla$-limit-circle. Thus, we have that $L$ is $\nabla$-limit-point

## 5 Example

Fix $q>1$. Let $\mathbb{T}=\left\{q^{n}: n \in \mathbb{N}_{0}\right\}$. Consider the dynamic equation

$$
x^{\Delta \nabla}+(t \ln t)^{2} x=0
$$

Here, we have $p(t) \equiv 1$, and $q(t)=(t \ln t)^{2}$. We need to show that the three assumptions in Theorem 4.2 hold. Fix $N>0$ sufficiently large and let $T=q^{N}$. Also, let $M(t)=$ $(t \ln t)^{2}$. For (i), if we take $k_{1}=1$, we get that $q(t)=M(t)=(t \ln t)^{2}$ for all $t \in \mathbb{T}$, so certainly $q(t) \leq M(t)$ for $t \geq T$.

For (ii), consider

$$
\begin{aligned}
\int_{T}^{\infty}\left(p^{\rho}(s) M^{\rho}(s)\right)^{-1 / 2} \nabla s & =\int_{T}^{\infty} \frac{1}{\left(M^{\rho}(s)\right)^{1 / 2}} \nabla s=\int_{T}^{\infty} \frac{1}{\left((\rho(s) \ln \rho(s))^{2}\right)^{1 / 2}} \nabla s \\
& =\int_{T}^{\infty} \frac{1}{\rho(s) \ln \rho(s)} \nabla s=\sum_{k=N+1}^{\infty} \frac{1}{q^{k-1} \ln q^{k-1}} \nu\left(q^{k}\right) \\
& =\sum_{k=N+1}^{\infty} \frac{1}{q^{k-1} \ln q^{k-1}}\left(q^{k}-q^{k-1}\right)=\sum_{k=N+1}^{\infty} \frac{q^{k-1}(q-1)}{q^{k-1} \ln q^{k-1}} \\
& =\frac{q-1}{\ln q} \sum_{k=N+1}^{\infty} \frac{1}{k-1}=\frac{q-1}{\ln q} \sum_{k=N}^{\infty} \frac{1}{k}=\infty
\end{aligned}
$$

Notice,

$$
\begin{aligned}
M^{\nabla}(t) & =\frac{\left(q^{k} \ln q^{k}\right)^{2}-\left(q^{k-1} \ln q^{k-1}\right)^{2}}{q^{k}-q^{k-1}} \\
& =\frac{\left(q^{k} \ln q^{k}-q^{k-1} \ln q^{k-1}\right)\left(q^{k} \ln q^{k}+q^{k-1} \ln q^{k-1}\right)}{q^{k}-q^{k-1}} \\
& =\frac{\left(q^{k-1}\right)^{2}(\ln q)^{2}(q k-(k-1))(q k+(k-1))}{q^{k-1}(q-1)} \\
& =\frac{q^{k-1}(\ln q)^{2}\left(q^{2} k^{2}-(k-1)^{2}\right)}{q-1} .
\end{aligned}
$$

Thus, for part (iii), we have for $k \geq N$

$$
\begin{aligned}
\left|\left(\frac{p^{\rho}(t)}{M^{\rho}(t)}\right)^{1 / 2} \frac{M^{\nabla}(t)}{M(t)}\right| & =\frac{q^{k-1}(\ln q)^{2}\left(q^{2} k^{2}-(k-1)^{2}\right)}{(q-1) q^{k-1} \ln \left(q^{k-1}\right) q^{2 k}\left(\ln q^{k}\right)^{2}} \\
& =\frac{q^{k-1}(\ln q)^{2}\left(q^{2} k^{2}-(k-1)^{2}\right)}{(q-1) q^{k-1} q^{2 k}(k-1) k^{2} \ln q(\ln q)^{2}} \\
& =\frac{q^{2} k^{2}-(k-1)^{2}}{(q-1) k^{2}(k-1) q^{2 k} \ln q} \\
& \leq \frac{q^{2} k^{2}}{(q-1) k^{2}(k-1) q^{2 k} \ln q} \\
& \leq \frac{q^{2}}{(q-1)(k-1) q^{2 k} \ln q} \\
& \leq \frac{1}{(q-1)(k-1) q^{2 k-2} \ln q} \\
& \leq \frac{1}{(q-1)(N-1) q^{2 N-2} \ln q}:=k_{2}
\end{aligned}
$$

Thus, the assumptions of Theorem 4.2 hold, so we get that

$$
x^{\Delta \nabla}+(t \ln t)^{2} x=0
$$

is $\nabla$-limit-point.
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