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Abstract: In this paper, the global robust dissipativity of a class of neural networks
with variable and unbounded delays is investigated. Several criteria are obtained
by constructing radically unbounded and positive definite Lyapunov functionals and
using analytic techniques. Some numerical examples are given to compare our results
with previous robust dissipativity results derived in the literature. It is shown that
our results extend and improve earlier ones.
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1 Introduction

In recent years, the stability of dynamical neural networks has received much attention
and has been used in signal processing, pattern recognition, associative memory and
optimization problems [1–10]. However, it is possible that there are no equilibrium points
of dynamical systems in some situations. As pointed in [11–15], the global dissipativity is
a more general concept and is of great importance to study in dynamical neural networks.
It has found applications in the areas such as stability theory, chaos and synchronization
theory and robust control [12]. The authors of [12] analyzed the global dissipation of
neural networks with both variable and unbounded delays. In [11], some conditions for
globally robust dissipativity of neural networks with time-varying delays are derived.

In this paper, motivated by the above discussions, we obtain several new sufficient
conditions for the global robust dissipativity of integro-differential models of neural net-
works with variable and unbounded delays. The results compared with those presented
in [11] can be checked easily. Some numerical examples illustrate the proposed conditions
may provide useful and less conservative results for the problem.
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