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Abstract: The purpose of this paper is to present an approach to control the non-
linear system represented here by permanent magnet synchronous machines with two
forms of control. This approach results from a combination of the adaptive and pre-
dictive properties, and the interaction of continuous-time and discrete event systems.
Such a hybrid system consists of a discrete program with an analog environment.
Many of the control approaches are limited to discrete-time hybrid systems because
many complex mathematical issues are removed. In many applications the command
variables are intrinsically discrete, either because such a system design is simpler or
for other technological reasons. Our system consists of a five level inverter which
controls a synchronous permanent magnet machine by predictive adaptive control,
also, multilevel inverter is an effective solution for increasing power and reducing
harmonics of AC waveforms.
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1 Introduction

The hybrid dynamic systems are systems that consist of coupled discrete and continuous
components. Any electromechanical system with computerized controller is a hybrid
system in general. In the past, the modeling and analysis of hybrid system have been done
separately for its discrete and continuous components. The overall system is designed
in a rather empirical fashion. Since computer-aided control is becoming more and more
significant in modern system design practice, we face a major challenge: the development
of intelligent, reliable, robust and safe computer-controlled systems [1–4]. The foundation
for modeling and analysis systems must be established formatting [5].

Whatever be the electro-mechanical system it has be ruled by the following equation

[S] = [P ] ∗ [A] ∗ [C], (1)

where: S is an electro-mechanical system, P is a power supply, A is an actuator, C is a
control. Hence, to make the system working at its optimum and running under the most
efficient ability the parameters of the equations have to meet the following criteria:

[S]r = [P ]p ∗ [A]s ∗ [C]o. (2)

So, to construct a system that works in optimal status and in very favorable condi-
tions, i.e. that tends towards to ideal, we must construct a highly reliable actuator with
a good yield, good stability, and with a perfect power supply and robust control.

We need to add the third term so that the system operates in a closed loop. We
explain the three terms of equation (2).

2 Electro-Mechanical System

Our actuator [A] is synchronous permanent magnet motor (PMSM), which has good
characteristics such as high power density, high torque to inertia ratio and efficiency,
The use of permanent magnet synchronous machine (PMSM) is in constant progress, in
particular in the areas where significant performance is needed. The specific contributions
of the synchronous machine are in relation to the gain in weight and volume, but also
in the dynamic, thanks to more efficient control laws. For these reasons, this type of
actuator is strongly preferred in the field of aeronautics [6, 7].

2.1 Machine model PMSM

The equations of electrical machines are described in reference d, q by the following
equations [8]:
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where vd, vq, id, iq represent the stator voltages and currents returned to the axis d and
q.
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3 The Power Supply Study

The power supply is represented here by Multivel voltage-source inverters, that have been
receiving more and more attention in the past few years for high- and medium-power
induction-motor (IM) drive applications. Many multilevel inverter configurations and
pulse width modulation (PWM) techniques are presented to improve the output voltage
harmonic spectrum [9,10]. Some of the popular multilevel configurations are the neutral
point clamped (NPC), series-connected H-bridge, flying capacitor, etc. Although they
can be configured for more than two levels, as the number of levels increases, the power
circuit and control complexity due to a large number of devices, increase. An optimum
topology for multilevel inverters with more than three levels has not been achieved until
now [9, 11, 12].

A multilevel inverter has four main advantages over the conventional bipolar inverter.
First, the voltage stress on each switch is decreased due to series connection of the
switches. Therefore, the rated voltage and consequently the total power of the inverter
could be safely increased. Second, the rate of change of voltage (dv/dt) is decreased due
to the lower voltage swing of each switching cycle. Third, harmonic distortion is reduced
due to more output levels. Forth, lower acoustic noise and electromagnetic interference
(EMI) is obtained [13, 14].

Furthermore, the proposed hybrid PDPWM offers better harmonic performance com-
pared to its conventional PWM counterpart [9], applying this technique for supplying
the PMSM.

Figure 1: Schematic diagram of the inverter topology used to verify the proposed hybrid
modulations.

Multilevel pulse width modulation is based on comparison of sinusoidal reference
signal with each carrier to determine the voltage level that the inverter should switch
to. Carrier based N level PWM operation consists of N-1 different carriers [13, 15]. The
carriers have the same frequency fc, the same peak to peak amplitude V , and are disposed
so that the bands they occupy are contiguous. They are defined as [13]

Ci = V

(
(−1)f(i)yc(ωc, ϕ) + i−

N

2

)
, i = 1, . . . , N − 1, (4)
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where yc is a normalized symmetrical triangular carrier defined as

yc(ωc, ϕ) = (−1)[α] ((α mod 2)− 1) +
1

2
, (5)

α =
ωct+ ϕ

π
, ωc = 2πfc, (6)

where ϕ represents the phase angle of yc, yc is a periodic function with the period
Tc = 2π/ωc. It is shown that using symmetrical triangular carrier generates less harmonic
distortion at the inverter’s output [16].

While the multilevel PWM techniques developed thus far have been extensions of
two level PWM methods, the multiple levels in a cascaded inverter offer extra degrees of
freedom and greater possibilities in terms of device utilization, state redundancies, and
effective switching frequency.

In this paper, we proposed this method [13]. The hybrid multilevel PWM scheme is
presented which takes advantage of the special properties available in conventional PWM
methods and minimizes switching losses with better harmonic performance. Figure 2
shows the carriers and the reference signals for a five level PWM using PD technique
with mi = 0.8 and carrier frequency fc = 1050hz [13].
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Figure 2: The references and carrier waves (triangular) for a five level inverter.

The proposed hybrid PWM is the combination of low frequency PWM and high
frequency SPWM. In each cell of cascaded inverter, the four power devices are operated
[13].

At two different frequencies, two being commutated at low frequency, i.e., the funda-
mental frequency of the output, while the other two power devices are pulse width mod-
ulated at high frequency. This arrangement causes the problem of differential switching
losses among the switches [13].

An optimized sequential signal is added to the hybrid PWM pulses to overcome this
problem. The low and high frequency PWM signals are shown in Figure 3. An opti-
mized hybrid PDPWM method commutates the power switches at high frequency and
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Figure 3: Low and high frequency hybrid PWM pulses at mi=0.8 and fc = 1050hz.

low frequency sequentially. A common sequential signal and low frequency PWM signals
are used for all cells in cascaded inverter. A high frequency SPWM for each cell is ob-
tained by the comparison of the rectified modulation waveform with corresponding phase
disposition carrier signal. The low frequency PWM signal should be synchronized with
the modulation waveform. In Figure 4, the gate pulses are generated by a hybrid PWM
controller. This controller is designed to mix the sequential signal, low frequency PWM
and high frequency phase disposition sinusoidal PWM and to generate the appropriate
gate pulses for cascaded inverter [17].

The previous section has presented the formulation of an optimized hybrid PDPWM
switching pattern of a five level inverter. For completeness, the generalized formulation
that suits N level inverter is presented [13].

4 Generalized Predictive Controller

The MPC provides various algorithms and the best algorithm is generalized predictive
algorithm (GPC). MPC is one of the advanced control strategies, which can forecast the
future response of the plant and optimize the control input with the help of a model of the
plant. The prediction model will be augmented by the model of state space matrices [18].

In recent years, model predictive control (MPC) seems to be one of the most attractive
advanced process control algorithms both in academia and in industry. The combination
of new control design concepts in MPC, such as model prediction, receding horizon
optimization and real-time correction, makes it possible to yield high performance for
control systems. Among various MPC algorithms, general predictive control (GPC) has
received particular attention. However, in contrast to the rapid development of MPC in
application areas, the theoretical study of MPC properties seems still scarce. Only a little
number of studies have been focused on the closed-loop properties of GPC and other MPC
algorithms in relationship with the tuning parameters. Among these, excellent results
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Figure 4: Optimized hybrid PWM switching pattern for five level cascaded multilevel inverter.

have been achieved by Clarke et al [19,20]. In the form of LQ problem, some new results
on the GPC properties such as deadbeat control and stability were presented [19].

4.1 Formulation of Generalized Predictive Control

Most single-input single-output (SISO) plants, when considering operation around par-
ticular set points and after linearization, can be described by equation (7) [21].

A(q−1)y(t) = B(q−1)u(t) + C(q−1)ξ(t), (7)

where u(t) and y(t) are the control and output sequence of the plant and ξ(t) is a zero
mean white noise. A, B and C are the following polynomials in the backward shift
operator q−1:

A(q−1) = 1 + a1q
−1 + · · ·+ anaq

−na,

B(q−1) = q−d
(
b0 + b1q

−1 + · · ·+ bnbq
−nb

)
, (8)

C(q−1) = 1 + c1q
−1 + · · ·+ cnaq

−na,

where d is the dead time of the system. This model is known as a controller auto-
regressive moving-average (CARIMA) model. It has been argued that for many industrial
applications in which disturbances are non-stationary an integrated CARMA (CARIMA)
model is more appropriate. A CARIMA model is given by equation (9) [21]:

A(q−1)y(t) = B(q−1)u(t) + C(q−1)
ξ(t)

∆(q−1)
(9)

with ∆(q−1) = 1 − q−1. For simplicity, polynomial C in equation (9) is chosen to be 1.
Notice that if C−1 can be truncated it can be absorbed into A and B.
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From the previous equation (9), a polynomial optimal predictor is designed in the
following form:

y(t+ j) = [Fj(q
−1)y(t)+Hj(q

−1)∆u(t−1)]+[Gj(q
−1)∆u(t+1)+Jj(q

−1)ξ(t+ j)], (10)

where Gj , Fj , Hj , Jj are the terms representing respectively the future, present, past,
and the term related to disturbance. The first bracketed expression in equation (10)
represents the free response. The criterion is a weighted sum of square predicted future
errors and square control signal increments.

Cost Function

GPC algorithm consists of applying a control sequence that minimizes a cost function of
the form given in equation (11) [21]:

j =

N2∑

N1

(ŷ(t+ j)− w(t + j))2 + λ

Nu∑

N1

∆u(t+ j − 1)2. (11)

Under the hypothesis
∆u(t+ j) = 0 ∀j > Nu (12)

with: w(t + j) reference applied at time t + j, ŷ(t + j) predicted output at time t + d,
u(t+ j − 1) command increment at the instant t+ j − 1.

The relation (12) indicates that when the step of prediction j reaches the value fixed
for the control horizon Nu, the change order will be canceled and therefore the future
order will stabilize. This hypothesis will eventually simplify the control calculation.

The criterion requires the definition of four setting parameters, whereNu is the control
horizon, N1 is the minimum prediction horizon, N2 is the maximum prediction horizon
and λ are control weighting factors.

The control law is obtained by minimizing the previous criterion
∂J

∂u
= 0 such as

Ũ = M [w − if(q−1)y(t)− ih(q−1)∆u(t− 1)]. (13)

By reason of certain benefits introduced by the polynomial structure, we chose to formu-
late the control law in the canonical form of an RST controller.

Conventionally, in predictive control, only the first value of the sequence, equation
(13) is finally applied to the system in agreement with the strategy of receding horizon,
the whole process being effected again at the period of next sampling

∆uopt(t) = −m′

1

[
if(q−1)y(t) + ih(q−1)∆u(t− 1)− w

]
(14)

with m′

1: first row of the matrix M .
The GPC controller is implemented in a form of the RST by difference equation:

S(q−1)∆(q−1)u(t) = −R(q−1)y(t) + T (q)w(t). (15)

This provides by identification the three polynomials R, S and T constituting the equiv-
alent linear regulator [18]:

S(q−1) = 1 +m′

1ih(q
−1)q−1, d◦

[
S(q−1)

]
= d◦

[
B(q−1)

]
,

R(q−1) = m′

1if(q
−1)q−1, d◦

[
R(q−1)

]
= d◦

[
A(q−1)

]
, (16)

T (q) = m′

1

[
qN1 . . . qN2

]′
, d◦ [T (q)] = N2,
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with:

if(q−1) =
[
FN1

(q−1) . . . FN2
(q−1)

]′
,

ih(q−1) =
[
HN1

(q−1) . . .HN2
(q−1)

]′
,

Ũ = [∆u(t) . . .∆u(t+Nu − 1)]′ , (17)

ŷ = [ŷ(t+N1) . . . ŷ(t+N2)]
′

,

w = [w(t +N1) . . . w(t+N2)]
′

G =
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 .

4.2 Reformulation of GPC control with adaptive control

We start with the definition of the performance error. Consider first the following re-
gressor [22]. The starting point of this reformulation is constituted of setting equation
presented in the previous paragraph, in particular, relationships to obtain the optimal
control sequence.

4.3 Vectors parameters and regressor

The control law equation (13) may be transcribed in the form of the following matrix:

Mw = θ′Φ(t) (18)

which involves the matrix of parameters θ of dimension (na + nb + Nu + 1) × Nu with
na and nb being degrees of A(q−1) and B(q−1), respectively,

θ′ = [M if |Nu M ih], (19)

where if and ih matrices are formed of polynomial coefficients contained in if(q−1) and
ih(q−1), and the following vector called regressor dimension (na + nb +Nu + 1):

Φ(t) =
[
y(t) . . . y(t− na) ũ′ ∆u(t− 1) . . .∆u(t+ nb)

]
. (20)

The matrix of parameters θ contains, on its first line, the coefficients of the polynomials
R and S′. Indeed, from equation (14), the polynomial m′

1if(q
−1) corresponds to R and

m′

1ih(q
−1)q−1 corresponds to S′. The regressor Φ(t) is the output vector and past orders

including unknown commands ũ of dimension Nu.
We also note that when Nu = 1, the matrix θ is reduced to a vector including direct

polynomial coefficients R and S′.

4.4 The method for updating

The matrix controller parameters can be updated as most of strategies. Here we can
mention the gradient method and the recursive least squares method

θ̂(t+ 1) = θ̂(t) + Fφ(t)ε0(t+ 1) (21)
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with the use of the algorithm of Trace constant for determining the adaptation gain at
time t. To obtain a recursive algorithm, we consider the estimate θ̂(t+ 1).

After development, it follows the A.A.P:

θ̂(t+ 1) = θ̂(t) + F (t+ 1)φ(t)ε0(t+ 1) (22)

with

F (t+ 1) = F (t)−
F (t)φ(t)φ(t)TF (t)

1 + φ(t)TF (t)φ(t)
, (23)

where θ̂ is the vector of the estimated parameters and F (t+1)φ(t)ε0(t+1) represents the
correction term, F is the adaptation gain, φ is the vector of observations (or measures)
and ε is the prediction error (error adaptation), that is to say the difference between the
measured process output and the predicted output [22].

Figure 5: Structure equivalent of direct adaptive predictive control, control loop of RST and
adaptation mechanism.

5 Simulation Results and Discussion

Figure 6 represents the overall structure of speed control of PMSM fed by a hybrid
structure cascade five-level inverter, using the adaptive predictive control. To test the
effectiveness of the proposed control strategy for adjusting the speed, we have used
numerical simulation in the following cases:

• Step response of speed.

• Start unloading and then applying a torque resistant.

• Reverse speed.
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Figure 6: Global structure for regulating the PMSM.
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Figure 7: PMSM performance of the machine fed by the hybrid inverter.
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Table 1. Comparison of different strategies proposed.

Controller With PI with five adaptive Predictive adaptive Predictive
power supply livel (NPC) with five livel(NPC) with hybrid inverter.
Rotor speed 314(rd/s) at 0.4sec 314(rd/s) at 0.2 sec 314(rd/s) at 0.2 sec

THD 37.95 30.85 22.41

5.1 Discussion of the results of adaptive predictive control

As shown in Figure 7 it appears that for a reference of 314 rd/s during unloaded starting,
the steady state is achieved at t = 0.2s, which is a very appreciable response time,
compared with the conventional PID controller. The application of the load between
t = 0.4s and 0.8s causes a slight loss of speed that is quickly restored. Also note that
this load has no influence on the direct current component, indicating that the vector
control is effective. By analyzing the graph of the harmonic spectrum of the phase
current, we notice that there is a very big improvement in the pace of the phase current
compared to a five-level inverter. Finally, when reversing the speed reference we observe
an excessive increase in the starting current, which is justified by the large variation
subjected to the machine (from 314rd /s to -314rd /s). The time of the establishment of
the speed increased slightly to reach t = 0.34s. However, upon reversal of the reference,
we see an appearance of exceeding in terms of the response, so a runaway effect occurs,
which led us to introduce an anti-windup device. The latter is not enough to limit the
speed so it is recommended to act on the GPC parameters to remedy this problem.

5.2 Influence of the GPC parameters

As mentioned in references [23], for maintaining N1, Nu, and λopt to the values 1, 1 and
trace (G’G) respectively, and varying N2 to reconcile between a rapid response and an
acceptable startup current, it is necessary to find a set of parameters that can meet these
requirements. To do this, the influence of parameters on the magnitudes of the PMSM
is analyzed through the following figure: It appears that a strong increase for N2 results
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in a slow system response, while too large a decrease results in a large overshoot about
the set-point (runaway). Note that when N2 increases the response time increases. This
leads to a supplementary computation time which, to be reduced, must be accompanied
by an anti-windup device used primarily to limit both the speed around the set-point and
the admissible starting current, in our case the best choice for N2 or N2optimum

= 120. It
is clear that the time to response is very large in the case of conventional PID controller
even if N2 = 180, as well as the rejection of disturbance is very good in the adaptive
predictive control (see Figure 12).

Also, the right choice of N2 does not influence the response time only, but also the
shape of the phase current. The following table clearly shows the THD of each value of
N2.

Table 2. Comparison of the THD for different values of N2:

N2:maximum 180 120 50
prediction horizon

THD 31.78 22.41 48.75

6 Conclusion

The association between predictive control that has the ability to anticipate future events
and can take control actions accordingly and the adaptive control whose main role is to
eliminate the effect of disturbances in order to control better the system, relatively to the
conventional controller. In addition, the proposed hybrid inverter gives better harmonic
performance compared to its conventional homologue PWM. The simulation results show
a vast improvement in the current waves and good agreement with the adaptive predictive
control used to control the PMSM. Despite the introduction of the load and the inversion
of the set-point, this system is characterized by a better control of the MASP transient
regime, which conducts to good response times with an assured decoupling and a fast
enough dynamic rejection of disturbances. With a good choice of the actuator (PMSM)
and a robust control (adaptive predictive) and with a good fed (hybrid inverter) like



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 16 (1) (2016) 20–34 33

ours, we could check the first formula of our paper. Therefore our system can provide
superior performances in terms of increased efficiency and reduced noise.
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