
NONLINEAR DYNAMICS AND SYSTEMS THEORY
An International Journal of Research and Surveys

Volume 20                           Number 2                                 2020

   CONTENTS

© 2020,  InforMath Publishing Group                ISSN 1562-8353                    Printed in Ukraine
To receive contents and abstracts by e-mail, visit our Website at:   http://www.e-ndst.kiev.ua

Nonlinear Dynamics
and

Systems Theory
An International Journal of Research and Surveys

Volume 20, Number 2, 2020                                    ISSN   1562-8353

N
O

N
LIN

E
A

R
 D

Y
N

A
M

IC
S
 &

 S
Y
S
TE

M
S
 TH

E
O

R
Y
                                  V

o
lu

m
e 2

0
,   N

o
. 2

,   2
0

2
0

InforMath Publishing Group
http://www.e-ndst.kiev.ua

Solving a System of Nonlinear Fractional Partial Differential 
Equations Using the Sinc-Muntz Collocation Method .................................. 119 
 Mahmood Shareef Ajeel, Morteza Gachpazan and 

Ali Reza Soheili 
 

Some Problems of Attitude Dynamics and Control of a Rigid Body ............ 132 
 A. Yu. Aleksandrov, A. A. Martynyuk and A. A. Tikhonov 
 

Chaos in New 2-d Discrete Mapping and Its Application in
Optimization................................................................................................... 144 
 R. Bououden, M. S. Abdelouahab and F. Jarad
 

Sensorless Two Series Connected Quasi Six-Phase IM Based Direct 
Torque Control for Torque Ripples Minimization ......................................... 153 
 Y. Chedni, DJ. Boudana, A. Moualdia, L. Nezli and P. Wira 
 

Analysis of the Dynamics of a Two-Degree-of-Freedom Nonlinear 

Mechanical System under Harmonic Excitation ............................................ 168 
 Akram Khalil Cheib, V. E. Puzyrov and N. V. Savchenko 
 

Numerical Approximation of the Exact Control for the Vibrating Rod 

with Improvement of the Final Error by Particle Swarm Optimization ........ 179 
 A. Khernane 
 

The Finite Element Method for Nonlinear Nonstandard Volterra 

Integral Equations .......................................................................................... 191 
 M. Khumalo and A. Dlamini 
 

Control of a Novel Class of Uncertain Fractional-Order Hyperchaotic 

Systems with External Disturbances via Sliding Mode Controller ............... 203 
 B. Labed, S. Kaouache and M. S. Abdelouahab 
 

Stochastic Dengue Mathematical Model in the Presence of Wolbachia: 
Exploring the Disease Extinction................................................................... 214 
 M. Z. Ndii and A. K. Supriatna 

EDITOR-IN-CHIEF  A.A.MARTYNYUK 
S.P.Timoshenko Institute of Mechanics 

National Academy of Sciences of Ukraine, Kiev, Ukraine

MANAGING EDITOR  I.P.STAVROULAKIS
Department of Mathematics, University of Ioannina, Greece

REGIONAL EDITORS

P.BORNE, Lille, France
M.FABRIZIO, Bologna, Italy

Europe

M.BOHNER, Rolla, USA
HAO WANG, Edmonton, Canada

USA and Canada 

T.A.BURTON, Port Angeles, USA
, Ensenada, MexicoC.CRUZ-HERNANDEZ

USA and Latin America

 M.ALQURAN, Irbid, Jordan
Jordan and Middle East

K.L.TEO, Perth, Australia
Australia and New Zealand



(1) General. Nonlinear Dynamics and Systems Theory (ND&ST) is an international journal 
devoted to publishing peer-refereed, high quality, original papers, brief notes and review 
articles focusing on nonlinear dynamics and systems theory and their practical applications in 
engineering, physical and life sciences. Submission of a manuscript is a representation that the 
submission has been approved by all of the authors and by the institution where the work was 
carried out. It also represents that the manuscript has not been previously published, has not 
been copyrighted, is not being submitted for publication elsewhere, and that the authors have 
agreed that the copyright in the article shall be assigned exclusively to InforMath Publishing 
Group by signing a transfer of copyright form. Before submission, the authors should visit the 
website:  

http://www.e-ndst.kiev.ua 
for information on the preparation of accepted manuscripts. Please download the archive 
Sample_NDST.zip  containing example of article file (you can edit only the file 
Samplefilename.tex).  
(2) Manuscript and Correspondence. Manuscripts should be in English and must meet 
common standards of usage and grammar. To submit a paper, send by e-mail a file in PDF 
format directly to 

Professor A.A. Martynyuk, Institute of Mechanics,  
Nesterov str.3, 03057, MSP 680, Kiev-57, Ukraine 

e-mail:  journalndst@gmail.com 
or to one of the Regional Editors or to a member of the Editorial Board. Final version of the 
manuscript must typeset using LaTex program which is prepared in accordance with the style 
file of the Journal. Manuscript texts should contain the title of the article, name(s) of the 
author(s) and complete affiliations. Each article requires an abstract not exceeding 150 words. 
Formulas and citations should not be included in the abstract. AMS subject classifications and 
key words must be included in all accepted papers. Each article requires a running head 
(abbreviated form of the title) of no more than 30 characters. The sizes for regular papers, 
survey articles, brief notes, letters to editors and book reviews are: (i) 10-14 pages for regular 
papers, (ii) up to 24 pages for survey articles, and (iii) 2-3 pages for brief notes, letters to the 
editor and book reviews. 
(3)  Tables, Graphs and Illustrations. Each figure must be of a quality suitable for direct 
reproduction and must include a caption. Drawings should include all relevant details and 
should be drawn professionally in black ink on plain white drawing paper. In addition to a 
hard copy of the artwork, it is necessary to attach the electronic file of the artwork (preferably 
in PCX format). 
(4)  References. Each entry must be cited in the text by author(s) and number or by number 
alone. All references should be listed in their alphabetic order. Use please the following style: 

Journal: [1] H. Poincare, Title of the article. Title of the Journal volume  
(issue) (year) pages. [Language] 

Book: [2] A.M. Lyapunov, Title of the Book. Name of the Publishers, Town, year. 

Proceeding: [3] R. Bellman, Title of the article. In: Title of the Book. (Eds.).  
Name of the Publishers, Town, year, pages. [Language] 

(5)  Proofs and Sample Copy. Proofs sent to authors should be returned to the Editorial 
Office with corrections within three days after receipt. The corresponding author will receive 
a sample copy of the issue of the Journal for which his/her paper is published. 
(6)  Editorial Policy. Every submission will undergo a stringent peer review process. An 
editor will be assigned to handle the review process of the paper. He/she will secure at least 
two reviewers’ reports. The decision on acceptance, rejection or acceptance subject to revision 
will be made based on these reviewers’ reports and the editor’s own reading of the paper.   

INSTRUCTIONS FOR CONTRIBUTORSNonlinear Dynamics and Systems Theory
An International Journal of Research and Surveys

 EDITOR-IN-CHIEF    A.A.MARTYNYUK 
The S.P.Timoshenko Institute of Mechanics, National Academy of Sciences of Ukraine, 

Nesterov Str. 3, 03680 MSP, Kiev-57, UKRAINE / e-mail: journalndst@gmail.com

MANAGING EDITOR    I.P.STAVROULAKIS 
Department of Mathematics, University of Ioannina 

451 10 Ioannina, HELLAS (GREECE) / e-mail: ipstav@cc.uoi.gr

ADVISORY EDITOR    A.G.MAZKO
Institute of Mathematics of NAS of Ukraine, Kiev (Ukraine) 

e-mail: mazko@imath.kiev.ua 

REGIONAL  EDITORS
M.ALQURAN (Jordan), e-mail: marwan04@just.edu.jo

P.BORNE (France),  e-mail: Pierre.Borne@ec-lille.fr
 ( ), e-mail: bohner@mst.eduM.BOHNER USA  

T.A.BURTON (USA), e-mail: taburton@olypen.com
C. CRUZ-HERNANDEZ (Mexico),  e-mail: ccruz@cicese.mx

M.FABRIZIO (Italy), e-mail: mauro.fabrizio@unibo.it
HAO WANG (Canada), e-mail: hao8@ualberta.ca

 K.L.TEO (Australia),  e-mail: K.L.Teo@curtin.edu.au

EDITORIAL BOARD
Aleksandrov, A.Yu. (Russia) 
Artstein, Z. (Israel) 
Awrejcewicz, J. (Poland) 
Benrejeb, M. (Tunisia) 
Braiek, N.B. (Tunisia) 
Chen Ye-Hwa (USA) 
D'Anna, A. (Italy) 
De Angelis, M. (Italy) 
Denton, Z. (USA)
Vasundhara Devi, J. (India) 
Djemai,  M. (France)
Dshalalow, J.H. (USA) 
Eke, F.O. (USA) 
Gajic Z. (USA)
Georgiou, G. (Cyprus) 
Herlambang T. (Indonesia)
Honglei Xu (Australia) 
Izobov, N.A. (Belarussia)

Jafari, H. (South African Republic) 
Khusainov, D.Ya. (Ukraine) 
Kloeden, P. (Germany)
Kokologiannaki, C. (Greece) 
Krishnan, E.V. (Oman)
Limarchenko, O.S. (Ukraine) 
Nguang Sing Kiong (New Zealand) 
Okninski, A. (Poland) 
Peterson, A. (USA) 
Radziszewski, B. (Poland) 
Shi Yan (Japan) 
Sivasundaram, S. (USA) 
Sree Hari Rao, V. (India) 
Staicu V. (Portugal)
Stavrakakis, N.M. (Greece) 
Vatsala, A. (USA) 
Zuyev, A.L. (Germany) 

© 2020,  InforMath Publishing Group, ISSN 1562-8353 print, ISSN 1813-7385 online, Printed in Ukraine
No  part  of  this  Journal  may  be  reproduced  or  transmitted  in  any  form  or  by  any  means  without 
permission from InforMath Publishing Group.

ADVISORY  COMPUTER  SCIENCE  EDITORS
A.N.CHERNIENKO and A.S.KHOROSHUN,  Kiev, Ukraine

ADVISORY  LINGUISTIC  EDITOR
S.N.RASSHYVALOVA,  Kiev, Ukraine



NONLINEAR DYNAMICS AND SYSTEMS THEORY
An International Journal of Research and Surveys

Published by InforMath Publishing Group since 2001

Volume 20 Number 2 2020

CONTENTS

Solving a System of Nonlinear Fractional Partial Differential
Equations Using the Sinc-Muntz Collocation Method . . . . . . . . . . . . . . . . 119

Mahmood Shareef Ajeel, Morteza Gachpazan and
Ali Reza Soheili

Some Problems of Attitude Dynamics and Control of a Rigid Body . . 132
A. Yu. Aleksandrov, A. A. Martynyuk and A. A. Tikhonov

Chaos in New 2-d Discrete Mapping and Its Application in
Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

R. Bououden, M. S. Abdelouahab and F. Jarad

Sensorless Two Series Connected Quasi Six-Phase IM Based Direct
Torque Control for Torque Ripples Minimization . . . . . . . . . . . . . . . . . . . . . 153

Y. Chedni, DJ. Boudana, A. Moualdia, L. Nezli and P. Wira

Analysis of the Dynamics of a Two-Degree-of-Freedom Nonlinear
Mechanical System under Harmonic Excitation . . . . . . . . . . . . . . . . . . . . . . 168

Akram Khalil Cheib, V. E. Puzyrov and N. V. Savchenko

Numerical Approximation of the Exact Control for the Vibrating Rod
with Improvement of the Final Error by Particle Swarm Optimization 179

A. Khernane

The Finite Element Method for Nonlinear Nonstandard Volterra
Integral Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

M. Khumalo and A. Dlamini

Control of a Novel Class of Uncertain Fractional-Order Hyperchaotic
Systems with External Disturbances via Sliding Mode Controller . . . . . 203

B. Labed, S. Kaouache and M. S. Abdelouahab

Stochastic Dengue Mathematical Model in the Presence of Wolbachia:
Exploring the Disease Extinction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

M. Z. Ndii and A. K. Supriatna

Founded by A.A. Martynyuk in 2001.

Registered in Ukraine Number: KB 5267 / 04.07.2001.



NONLINEAR DYNAMICS AND SYSTEMS THEORY

An International Journal of Research and Surveys

Impact Factor from SCOPUS for 2018: 0.870, SJR – 0.292, and h-index – 15.

Nonlinear Dynamics and Systems Theory (ISSN 1562–8353 (Print), ISSN 1813–
7385 (Online)) is an international journal published under the auspices of the S.P. Timo-
shenko Institute of Mechanics of National Academy of Sciences of Ukraine and Curtin
University of Technology (Perth, Australia). It aims to publish high quality original
scientific papers and surveys in areas of nonlinear dynamics and systems theory and
their real world applications.

AIMS AND SCOPE

Nonlinear Dynamics and Systems Theory is a multidisciplinary journal. It pub-
lishes papers focusing on proofs of important theorems as well as papers presenting new
ideas and new theory, conjectures, numerical algorithms and physical experiments in
areas related to nonlinear dynamics and systems theory. Papers that deal with theo-
retical aspects of nonlinear dynamics and/or systems theory should contain significant
mathematical results with an indication of their possible applications. Papers that em-
phasize applications should contain new mathematical models of real world phenomena
and/or description of engineering problems. They should include rigorous analysis of
data used and results obtained. Papers that integrate and interrelate ideas and methods
of nonlinear dynamics and systems theory will be particularly welcomed. This journal
and the individual contributions published therein are protected under the copyright by
International InforMath Publishing Group.

PUBLICATION AND SUBSCRIPTION INFORMATION

Nonlinear Dynamics and Systems Theory will have 4 issues in 2020, printed
in hard copy (ISSN 1562–8353) and available online (ISSN 1813–7385), by InforMath
Publishing Group, Nesterov str., 3, Institute of Mechanics, Kiev, MSP 680, Ukraine,
03057. Subscription prices are available upon request from the Publisher, EBSCO In-
formation Services (mailto:journals@ebsco.com), or website of the Journal: http:

//e-ndst.kiev.ua. Subscriptions are accepted on a calendar year basis. Issues are sent
by airmail to all countries of the world. Claims for missing issues should be made within
six months of the date of dispatch.

ABSTRACTING AND INDEXING SERVICES

Papers published in this journal are indexed or abstracted in: Mathematical Reviews /
MathSciNet, Zentralblatt MATH / Mathematics Abstracts, PASCAL database (INIST–
CNRS) and SCOPUS.

mailto:journals@ebsco.com
http://e-ndst.kiev.ua
http://e-ndst.kiev.ua


Nonlinear Dynamics and Systems Theory, 20 (2) (2020) 119–131

Solving a System of Nonlinear Fractional Partial

Differential Equations Using the Sinc-Muntz

Collocation Method

Mahmood Shareef Ajeel, Morteza Gachpazan ∗ and Ali Reza Soheili

Department of Applied Mathematics, Faculty of Mathematical Sciences,
Ferdowsi University of Mashhad, Mashhad, Iran.

Received: December 18, 2019; Revised: April 18, 2020

Abstract: We present a new numerical method for solving a system of nonlinear
fractional partial differential equations (SNFPDEs). This technique is based on the
Sinc functions and the fractional Muntz-Legendre polynomials together with the col-
location method. The proposed approximation reduces the solution of the SNFPDEs
to the solution of a system of nonlinear algebraic equations. In some numerical ex-
amples, we show that approximate solutions also agree with exact solutions.

Keywords: Sinc functions; fractional Muntz-Legendre polynomials; fractional par-
tial differential equations; collocation method; Caputo fractional derivative.

Mathematics Subject Classification (2010): 26A33, 34A08.

1 Introduction

Fractional partial differential equations (FPDEs) are used in many physical models and
engineering research, see [1–3]. Recently, several numerical techniques have been pro-
posed by researchers for solving the FPDEs. For example, Chen, Sun, and Liu [4] used
the generalized fractional-order Legendre function for solving FPDEs. Al-Khaled [5]
used the Sinc–Legendre collocation method for the non-linear Burger’s fractional equa-
tion. Abbasbandy et al. [6] applied an operational matrix of fractional-order Legendre
functions for solving the time-fractional convection-diffusion equation. Other numerical
methods can be found in [7–11].

In this paper, we apply a numerical method for solving a system of nonlinear fractional
partial differential equations (SNFPDEs) of the following form:

∗ Corresponding author: mailto:gachpazan@um.ac.ir

c© 2020 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua119
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
∂αu(x, t)

∂tα
+ a

∂v(x, t)

∂x
+ bvp(x, t) + cu(x, t) = g(x, t),

∂βv(x, t)

∂tβ
+ d

∂u(x, t)

∂x
+ euq(x, t) + fv(x, t) = h(x, t),

(1)

with the conditions

u(x, 0) = u0(x), v(x, 0) = v0(x), u(0, t) = u1(t), v(0, t) = v1(t), (2)

where p, q ∈ N, (x, t) ∈ Ω = (0, 1)×(0, 1), and 0 < α, β ≤ 1 are the order of the fractional
derivatives in the Caputo sense, the continuous functions g and h are known, and the
functions u(x, t) and v(x, t) are unknown and should be determined.

The aim of this paper is to apply the Sinc functions and Muntz–Legendre polynomials
to achieve the numerical solution of system (1).

This paper is organized as follows. The review of the Caputo fractional derivative
and review of the fractional Muntz–Legendre polynomials are presented in Section 2. In
Section 3, we recall the notation of the Sinc functions and their properties. In Sections
4 and 5, we discuss the convergence analysis and the approximate solution of the SNF-
PDEs based on the Sinc functions and Muntz–Legendre polynomials using the collocation
method. In Section 6, we present some examples of the SNFPDEs to show efficiency and
accuracy of the proposed method. Finally, a conclusion is expressed in Section 7.

2 Preliminaries and Notation

In this section, we give the definition and some properties of the Caputo fractional
derivative and fractional-order Muntz–Legendre polynomials.

2.1 Review of the Caputo fractional derivative

Definition 2.1 The fractional derivative of y(t) in the Caputo sense is defined as

Dα
∗ y(t) =

1

Γ(m− α)

∫ t

0

(t− τ)m−α−1y(m)(τ)dτ

for m− 1 < α < m, m ∈ N and t > 0.

Definition 2.2 Let α > 0. The Riemann–Liouville fractional integral operator Jαt
is defined on L1[a, b] by

Jαt y(t) =
1

Γ(α)

∫ t

a

(t− τ)α−1y(τ)dτ.

Some properties of the Riemann–Liouville fractional integral operator Jαt and the
Caputo fractional derivative operator Dα

∗ , which will be used later, are as follows:

1) Dα
∗C = 0, where C is a constant.

2)

Dα
∗ t
v =

{
Γ(v+1)

Γ(v+1−α) t
v−α, v ∈ N0, v ≥ dαe, or v ∈ N, v > bαc,

0, v ∈ N0, v < dαe,
(3)

where dαe is the smallest integer greater than or equal to α, and bαc is the largest
integer less than or equal to α. Also N0 = {0, 1, . . . }.
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3) The Caputo fractional derivative is a linear operation,

Dα
∗

( n∑
i=1

aiyi(t)
)

=

n∑
i=1

aiD
α
∗ yi(t).

4)

Jαt (Jβt y(t)) = Jβt (Jαt y(t)) = Jα+β
t y(t), α, β > 0.

5)

Jαt t
v =

Γ(v + 1)

Γ(α+ v + 1)
tα+v.

6)
Dα
∗ (Jαt y(t)) = y(t).

7)

Jαt (Dα
∗ y(t)) = y(t)−

n−1∑
i=0

y(i)(0)
ti

i!
, n− 1 < α ≤ n, t > 0.

For more details about the properties of the Caputo fractional derivative operator and
Riemann–Liouville fractional integral operator see [2].

2.2 Review of the fractional-order Muntz polynomials

Definition 2.3 (see [6]) The fractional-order Muntz–Legendre polynomials on the
interval [0, T ] are represented by the formula

Ln(t;α) =

n∑
k=0

Cn,k
( t
T

)kα
, (4)

where

Cn,k =
(−1)n−k

αnk!(n− k)!

n−1∏
v=0

(
(k + v)α+ 1

)
.

The function Lk(t;α), k = 0, 1, . . . , n, forms an orthogonal basis for Mn,α =
Span{1, tα, . . . , tnα}, t ∈ [0, T ]. Also it satisfies

L0(t;α) = 1,

L1(t;α) =
( 1

α
+ 1
)( t
T

)α − 1

α
,

b1,nLn+1(t;α) = b2,n(t)Ln(t;α)− b3,nLn−1(t;α),

where

b1,n = a
0, 1α−1
1,n , b2,n(t) = a

0, 1α−1
2,n

(
2(
t

T
)α − 1

)
, b3,n = a

0, 1α−1
3,n ,

aα,β1,n = 2(n+ 1)(n+ α+ β + 1)(2n+ α+ β),

aα,β2,n (x) = (2n+ α+ β + 1)[(2n+ α+ β)(2n+ α+ β + 2)x+ α2 − β2],

aα,β3,n = 2(n+ α)(n+ β)(2n+ α+ β + 2).
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Theorem 2.1 Let Ln(t;α) be the fractional-order Muntz–Legendre polynomials; then
we have the following Caputo fractional derivative of the functions Ln(t;α):

Dα
∗Ln(t;α) =

n∑
k=1

Dn,k

( t
T

)(k−1)α
, (5)

where

Dn,k =
Γ(1 + kα)

Γ(1 + kα− α)Tα
Cn,k,

and Cn,k is defined in Ln(t;α).

Proof. It is a result of equations (3) and (4).

Theorem 2.2 Let α > 0 be a real number and let t ∈ [0, 1]. Then

Ln(t;α) = P
(0, 1α−1)
n (2tα − 1),

where P
(α,β)
n are the Jacobi polynomials with parameters α, β > −1, see [12, 13].

Proof. See [14].

3 Sinc Function and its Properties

In this section, we recall the notation and properties of the Sinc function and derive
useful formulas that will be used in this paper. The Sinc function is defined on R as
(see [15])

Sinc(x) =


sin(πx)

πx
, x 6= 0,

1, x = 0.

Let g(x) be a function defined on R, and let h > 0 be a step size. Consider the Whittaker
cardinal function of g defined by the series

C(g, h)(x) =

∞∑
k=−∞

g(kh) Sinc(
x− kh
h

).

This series converges (see [15]), and the kth Sinc function is defined on R as

S(k, h)(x) = Sinc(
x− kh
h

).

Now, for the positive integer N , the function g can be approximated by truncating as
follows:

CN (g, h)(x) =

N∑
k=−N

g(kh) Sinc(
x− kh
h

).

The properties of the Whittaker cardinal expansion have been extensively studied in [15].
These properties are derived in the infinite strip DS-plane of the complex ω-plane, where,
for d > 0,

DS = {w = u+ iv : |v| < d ≤ π/2}.
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To construct approximations on the interval [a, b], which are used in this paper, the
eye-shaped domain in the z-plane (see [15]),

DE = {z = u+ iv : |arg(
x− a
b− x

)| < d ≤ π/2},

is mapped conformally onto the infinite strip DS via

ω = ψ(z) = ln(
x− a
b− x

).

The basic functions on [a, b] are taken to be the translated Sinc functions

Sk(x) ≡ S(k, h) ◦ ψ(x) = Sinc(
ψ(x)− kh

h
), (6)

where S(k, h) ◦ ψ(x) is defined by S(k, h)(ψ(x)). The inverse map of ω = ψ(z) is

z = ψ−1(ω) =
a+ beω

1 + eω
.

Thus we may define the inverse images of the real line and of the evenly spaced nodes

xk = ψ−1(kh) =
a+ bekh

1 + ekh
, k = 0,±1,±2, . . . .

Definition 3.1 (see [16]) Let B(DE) be the class of functions g that are analytic in
DE and satisfy ∫

ψ−1(x+L)

|g(z)|dz → 0, x→ ±∞,

where
L = {iy : |y| < d ≤ π/2},

and those on the boundary of DE satisfy∫
∂DE

|g(z)|dz <∞.

4 Convergence Analysis

The following expressions show that the Sinc interpolation on B(DE) converges expo-
nentially.

Theorem 4.1 (see [15,16]) Assume that gψ′ ∈ B(DE); then, for all x in [a, b],

|g(x)−
∞∑

k=−∞

g(kh)S(k, h) ◦ ψ(x)| ≤ 2N(gψ′)

πd
e−πd/h.

Moreover, if |g(x)| = Ce−γ|ψ(x)|, x ∈ Γ, for some positive constants C and γ and the
selection h =

√
πd/γN ≤ 2πd/ln(2), then

|d
ng(x)

dxn
−

N∑
k=−N

g(kh)
dn

dxn
S(k, h) ◦ ψ(x)| ≤ kN (n+1)/2e−

√
πdγN

for all n = 0, 1, 2, . . . ,m.
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Also, the nth derivative of the function g at some points xk can be approximated (see [17])
as follows:

δ
(0)
k,j = [S(k, h) ◦ ψ(x)]|x=xj = δk,j ,

where

δk,j =

{
1, j = k,

0, j 6= k.

It has been shown that

δ
(1)
k,j =

d

dψ
[S(k, h) ◦ ψ(x)]|x=xj =

1

h

{
0, j = k,
(−1)(j−k)

j−k , j 6= k.

So the approximate of a function u(x) by the Sinc expansion is

uN (x, t) '
N∑

i=−N
ciSi(x), (7)

where Si(x) is defined in equation (6). Now, for arbitrary fixed tj ∈ (0, 1), we define
u(xk) = u(xk, tj). Then, to approximate the first derivative at the Sinc nodes xk, we
have

∂uN,n(xk, tj)

∂x
=
du(xk)

dx
=
duN (xk)

dx
+ E1 =

N∑
i=−N

ci
( d
dx

[Si(x)]
)
x=xk

+ E1 (8)

=

N∑
i=−N

ci
( d
dψ

[S(i, h) ◦ ψ(x)]
dψ

dx

)
x=xk

+ E1

=

N∑
i=−N

ciδ
(1)
i,k

dψ(xk)

dx
+ E1,

where

E1 = O(Ne−
√
πdγN ).

5 Approximate Solution to the S-N-FPDEs

In this section, we approximate the solution of equation (1) by applying the Sinc function
and fractional Muntz–Legendre polynomials, which are discussed in the previous sections.

First, we approximate the unknown functions u(x, t) and v(x, t) as follows:

uN,n(x, t) '
N∑

i=−N

n∑
j=0

aijSi(x)Lj(t;λ), (9)

vN,n(x, t) '
N∑

i=−N

n∑
j=0

bijSi(x)Lj(t;λ), (10)

where Si(x) and Lj(t;λ) are defined in equations (6) and (4), respectively. Also, λ is
the parameter such that α = k1λ, β = k2λ, and k1, k2 are the smallest natural numbers.
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Moreover, let xk be the Sinc collocation points. Then we approximate the differential
∂u(x, t)

∂x
,
∂v(x, t)

∂x
,
∂αu(x, t)

∂tα
, and

∂αv(x, t)

∂tα
as follows:

∂uN,n(xk, t)

∂x
=

N∑
i=−N

n∑
j=0

aij
( d
dx

[Si(x)]
)
x=xk

Lj(t;λ) (11)

=

N∑
i=−N

n∑
j=0

aij
( d
dψ

[S(i, h) ◦ ψ(x)]
dψ

dx

)
x=xk

Lj(t;λ)

=

N∑
i=−N

n∑
j=0

aijδ
(1)
i,k

dψ(xk)

dx
Lj(t;λ),

∂vN,n(xk, t)

∂x
=

N∑
i=−N

n∑
j=0

bij
( d
dx

[Si(x)]
)
x=xk

Lj(t;λ) (12)

=

N∑
i=−N

n∑
j=0

bij
( d
dψ

[S(i, h) ◦ ψ(x)]
dψ

dx

)
x=xk

Lj(t;λ)

=

N∑
i=−N

n∑
j=0

bijδ
(1)
i,k

dψ(xk)

dx
Lj(t;λ),

and

∂αuN,n(xk, t)

∂tα
=

N∑
i=−N

n∑
j=0

aijSi(x)Dα
∗Lj(t;λ), (13)

∂βvN,n(xk, t)

∂tβ
=

N∑
i=−N

n∑
j=0

bijSi(x)Dβ
∗Lj(t;λ), (14)

where Dα
∗ and Dβ

∗ are defined in Theorem 2.1.
Substituting equations (9)–(14) into equation (1) and the condition (2), we get

∂αuN,n(xk, t)

∂tα
+ a

∂vN,n(xk, t)

∂x
+ bvpN,n(xk, t) + cuN,n(xk, t) = g(x, t),

∂βvN,n(xk, t)

∂tβ
+ d

∂uN,n(xk, t)

∂x
+ euqN,n(xk, t) + fvN,n(xk, t) = h(x, t),

(15)

with the conditions

uN,n(x, 0) = u0(x), vN,n(x, 0) = v0(x), uN,n(0, t) = u1(t), vN,n(0, t) = v1(t). (16)

Now, to find the unknown coefficients aij and bij in equations (15) and (16), we use the
collocation method with suitable collocation points (xk, tr), where xk = ekh/(1 + ekh),
h =

√
πd/N , and d = π/2 for k = −N, . . . , N , (see [15]) and tr are the Chebyshev–

Gauss–Lobatto points with the following relation:

tr =
1

2
− 1

2
cos

πr

n
, r = 1, . . . , n.
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Substituting these points into equations (15) and (16), we get

N∑
i=−N

n∑
j=0

aijSi(xk)Dα
∗Lj(tr;λ) + a

N∑
i=−N

n∑
j=0

bijδ
(1)
i,k

dψ(xk)

dx
Lj(tr;λ)

+b
( N∑
i=−N

n∑
j=0

bijSi(xk)Lj(tr;λ)
)p

+ c
N∑

i=−N

n∑
j=0

aijSi(xk)Lj(tr;λ) = g(xk, tr),

N∑
i=−N

n∑
j=0

bijSi(xk)Dβ
∗Lj(tr;λ) + d

N∑
i=−N

n∑
j=0

aijδ
(1)
i,k

dψ(xk)

dx
Lj(tr;λ)

+e
( N∑
i=−N

n∑
j=0

aijSi(xk)Lj(tr;λ)
)q

+ f
N∑

i=−N

n∑
j=0

bijSi(xk)Lj(tr;λ) = h(xk, tr),

N∑
i=−N

n∑
j=0

aijSi(xk)Lj(0;λ)) = u0(xk),

N∑
i=−N

n∑
j=0

bijSi(xk)Lj(0;λ) = v0(xk),

N∑
i=−N

n∑
j=0

aijSi(0)Lj(tr;λ) = u1(tr),

N∑
i=−N

n∑
j=0

bijSi(0)Lj(tr;λ) = v1(tr).

Now, we have a system of nonlinear algebraic equations with unknown coefficients aij
and bij . By using well-known Newtons method, we can find the approximate solutions
given in (9) and (10).

6 Numerical Illustration

In this section, we present some examples of SNFPDEs to show the efficiency of the
proposed method. The results will be compared with the exact solutions. The accuracy
of the present method is estimated by the absolute errors E1

N,n and E2
N,n, which are

given as follows:

E1
N,n(α, β) = |u(xi, tj)− uN,n(xi, tj)|, E2

N,n(α, β) = |v(xi, tj)− vN,n(xi, tj)|.

If α = β = λ, we put EiN,n(α, β) = EiN,n(λ), i = 1, 2.

Example 6.1 Consider the SNFPDEs
∂αu(x, t)

∂tα
+ v2(x, t) + u(x, t) = g(x, t),

∂αv(x, t)

∂tα
+ u2(x, t) + v(x, t) = h(x, t),

with the conditions u(x, 0) = x, v(x, 0) = x2, u(0, t) = tα and v(0, t) = tβ .
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Table 1: The maximum absolute errors max{E1
N,n(λ)} and max{E2

N,n(λ)} for Example 6.1.

{N,n} max{E1
N,n(

1

2
)} max{E2

N,n(
1

2
)} max{E1

N,n(
1

3
)} max{E2

N,n(
1

3
)} max{E1

N,n(
3

5
)} max{E2

N,n(
3

5
)}

{2, 4} 1.11e− 10 1.63e− 10 3.85e− 02 5.10e− 02 1.03e− 02 1.04e− 02
{3, 6} 1.06e− 10 4.51e− 10 3.99e− 15 3.33e− 15 3.30e− 03 3.36e− 03
{4, 8} 1.81e− 11 7.02e− 11 4.66e− 15 6.88e− 15 1.29e− 03 1.31e− 03
{5, 10} 1.33e− 15 1.55e− 15 4.88e− 15 5.32e− 15 6.15e− 04 6.25e− 04

The exact solutions are u(x, t) = x + tα and v(x, t) = x2 + tβ . For various values of
N,n, α, and β, we obtain an approximate solution of this equation. Table 1 shows the
maximum absolute errors for the various values of N,n and α = β = 1

2 ,
1
3 ,

3
5 . From Table

1, we see that the error can be reduced by increasing the number of collocation points.
Also, the absolute errors are shown in Figure 1.
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Figure 1: The absolute error functions with α = β = 3/5 for Example 6.1.

Example 6.2 Consider the SNFPDEs


∂αu(x, t)

∂tα
+
∂v(x, t)

∂x
+ v3(x, t) = g(x, t),

∂βv(x, t)

∂tβ
+
∂u(x, t)

∂x
+ u3(x, t) = h(x, t),

with the conditions

u(x, 0) = v(x, 0) = u(0, t) = v(0, t) = 0.
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Table 2: The maximum absolute errors max{E1
N,n(λ)} and max{E2

N,n(λ)} for Example 6.2.

{N,n} max{E1
N,n( 1

2 )} max{E2
N,n( 1

2 )} max{E1
N,n( 1

3 )} max{E2
N,n( 1

3 )}

{2, 4} 3.9767e− 02 3.5755e− 02 5.0258e− 02 3.7833e− 02
{3, 6} 2.4553e− 02 2.1419e− 02 2.2845e− 02 2.0500e− 02
{4, 8} 5.8731e− 03 6.0509e− 03 5.5623e− 03 6.3847e− 03
{5, 10} 6.1088e− 03 5.9381e− 03 6.1866e− 03 5.8873e− 03
{6, 12} 1.9400e− 03 1.9239e− 03 1.8999e− 03 1.9470e− 03
{7, 14} 2.1785e− 03 2.1212e− 03 2.1709e− 03 2.1308e− 03
{8, 16} 9.8963e− 04 8.4617e− 04 1.3835e− 03 1.4523e− 04
{9, 18} 9.1436e− 04 8.9726e− 04 9.0637e− 04 8.9827e− 04
{10, 20} 5.1216e− 04 4.8690e− 04 5.0375e− 04 4.9526e− 04
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Figure 2: The absolute error functions with α = β = 1/2 and α = β = 1/3 for Example 6.2.
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Table 3: The computational convergence order for for Example 6.2.

{N,n}new {N,n}old Order1
( 1
2 ) Order2

( 1
2 ) Order1

( 1
3 ) Order2

( 1
3 )

{3, 6} {2, 4} 2.3785 2.5275 3.8891 3.0225
{4, 8} {3, 6} 9.9447 8.7880 9.8214 8.1098
{10, 20} {9, 18} 11.0020 11.6037 11.1497 11.3019
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Figure 3: The absolute error functions with α = 1/3, β = 2/3 for Example 6.2.

The exact solutions are u(x, t) = t sinx and v(x, t) = t2 sinx. For various values of
N,n, α, and β, we obtain an approximate solution of this equation. The absolute error
is shown in Figure 2. Figure 3 shows the maximum absolute error for α = 1

3 , β = 2
3 .

Also, Figure 4 and Table 2 show the maximum absolute error for the various values of
N,n and α = β = 1

2 ,
1
3 . We see that the error can be reduced by increasing the number

of collocation points. Also, Table 3 shows the computational convergence orders of the
proposed method. We compute the practical orders of convergence as follows:

Orderi(α) =
log
(

max{EiN,nnew (λ)}
max{EiN,nold (λ)}

)
log
(
hnew
hold

) , i = 1, 2,

where
hnew =

π√
2Nnew

, hold =
π√

2Nold
.

7 Conclusion

In this paper, we applied a basis of the Sinc function and fractional Muntz–Legendre
polynomials to obtain the numerical solution of a system of nonlinear fractional partial
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Figure 4: The maximum absolute error convergence of Example 6.2.

differential equations. To get the unknown coefficients of the fractional Muntz–Legendre
polynomials, we used the collocation method. The results of the numerical examples
showed the efficiency and accuracy of the proposed method.
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Abstract: In the present paper, Vladimir Zubov’s results on the problems of anal-
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1 Introduction

The outstanding Russian mathematician and mechanical engineer Vladimir Ivanovich
Zubov (1930–2000) made an invaluable contribution to the development of Stability
Theory and Control Theory.

V. I. Zubov was born on April 14, 1930 in Kashira town, Moscow region, Russia.
In 1945, he finished secondary school. At the age of 14, Vladimir was wounded by
a hand grenade exploded accidentally and soon failed eyesight. In 1949, he finished
the Leningrad special school for blind and visually impaired children and entered the
Mathematical and Mechanical Faculty of the Leningrad State University. In 1953, after
graduating with honors, he joined the University faculty and since then his career was
inseparably associated with the Leningrad (now, Saint Petersburg) State University.

In 1955, V. I. Zubov defended his PhD thesis “Boundaries of the Asymptotic Stability
Domain” in which he proved the theorem on the asymptotic stability domain. This result
is now known as Zubov’s theorem.

∗ Corresponding author: mailto:a.u.aleksandrov@spbu.ru

c© 2020 InforMath Publishing Group/1562-8353 (print)/1813-7385 (online)/http://e-ndst.kiev.ua132
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Further Zubov’s activities involved both pure fundamental investigations and solution
of applied real-life problems in several fields — from spacecraft to ship control.

In 1969, the Faculty of Applied Mathematics and Control Processes was founded at
the Leningrad State University with Vladimir Zubov’s appointment as its first dean. Two
years later, a Research Institute of Computational Mathematics and Control Processes
was set up by the USSR Government. Zubov became its brains-and-heart. In particular,
he headed the projects on the design, development and operation of systems of self-guided
winged missiles, and tactical schemes construction for the USSR Navy to oppose aircraft
carriers of the potential enemy.

Zubov’s scientific activities were surveyed in the paper [1] dedicated to the 80th
anniversary of his birth. Zubov’s works on the problem of stability by nonlinear approx-
imation are surveyed in [2]. In the present contribution, we focus on Zubov’s results on
the problems of analysis and control of rotation motion of a rigid body together with
their development and extensions in the works of his disciples and followers.

2 A Survey of Zubov’s Results

2.1 Investigation of rotation motion of a rigid body

V. I. Zubov succeeded to make essential contributions to the domains of analytical me-
chanics that had been exhaustively investigated by predecessors, and where it was hard
to expect an original result. In the monographs [3–5], he examined the dynamics of the
rotational motion of a rigid body around a fixed point in the following three directions:

(i) The complete theory of the motion of a rigid body in the Euler-Poinsot case.
(ii) The complete theory of the motion of a rigid body in the case of Lagrange-Poisson.
(iii) The theory of motion of a heavy solid in the general case in a constant uniform

field of gravity.
These problems are considered fundamental in theoretical mechanics. Just a few

problems of nonlinear dynamics admit a solution by quadratures; nevertheless, any of
such a solution always attracts the interest of researchers. Until now, works devoted to
the search for integrable particular cases in the dynamics of a rigid body continue to
appear. Most of them discuss purely speculative constructions, the practical significance
of which, as a rule, is not discussed. Unlike the background of these works, the works of
V. I. Zubov on classical solid mechanics are theoretically elegant but, on the other hand,
application-oriented. It should be noted that V.I. Zubov did not concern much about
the problems of existence and uniqueness of solutions to the Euler equations of the rigid
body motion; his interests were focused on the practical questions relevant to the control
of the body’s attitude. In particular, he is interested in the qualitative behavior of the
spin axis of the body. V.I. Zubov introduced the notion of stability of a rigid body with
respect to orientation (see [4]).

Definition 2.1 A body with a fixed point O is stable with respect to orientation if
its main axis Oz remains all the time in the half-space bounded by the plane orthogonal
to the momentum vector and passing through the point O.

In the Euler-Poinsot case, the equations of motion of a rigid body have the form

Aṗ+ (C −B)qr = 0, Bq̇ + (A− C)pr = 0, Cṙ + (B −A)pq = 0. (1)

Here A,B,C are the principal central moments of inertia of the body, p, q, r are the
projections of the body angular velocity on the principal axes of inertia Ox, Oy, Oz.



134 A. YU. ALEKSANDROV, A. A. MARTYNYUK AND A.A. TIKHONOV

V. I. Zubov proved that the functions v1 = γr2 − αr2, v2 = γq2 − βr2 with α =
(C −B)/A, β = (A−C)/B, γ = (B−A)/C are the first integrals for the system (1). In
terms of v1 and v2, he has formulated the following theorem [4].

Theorem 2.1 A body is stable with respect to orientation if and only if the inequal-
ities αβ < 0, v1v2 6 0 hold.

In the Lagrange case, the motions of a dynamically symmetric (A = B) rigid body
with the mass m in a constant uniform field of gravity with the intensity g are described
by the equations

Aṗ+ (C −B)qr = −mgly, Bq̇ + (A− C)pr = mglx, Cṙ = 0, (2)

ẋ = ry − qz, ẏ = −rx+ pz, ż = qx− py, (3)

where x, y, z are the projections of the unit vector directed opposite to the gravity force
on the axes Ox, Oy, Oz, and the mass centre (point G) has the coordinates (0, 0, l) in the
same reference frame. For this case, necessary and sufficient conditions for the stability
of a body with respect to orientation were found as well [4].

V. I. Zubov has established that in the Euler and Lagrange cases, all the motions of a
rigid body around a fixed point are periodic or almost periodic with the exception of the
motions lying in a special integral manifold. He has determined the precise bounds of the
nutational oscillations for the spin axis of a dynamically asymmetric rigid body freely
rotating about a fixed point. Furthermore, he has determined stability and instability
conditions of the rigid body motions with respect to the spatial orientation of axes [4,5].

For the problem of the attitude motion of a heavy rigid body in a constant uniform
field of gravity, the following equations were studied:

Aṗ+ (C −B)qr = mg(yGz − zGy),

Bq̇ + (A− C)pr = mg(zGx− xGz),
Cṙ + (B −A)pq = mg(xGy − yGx),

(4)

where xG, yG, zG are the coordinates of the body mass centre in the coordinate system
Oxyz. V.I. Zubov proved that any real solution of the Euler-Poinsot differential equations
(3), (4) exists and is holomorphic in the strip of the complex plane that is symmetric
with respect to the real axis. This solution can be converted into the series converging
for all t [4].

The solution to the Darboux problem (the problem of determination of a rigid body
attitude motion via given initial orientation and initial angular velocity) was also pre-
sented by V.I. Zubov in the form of a series converging for all t [3,4]. The coefficients of
this series are determined by recurrent formulas, which allows them to be found numer-
ically.

In the works of Zubov and his scientific group (see [6]), a complete analysis of free
motions of a gyrostat and motions of a gyrostat with a constant external torque was
provided. A classification of types of gyrostat motions was given, and the domains
of values of constructive parameters and domains of initial conditions are divided into
subdomains corresponding to the motions of only one type.

In addition, V. I. Zubov has developed special approaches to constructing conservative
numerical methods for integration of equations of motion of a rigid body [6, 7]. These
approaches are based on the introduction of controls in the computational process to
provide preservation of qualitative characteristics (integrals, integral invariants, stability,
etc.) when passing from the differential equations to the corresponding difference ones.
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2.2 Attitude control of a rigid body

V. I. Zubov has considered the problem of active attitude control of a rigid body in the
general nonlinear statement [6, 8–16]. He has proposed new approaches to the synthesis
of control torques providing stabilization of prescribed orientations of a body. More-
over, he has fulfilled complete investigation of qualitative behavior of solutions for the
corresponding closed-loop systems.

In particular, consider Zubov’s approach to the problem of monoaxial stabilization
of a body (see [16]). Let a rigid body rotating around its mass center O with angular
velocity ω be given. Denote by Oxyz the principal central axes of inertia of the body.
The attitude motion of the body under a control torque M is described by the Euler
equations

Θω̇ + ω ×Θω = M. (5)

Here Θ is the inertia tensor of the body on the axes Oxyz.
Let the unit vectors s and r be given, and the vector s be constant in the inertial

space and the vector r be constant in the body-fixed frame. Then the vector s rotates
with respect to the coordinate system Oxyz with the angular velocity −ω. Hence,

ṡ = −ω × s. (6)

Thus, we consider the differential system consisting of the Euler dynamic equations (5)
and the Poisson kinematic equations (6). It is required to design a control torque M
providing monoaxial stabilization of the body: the corresponding closed-loop system
should admit the asymptotically stable equilibrium position

ω = 0, s = r. (7)

V. I. Zubov has proposed to choose a control torque in the form

M = −ω + kr× s. (8)

Here k is a positive constant. It should be noted that, for such a control, the system (5),
(6), along with (7), has the equilibrium position

ω = 0, s = −r. (9)

With the aid of the Lyapunov function

V =
(
ω>Θω + k‖s− r‖2

)
/2 (10)

the following theorem was proved (see [16]).

Theorem 2.2 Let a control torque be defined by the formula (8). Then the equilib-
rium position (7) is asymptotically stable, whereas the equilibrium position (9) is unstable.
In addition, any motion of the closed-loop system different from the equilibrium position
(9), for an appropriate choice of the coefficient k, possesses the property ω → 0, r → s
as t→ +∞.

V. I. Zubov has considered also the problem of scanning a body axis in accordance
with the prespecified program [13,16]. It was assumed that a unit vector s0(t) rotates in
the inertial space with a given angular velocity ω0(t). A control torque should provide
the fulfilment of the conditions ω(t)→ ω0(t), r(t)→ s0(t) as t→ +∞.
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It was proved (see [13,16]) that the required control can be chosen in the form

M = ω0(t)− ω + Θω̇0(t) + ω0(t)×Θω + kr× s0(t), k = const > 0.

Similar approaches were developed for the problem of triaxial stabilization of a rigid
body [8, 11,13,14].

To construct the control laws ensuring scanning body axes in accordance with the
prespecified program, it is necessary to detect first the required elements of body motions.
In [3,6,13], the problems of determination of orientation of a satellite and localization of
motions were solved. New approaches to detect orientation of a satellite via two known
physical vectors (for example, direction to the Earth or to the Sun, magnetic field vector,
etc.) were proposed.

In addition, V. I. Zubov has developed new methods for the attitude control of a rigid
body with the aid of flywheels and rotors connected with the body [6, 11–13, 16]. These
methods are based on finding the motions of the carried bodies which create the Coriolis
force moments and the moments of relative forces of inertia providing the prescribed
motions of the carrying body. For a set of such problems, stationary motions were
determined, and stability of these motions was investigated.

Furthermore, for the bodies with liquid-filled cavities and for the bodies with flexible
constructions, original mathematical models based on the ordinary differential equations
were suggested. For such models, the analytical constructions of controls providing given
rotational motions of the carrier were obtained (see [6]).

2.3 Applications

Zubov’s investigations were always aimed at applications. He has efficiently exploited
the developed methods for the solution of the following practical problems:

(i) the design of precision control systems of spacecraft positions for the “Proton”
system;

(ii) the design of control systems for the rotational motion of spacecrafts for the
precision orientation of sensitive axes of devices on the base of magneto-hydrodynamic
control systems with the use of conducting fluids in feedback contours.

3 Some Extensions of Zubov’s Results

The present paper does not claim to provide a comprehensive review of all the numer-
ous publications exploring and developing Zubov’s ideas and results. Here we confine
ourselves to just a few developments of Zubov’s heritage.

3.1 Construction of strict Lyapunov functions

It is worth mentioning that Zubov’s results on attitude control of a rigid body are based on
the constructing weak Lyapunov functions. Derivatives of these functions with respect to
the systems under study are only nonnegative. It is known, that such Lyapunov functions
are not well suited to the robustness analysis since their negative semidefinite derivatives
along the trajectories could become positive under arbitrarily small perturbations of the
dynamics. This has motivated the development of the methods for constructing strict
Lyapunov functions, i.e., the functions with negative definite derivatives.

E. Ya. Smirnov has proposed an approach for transforming the weak Lyapunov func-
tions constructed by Zubov into the strict ones (see [17]).
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For instance, for the problem of monoaxial stabilization of a rigid body, he has sug-
gested the following modification of the Lyapunov function (10):

Ṽ =
(
ω>Θω + k‖s− r‖2

)
/2− γω>ΘP(r× s), (11)

where γ is a positive parameter, P is a constant matrix [17]. It was proved that, if the
matrix P> + P is positive definite, then, for sufficiently small values of γ, the derivative
of (11) along the solutions of the system (5), (6) closed by the control (8) is negative
definite with respect to the variables ω and r− s.

On the basis of Smirnov’s approach, in his works and the works of his scientific group
(see [17–20]), various extensions of Zubov’s results were obtained. In particular, the
methods of robust attitude control were developed for the cases where the inertia tensor
of a body and the torques acting on the body are given with some errors [18].

Moreover, in [21–24], strict Lyapunov functions were constructed in the problems
of monoaxial and triaxial stabilization of rigid bodies with essentially nonlinear control
torques.

3.2 Stabilization with respect to a part of variables

It is known [25, 26], that the perturbations resulting in the attitude deviations of a
rigid body from a given position can be treated as the uncontrolled variables when
solving the problem of partial stabilization of stationary motions of the body via the
flywheels (rotors). It was shown (see [26]) that a flywheel may also be used for the
partial stabilization of the permanent rotation of a solid.

Another interesting partial control problem is the problem of “passage” of a solid
through a given angular position in the three-dimensional inertial space. This problem
is encountered, for example, in a quickly reorienting spacecraft for implementing instant
actions (photographing, firing, data transmission, etc.) when the body reaches the desired
angular position. For an asymmetric solid, this problem was solved in [27].

Nonlinear game problem of monoaxial reorientation for an asymmetric rigid body
with the internal torques applied to the flywheels connected with the body was considered
in [28]. The estimates for admissible levels of noise depending on the control constraints
were found based on the method proposed in [29], where the control is carried out via
the moments of external forces realized by the engines.

Some sufficient conditions of the partial stability and partial asymptotic stability
of programmed motions of a rigid body were derived in [22, 23] with the aid of the
comparison method.

3.3 Nonstationary moments of inertia and control torques

In the papers [21,30], the problems of the monoaxial and triaxial stabilization of a rigid
body with time-varying moments of inertia were considered, and sufficient conditions
of the asymptotic stability of prescribed orientations are found. It is worth noting that,
in [30], weak Lyapunov functions and the method of limiting equations were used, whereas
the results of [21] are based on the application of special constructions of strict Lyapunov
functions and the theory of differential inequalities.

Furthermore, in [21–23, 31], some problems of attitude stabilization of a rigid body
with the use of restoring and dissipative torques were studied for the case where control
torques evolve with time. In particular, the possibility of implementing the control
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systems in which the restoring or dissipative torques tend to zero as time increases was
investigated. It is well known that such an evolution could result in new dynamic effects
and difficulties of substantiation. Both cases of linear and essentially nonlinear controls
were considered. With the aid of the Lyapunov direct method and the comparison
method, the conditions were derived under which we can guarantee stability of given
equilibrium positions of a body despite the evolution of control torques.

3.4 Application of the averaging technique

In [24, 32], some problems of attitude dynamics of a rigid body influenced by the linear
dissipative torque, homogeneous (linear or nonlinear) restoring torque and nonstationary
perturbations with zero mean values were studied. It was assumed that the orders of
homogeneity of perturbations coincide with those of the components of the restoring
torque. The averaging technique was applied and developed for the problems. Original
constructions of nonstationary Lyapunov functions taking into account the structure
of perturbations acting on the body were proposed. With the aid of these functions,
sufficient conditions for the asymptotic stability of the body equilibrium positions were
derived. It was proved that, in the case of linear restoring and perturbing torques, the
destabilizing effect of nonstationary perturbations can be compensated via introducing a
sufficiently large multiplier at the vector of dissipative torque, whereas, for the nonlinear
case, to guarantee the asymptotic stability of the equilibrium positions, it is not necessary
to use such a parameter.

3.5 Control problems with incomplete feedback

Consider the problem of synthesis of the controls ensuring the asymptotic stability of
rotation motion of a body around one of the principal central axes of inertia with a given
angular velocity ω = ω0. In the presence of complete feedback, when there are three
angular velocity sensors measuring its projections onto the selected axes, this problem
was solved in [8]. At the same time, A.M. Letov posed the problem of constructing
such a control using a smaller number of sensors [33]. Letov’s problem, continuing and
developing the results of V.I. Zubov, was treated in a number of works. Some of them
are mentioned below:

(1) For ω0 = 0, this problem was solved in [34], and for the case of monoaxial
stabilization, in [35].

(2) For ω0 6= 0, the monoaxial stabilization problem was solved in a local setting
in [36] and [37] for the case where the vector ω0 is directed along the main axis of inertia
of a body.

(3) In the case of two sensors, the problem is solved in [38] for almost all inertia
tensors.

(4) In the case of one sensor, the problem is solved in [39] in the linear approximation
using a dynamical controller.

(5) The case of one sensor was investigated nonlocally in [40] taking into account
nonlinear terms. The investigation is based on the Lyapunov functions method.

(6) In [41], the case of monoaxial stabilization was investigated. It was suggested
to choose the required controls as linear functions with respect to the deviations of the
projections of the angular velocity vectors from the prescribed values. Conditions were
obtained under which such a control provides the asymptotic stability of rotation around
the large, small or medium axis of inertia.
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3.6 Equilibria of a gyrostat satellite

Permanent Zubov’s interest in gyroscopic systems was inspired by their applications in
shipbuilding, air- and spacecraft industry [4]. One of the gyroscopic objects is a gyrostat-
satellite, the analysis of the dynamics of which attracted the attention of V. I. Zubov and
his followers.

Bifurcations of the relative equilibria of a gyrostat satellite moving in a circular Ke-
plerian orbit was investigated in [42] for a special case of the alignment of its gyrostatic
moment. The whole set of equilibria with respect to the orbital system of coordinates
of the gyrostat satellite was determined using the given moments of inertia, the value of
the gyroscopic moment and the direction cosines of the axis of rotation of the flywheel
and the changes in this set are investigated as a function of the bifurcation parameter,
i.e., the magnitude of the gyrostatic moment of the system. A parametric analysis of
the relative equilibria of the three possible classes of equilibria for a system in a circular
orbit in a central Newtonian force field is carried out using computer algebra facilities.

The usage of LinModel software package and the symbolic-numerical modeling func-
tions of the Mathematica Computer Algebra System has also proved to be fruitful in the
stability investigations of the orbital gyrostat equilibria [43]. By means of Lyapunov’s
approach, the regions in the space of input parameters are determined, where the stabil-
ity, instability, or gyroscopic stabilization of relative equilibria of a prolate axisymmetric
orbital gyrostat with a constant gyrostatic moment vector are ensured.

A new geometric approach to the analysis of the set of relative gyrostat equilibria
is developed in [44]. It is proposed to determine the relative gyrostat equilibria in the
corresponding three-dimensional Euclidean space using special aggregated parameters of
the system by the coordinates of the intersection points of two pairs of corresponding
hyperbolic cylinders with the sphere of unit radius. It is shown that, for the arbitrary
values of the gyrostatic moment and other parameters of the system, there are at least
eight different relative equilibria.

3.7 A gyrostat satellite in the gravitational and magnetic fields

The attitude motion of a gyrostat satellite is considered in [45] taking into account its
interaction with the Earth’s magnetic field through its own magnetic moment. The
existence of a relative equilibrium of the gyrostat satellite in a special coordinate system
associated with the geomagnetic induction vector is proved. The implementation of
one particular case of such motion is given. Based on the numerical integration of the
differential equations of the perturbed motion, the obtained stability conditions for the
gyrostat satellite are analyzed.

A gyrostat satellite moving in a circular Keplerian orbit in the plane of geomagnetic
equator is considered in [46]. The gyrostat is equipped with a flywheel, has an electro-
static charge and its own magnetic moment. The attitude motion of the gyrostat under
the action of the Lorentz and magnetic torques is studied. It is shown that in the case of
dynamic and electromagnetic symmetry of the gyrostat, the problem reduces to quadra-
tures by constructing four first integrals. The motion of the gyrostat axis of symmetry is
studied, and its geometric interpretation is given. The same gyrostat in a weakly elliptic
orbit is considered in [47]. The reversibility of the differential system with three fixed
sets is established. The properties of the symmetric periodic oscillations are analyzed.
It is proved that during the transition from a circular orbit to a weakly elliptical one,
a bifurcation of the family of symmetric oscillations of the circular problem occurs and
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two isolated symmetric oscillations are generated.

A gyrostat satellite with a triaxial inertia ellipsoid in a weakly elliptic orbit with
small inclination is considered in [48]. The attitude motion of the gyrostat under the
influence of the Lorentz, magnetic and gravitational torques is studied. It is shown that
the problem is reversible with two fixed sets. In the case of an isoinertial gyrostat, a
third fixed set appears. Two of these three sets correspond to the sets of the degenerate
problem [46]. It was found out which sets of symmetric oscillations of the degenerate
problem bifurcate and generate isolated oscillations.

3.8 Attitude control of a rigid body using powered gyroscopes

In addition, the development of Zubov’s ideas is contained in a series of works by E.Ya.
Smirnov and his scientific group devoted to the attitude control of a rigid body using
powered gyroscopes [17,18]. For instance, in [18], the problem of triaxial attitude control
of a rigid body (carrier) using three pairs of two-degree-of-freedom powered gyroscopes
is considered. The errors are taken into account in the construction of the carrier and
gyroscopes, as well as the errors in the installation of gyroscopes relative to the carrier.
The controls are found that solve the problem of the triaxial orientation of a solid.

3.9 An extension of the classes of stabilizing controls

When solving spacecraft control problems, in numerous cases it is necessary to take into
account such effects as the discrete nature of the receipt of information about the state
of control objects and its transfer to control devices, the specifics of the functioning
of executive devices and the delay in feedback laws. This results in an extension of
the classes of applied controls. In particular, in [17, 18], the discrete-time and relay-
type control torques providing monoaxial and triaxial stabilization of a rigid body were
proposed; in [18, 49], the impulse controls were applied; some problems of the attitude
control for the case of delay in feedback laws were solved in [26,49,50].

3.10 Development of conservative numerical methods

Among the developments of Zubov’s results on the theory of conservative methods for
the numerical integration of differential systems, it is worth mentioning the method of
numerical continuation with respect to parameters for constructing periodic motions.
For an autonomous Hamiltonian system, this method is described in [51]. It has wide
applications to the problems of rigid body attitude dynamics in which the numerical
construction of the families of periodic motions generated from the regular precessions of
a dynamically symmetric satellite is of practical interest. A modification of this method
was proposed in [52]. This modification allowed to significantly increase the speed of
calculations as well as the accuracy of numerical calculations.

4 Conclusion

Vladimir Zubov was a prominent scholar, engineer and university lecturer. In the pre-
vious sections we have reviewed just only one area of scientific activity of him and his
successors.
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Zubov is the author of about 200 publications including 31 monographs and text
books. He was an advisor for 20 DSc and about 100 PhD dissertations. Under Zubov’s
supervision, a worldwide famous school in control theory was developed in St. Petersburg.

In 1968, V. I. Zubov became the USSR State Prize winner for his pioneer works in
control theory. In 1981, he was elected a corresponding member of the Soviet Union
Academy of Sciences, and in 1998, he was awarded the title of the Honored Scholar of
the Russian Federation. In 1996, the Zubov scientific school “Processes of control and
stability” was the winner of the competition for the State support of leading scientific
schools of Russia. In 2001, the Research Institute of Computational Mathematics and
Control Processes of St. Petersburg State University was named after him.

For outstanding merits to the world science, Zubov’s name was perpetuated as the
name of the minor planet ‘ZUBOV 10022’. This asteroid has a size of 6 km, a brightness
of 13.8 magnitude, and the greatest orbit’s semiaxis of 2.369 astronomical units.

Acknowledgment

The reported study was partially financially supported by the Russian Foundation for
Basic Research (Grant No. 19-01-00146-a).

References

[1] A. Yu. Aleksandrov, A. A. Martynyuk and A. P. Zhabko. Professor V. I. Zubov. To the 80th
Birthday Anniversary. Nonlinear Dynamics and Systems Theory 10 (1) (2010) 1–10.

[2] A. Yu. Aleksandrov, A. A. Martynyuk and A. P. Zhabko. The problem of stability by non-
linear approximation. To the 85th Birthday of Professor V.I. Zubov. Nonlinear Dynamics
and Systems Theory 15 (3) (2015) 221–230.

[3] V. I. Zubov et al. Dynamics of Free Rigid Body and Determination of its Orientation in
the Space. Leningrad: Leningrad State University, 1968. [Russian]

[4] V. I. Zubov. Analytical Dynamics of Gyroscopic Systems. Leningrad: Sudostroenie, 1970.
[Russian]

[5] V. I. Zubov. Analytical Dynamics of Systems of Bodies. Leningrad: Leningrad State Uni-
versity, 1983. [Russian]

[6] V. I. Zubov et al. Control of Rotational Motion of a Rigid Body. Leningrad: Leningrad
State University, 1978. [Russian]

[7] V. I. Zubov. Conservative numerical methods for differential equations integration in non-
linear mechanics. Doklady Akademii Nauk Rossii 354 (4) (1997) 446–448. [Russian]

[8] V. I. Zubov. On the active control of rigid body rotation. Differencial’nye Uravnenija 6 (11)
(1970) 2086–2087. [Russian]

[9] V. I. Zubov. The control of rotational motion. Differencial’nye Uravnenija 7 (7) (1971)
1320–1322. [Russian]

[10] V. I. Zubov. An analytic construction of the guidance law that controls the rotational motion
of a rigid body under indirect guidance. Differencial’nye Uravnenija 10 (10) (1974) 1898–
1899. [Russian]

[11] V. I. Zubov. Controlled rotation and the dynamics of relative motion. Doklady Akademii
Nauk USSR 219 (3) (1974) 565–566. [Russian]

[12] V. I. Zubov. Using of dynamics of relative motion under control of rotational motion. In:
Selected Problems of Applied Mechanics. VINITI, Moscow, 1974, pp. 333–339. [Russian]



142 A. YU. ALEKSANDROV, A. A. MARTYNYUK AND A.A. TIKHONOV

[13] V. I. Zubov. Lectures on Control Theory. Moscow: Nauka, 1975. [Russian]

[14] V. I. Zubov. Theorie de la Commande. Moscow: Mir, 1978. [French]

[15] V. I. Zubov. Optimal damping of the rotation motion. Appl. Mechanics 16 (5) (1980) 113–
121. [Russian]

[16] V. I. Zubov. Dynamics of Controlled Systems. Moscow: Vysshaya Shkola, 1982. [Russian]

[17] E. Ya. Smirnov. Some Problems of Mathematical Control Theory. Leningrad: Leningrad
State University, 1981. [Russian]

[18] E. Ya. Smirnov et al. Control of Mechanical System Motion. Leningrad: Leningrad State
University, 1985. [Russian]

[19] E. Ya. Smirnov. Control of the rotational motion of a rigid body under conditions of inde-
terminacy. Differencial’nye Uravnenija 11 (5) (1975) 928–929. [Russian]

[20] E. Ya. Smirnov. Control of rotational motion of a free solid by means of pendulums. Me-
chanics of Solids 15 (3) (1980) 1–5.

[21] A. Yu. Aleksandrov. The stability of the equilibrium positions of non-linear non-autonomous
mechanical systems. J. of Appl. Mathematics and Mechanics 71 (3) (2007) 324–338.

[22] A. Yu. Aleksandrov, E. B. Aleksandrova and A. A. Tikhonov. Monoaxial attitude stabiliza-
tion of a rigid body under vanishing restoring torque. Nonlinear Dynamics and Systems
Theory 18 (1) (2018) 12–21.

[23] A. Yu. Aleksandrov and A. A. Tikhonov. Attitude stabilization of a rigid body under the
action of a vanishing control torque. Nonlinear Dynamics 93 (2) (2018) 285–293.

[24] A. Yu. Aleksandrov and A. A. Tikhonov. Rigid body stabilization under time-varying per-
turbations with zero mean values. Cybernetics and Physics 7 (1) (2018) 5–10.

[25] V. I. Vorotnikov. Partial Stability and control: The state-of-the-art and development
prospects. Automation and Remote Control 66 (4) (2005) 511–561.

[26] V. I. Vorotnikov and V. V. Rumyantsev. Stability and Control with Respect to a Part of
the Variables of a State Vector of Dynamical Systems: Theory, Methods, Applications.
Moscow: Nauchnyi Mir, 2001. [Russian]

[27] V. I. Vorotnikov. On the zero-stabilization of nonlinear controllable systems in part of ar-
guments. Automation and Remote Control 58 (6) (1997) 924–934.

[28] V. I. Vorotnikov and Yu. G. Martyshenko. On the nonlinear uniaxial reorientation problem
for a three-rotor gyrostat in the game noise model. Automation and Remote Control 73 (9)
(2012) 1469–1480.

[29] A. S. Andreyev. The stability of the equilibrium position of a non-autonomous mechanical
system. J. of Appl. Mathematics and Mechanics 60 (3) (1996) 388–396.

[30] A. S. Andreev. On the asymptotic stability and instability of the zero solution of a non-
autonomous system. J. of Appl. Mathematics and Mechanics 48 (2) (1984) 154–160.

[31] A. Yu. Aleksandrov and A. A. Tikhonov. Attitude stabilization of a rigid body in conditions
of decreasing dissipation. Vestnik St. Petersburg University, Mathematics 50 (4) (2017)
384–391.

[32] A. Yu. Aleksandrov and A. A. Tikhonov. Uniaxial Attitude stabilization of a rigid body un-
der conditions of nonstationary perturbations with zero mean values. Vestnik St. Petersburg
University, Mathematics 52 (2) (2019) 187–193.

[33] A. M. Letov. Flight Dynamics and Control. Moskow, Nauka, 1969. [Russian]

[34] A. M. Meilakhs and G. M. Khitrov. On damping the rotation of a solid. Differencial’nye
Uravnenija 12 (8) (1976) 1520–1522. [Russian]



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 20 (2) (2020) 132–143 143

[35] A. M. Meilakhs. On the orientation of an inert solid. Differencial’nye Uravnenija 12 (11)
(1976) 2101. [Russian]

[36] D. V. Lebedev. On controlling the motion of a solid body with data on angular velocity
incomplete. Automation and Remote Control 39 (12) (1979) 1739–1744.

[37] V. S. Ermolin. Stabilization of the rotational motion of a dynamically symmetric rigid body.
In: Control, Reliability and Navigation. Mordovian State University, Saransk, 1976, no. 3,
pp. 132–137. [Russian]

[38] A. M. Meilakhs. On the stabilization of the rotational motion of a solid. Differencial’nye
Uravnenija 16 (10) (1980) 1888–1890. [Russian]

[39] D. V. Lebedev. To control the rotational motion of a solid with incomplete information
about the angular velocity vector. Prikl. Matem. and Mech. 41 (2) (1977) 219–224. [Russian]

[40] A. M. Meilakhs. On the control of the rotational motion of a solid. In: Mathematical Methods
for the Study of Controlled Mechanical Systems. Leningrad State University, Leningrad,
1982, pp. 121–126. [Russian]

[41] M. B. Dzhumagalieva. On the asymptotic stability of a rigid body rotation motion in the
Euler case. In: Problems of Mechanics of Controlled Motion. Nonlinear Dynamic Systems.
Per’m University, Per’m, 1984, pp. 66–73. [Russian]

[42] S. V. Chaikin. Bifurcations of the relative equilibria of a gyrostat satellite for a special case
of the alignment of its gyrostatic moment. J. of Appl. Mathematics and Mechanics 77 (5)
(2013) 477–485.

[43] A. V. Banshchikov and S. V. Chaikin. Analysis of the stability of relative equilibria of a
prolate axisymmetric gyrostat by symbolic-numerical modeling. Cosmic Res. 53 (5) (2015)
378–384.

[44] S. V. Chaikin. The set of relative equilibria of a stationary orbital asymmetric gyrostat. J.
of Appl. and Industrial Mathematics 13 (1) (2019) 30–35.

[45] A. V. Demidov. On the motion of a gyrostat satellite relative to the center of mass. In:
Problems of Mechanics of Controlled Motion. Leningrad State University, Leningrad, 1974,
no. 6, pp. 62–65. [Russian]

[46] A. A. Tikhonov. The integrable case in the gyrostat attitude motion in the gravitational
and magnetic Earth’s fields. Vestnik Udmurtgskogo Universiteta. Ser. Mekhanika (2) (2009)
89–96.

[47] A. A. Tikhonov and V. N. Tkhai. Symmetrical oscillations in the problem of gyrostat at-
titude motion in a weakly elliptical orbit in gravitational and magnetic fields. Vestnik St.
Petersburg University, Mathematics 48 (2) (2015) 119–125.

[48] A. A. Tikhonov and V. N. Tkhai. Symmetric oscillations of charged gyrostat in weakly
elliptical orbit with small inclination. Nonlinear Dynamics 85 (3) (2016) 1919–1927.

[49] A. V. Prasolov. On the triaxial stabilization of a spacecraft using a pulsed system. Cosmic
Res. 17 (6) (1979) 932–934. [Russian]

[50] A. Yu. Aleksandrov and E. B. Aleksandrova. Monoaxial attitude stabilization of a rigid
body under a delay in feedback law. Mechatronics, Automation, Control (12) (2014) 18–22.
[Russian]

[51] S. R. Karimov and A. G. Sokolsky. Method of continuation with respect to parameters of
natural families of periodic motions of Hamiltonian systems. Preprint ITA AN SSSR. No.
9. 1990. [Russian]

[52] E. A. Sukhov and B. S. Bardin. Numerical and analytical construction of a family of periodic
motions of a symmetric satellite born from its hyperboloidal precession. Engineering Jour-
nal: Science and Innovation 53 (5) (2016). DOI: 10.18698/2308-6033-2016-5-1489 [Russian]



Nonlinear Dynamics and Systems Theory, 20 (2) (2020) 144–152

Chaos in New 2-d Discrete Mapping and Its
Application in Optimization

R. Bououden 1∗, M. S. Abdelouahab 1 and F. Jarad 2

1Laboratory of Mathematics and their Interactions, Abdelhafid Boussouf University Center,
Mila, Algeria.

2 Department of Mathematics, Faculty of Arts and Sciences, Cankaya University,
Ankara, Turkey.

Received: November 24, 2019; Revised: March 5, 2020

Abstract: In this paper, we propose a new map which is a combination of the
Hénon and Lozi maps. We analyze the proposed map numerically and with the aid
of bifurcation plots. On the other hand, and as an example of application of this
new map, we are going to use it in the chaotic optimisation algorithm. To prove the
efficiency of this map, we use numerical results thorought the paper.
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1 Introduction

Recently, a large number of complex nonlinear optimization problems are solved using
chaotic optimization algorithms [2–6]. In such cases, traditional algorithms [7–10] may
not often produce the desired outcomes and therefore alternate methods must be em-
ployed.

For the last few decades, researchers have focused on developing hybrid algorithms
by combining heuristic algorithms with chaos searching techniques to solve a non-linear
system of equations and optimization problems such as the chaotic Monte Carlo opti-
mization, chaotic BFGS, chaotic particle swarm optimization, chaotic genetic algorithms,
chaotic harmony search algorithm, chaotic simulated annealing, gradient-based methods
and so on [11–13]. Due to the non-repetition of chaos, the chaotic optimization algo-
rithm can carry out overall searches at higher speeds than the stochastic ergodic searches
that depend on probabilities.
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Different types of chaotic systems have been considered in literature for applications
in optimization methods. The logistic equation and other equations, such as the tent
map, Gauss map, Lozi map, Hénon map, sinusoidal iterator, Chua’s oscillator, Ikeda
map, and others, have been adopted instead of the random ones with very interesting
results [14–17].

The most popular map which is used in chaotic optimization algorithm is the Hénon
map [18]. M. Hénon has defined a map from the plane to itself. It is one of the most
studied examples of dynamical systems that exhibit chaotic behaviour. The Hénon map
is defined by

H

(
x
y

)
=

(
1− ax2 + by

x

)
. (1)

For a = 1.4 and b = 0.3, the Hénon map (1) is chaotic as in Figure 1 (a). For other
values of a and b, the map may be chaotic or converge to a periodic orbit.

−1.5 −1 −0.5 0 0.5 1 1.5
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

x

y

Hénon attractor for a=1.4 and b=0.3.

(a)

−1.5 −1 −0.5 0 0.5 1 1.5
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

x

y

Lozi attractor for a=1.7 and b=0.5.

(b)

Figure 1: (a) The Hénon attractor obtained for a = 1.4 and b = 0.3. (b) The Lozi attractor
obtained for a = 1.7 and b = 0.5.

In 1978, Lozi introduced a two-dimensional map (2), see [19], where he replaced the
quadratic term in the Hénon map (1) by a piecewise linear one

L

(
x
y

)
=

(
1− a | x | +by

x

)
. (2)

This map displays a chaotic attractor for a = 1.7 and b = 0.5 as in Figure 1 (b).
In this paper we propose a new map which is a combination of the Hénon and Lozi

maps and we use it to find solutions of complex optimization problems.

2 The New Proposed Map

Because we need a map that has a very complex behaviour to be used in the optimization
algorithm as mentioned in the previous section, we suggest the following new map:

HL

(
x
y

)
=

(
1− ax2 + by

1− a | y | +bx

)
, (3)

where a, b are the bifurcation parameters.
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3 Bifurcation and Chaos

In this section, the dynamical behaviour of system (3) will be investigated numerically.
We recall that the Lyapunov exponents of an attractive periodic orbit are negative.
Also, a periodic point can only bifurcate if at least one of its Lyapunov exponents is zero.
Finally, if at least one of the Lyapunov exponents is positive, then the behaviour of the
map becomes chaotic.
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Figure 2: (a) Bifurcation diagram for b = −0.25 and 0.4 < a 6 1.5. (b) Variation of the
Lyapunov exponents versus the parameter 0.4 < a ≤ 1.5, with b = −.025.

For b = −0.25 and 0.4 < a < 1.53 we can see different bifurcations of map (3) as
shown in Figure 2 (a). In the interval 0.4 < a < 0.658, map (3) converges to a stable
fixed point. The first bifurcation occurs at a = 0.659 from the fixed point to a period-2
orbit. This period-2 orbit arises out of a period-doubling bifurcation [2]. Then, along
the interval 0.659 ≤ a < 0.974, map (3) converges to a stable period-2 orbit. When
a = 0.975, the second bifurcation (period-doubling bifurcation) occurs from the period-2
orbit to a stable period-4 orbit. The third bifurcation happens when a = 1.08925 from
period-4 orbit to a full chaotic behaviour. These bifurcations seem very clear in Figure
2 (b), where we notice that the Lyapunov exponents are both negative on the interval
0.4 < a < 1.0892 except at the bifurcation points a = 0.659, a = 0.975 and a = 1.08925,
where one of the Lyapunov exponents is zero. This means that map (3) converges to
the periodic orbit on the interval 0.4 < a < 1.0892. In the interval 1.0893 < a < 1.53
it converges to a chaotic attractor and this is clear in Figure 2 (b), where one of the
Lyapunov exponents is positive. Figure 4 (a) shows an example of the chaotic attractor
that appears when 1.0893 < a < 1.53.

Similarly, as we see in Figure 3 (a), for the fixed a = 0.95 and −0.9487 ≤ b ≤ 0.4474,
the behaviour of map (3) takes different shapes. On the interval −0.9487 ≤ b < −0.8135,
map (3) converges to the chaotic attractor (one of the Lyapunov exponents is positive as
in Figure 3 (b). As an example of the chaotic attractor that appears when −0.9487 ≤
b < −0.8135, we have Figure 4 (b). In the interval −0.9488 < b 6 0.177 we have a series
of bifurcations of the types of the period-doubling bifurcation as in Figure 3 (a) and (b).
Get back again to a chaotic behaviour when 0.1773 < b ≤ 0.2117. When b = 0.2118, we
have a new bifurcation from the chaos behaviour to a period-14 orbit. When b exceeds
the value b = 0.253, map (3) converges to a chaotic attractor (Figure 4 (b)).

The advantage of the proposed map is that it possesses rich dynamical properties such
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Figure 3: (a) Bifurcation diagram for a = 0.95 and −0.94 < b 6 0.45. (b) Variation of the
Lyapunov exponents versus the parameter −0.94 < b ≤ 0.45, with a = 0.95.
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Figure 4: (a) Chaotic attractor of map (3) obtained for a = 1.33 and b = −0.25. (b) Chaotic
attractor of map (3) obtained for a = 0.95 and b = 0.44.

as fixed points of different types, periodic orbits of different periods and strange attractors
which are completely different from all the attractors observed in the behaviour of maps
(1) and (2).

4 Pure Chaotic Optimization Algorithm Based on Map (3)

In [2], Bououden R. and Abdelouahab M.S. have used a sampling mechanism to coordi-
nate the research methods based on chaos theory by using the Lozi map. The obtained
results show that the PCOA algorithm is fast and converges to a good optimum. In this
paper we use map (3) to solve some optimization problems.

In the following we are going to describe the pure chaotic optimization algorithm.

Algorithm 4.1
Inputs:
N : max number of iterations of chaotic global search.
Np: max number of packets of global search.
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Mg: max number of iterations of chaotic global search for any packets.
Mgl: max number of iterations of chaotic local search in global search.
Ml: max number of iterations of chaotic local search.
Mt = Np(MgMgl +Ml): stopping criterion of chaotic optimization method in iterations.
λgl: the width of the interval in chaotic local search in global search.
λ: the width of the interval in chaotic local search.
Outputs:
x̄: best solution from current run of chaotic search.
f̄ : best objective function (minimization problem).
Step 1: Initialization of the numbers Mg, Mgl, Ml of the steps of chaotic search and
initialization of the parameters λgl, λ and initial conditions. The Lozi map (2) is adopted
to have a chaotic behaviour in order to use it for generating several sequences of points
by using different initial conditions (the number of sequences is equal to the dimension
of the objective function) after every sequence {y(i), i = 1, 2, ...n} is normalized in the
range [0, 1] as follows:

z(i) =
y(i)− α
β − α

(4)

for all i = 1, 2, ...n, where α = min{(y(i), i ≥ 1}, β = max{(y(i), i ≥ 1}.
-Step 2-1: Algorithm of chaotic global search:
for t = 1 : Np

Set the initial best objective function ¯f(t) = +∞.
while k ≤Mg do
xi(k) = Li + zi(k)(Ui − Li), i = 1, 2, ..., n
if f(x(k)) < f̄ , then
x̄ = x(k), f̄ = f(x(k))
- Step 2-2: Sub algorithm of chaotic global-local search:
Transform the points generated by Lozi map in the neighbourhood of the point x̄ and
we begin the search
while j ≤Mgl do
if f(x(j)) < f̄ , then
x̄ = x(j), f̄ = f(x(j))
end if
j = j + 1
end while
end if
k = k + 1
end while
end for
- Step 3: Algorithm of chaotic local search:
Transform the points generated by logistic map in the neighbourhood of the point x̄ and
we begin the search
while k ≤Ml do
if f(x(k)) < f̄ , then
x̄ = x(k), f̄ = f(x(k))
end if
k = k + 1
end while
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During the chaotic local search, the step size λ (resp λgl) is an important parameter
in convergence behaviour of the optimization method which adjusts small ergodic ranges
around X∗. The step sizes λ and λgl are employed to control the impact of the current
best solution on generating a new trial solution. The small λ and λgl tend to perform
exploitation to refine results by local search, while the large ones tend to facilitate a
global exploration of search space.

5 Experimental Results and Analysis

5.1 Some test functions

To validate the effectiveness of this new map in solving optimization problems we use it
with the PCOA proposed in [2] in order to search for optimal solutions of the following
benchmark functions.

−5

0

5

−5

0

5
−100

−50

0

50

100

150

200

250

x

Styblinski−Tang’s  function

y

z
=

f 1
(x

,y
)

(a)

−5

0

5

−5
0

5

−100

−90

−80

−70

−60

−50

−40

−30

−20

−10

y

Styblinski−Tang’s  function  f
1

x

z
=

f 1
(x

,y
)

(b) (c)

(d)

−2
−1

0
1

2

−2

−1

0

1

2
0

2

4

6

8

10

12

x 10
5

x

Goldstein−Price function f
3

y

z
=

f 3
(s

,y
)

(e)

−15

−10

−5

−4

−2

0

2

4
0

50

100

150

200

250

x

Bukin’s function f
4

y

z
=

f 4
(x

,y
)

(f)

Figure 5: (a) The Styblinski-Tang function f1. (b) Magnification of the Styblinski-Tang func-
tion f1. (c) Function f2. (d) Magnification of function f2. (e) The Goldstein-Price function f3.
(f) The Bukin function f4.

1.

f1(x1, x2, ..., xn) =

n∑
i=1

(x4i − 16x2i + 5xi)

2
,

where −5 ≤ xi ≤ 5 for 1 ≤ i ≤ n.
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2.

f2(x1, x2) = x41 − 7x21 + x42 − 9x22 − 5x2 + 11x21x
2
2 + 99 sin(71x1)

+ 137 sin(97x1x2) + 131 sin(51x2),

where −10 ≤ x1 ≤ 10 and −10 ≤ x2 ≤ 10.

3.

f3(x1, x2) = [1 + (x1 + x2 + 1)2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)]×
[30 + (2x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)],

where −2 ≤ x1 ≤ 2 and −2 ≤ x2 ≤ 2.

4.
f4(x1, x2) = 100

√
|x2 − 0.01x21|+ 0.01 |x1 + 10| ,

where −15 ≤ x1 ≤ −5 and −3 ≤ x2 ≤ 3.

Figures 5 (a) and (b) show the 3D plots of the Styblinski-Tang function f1 which is a d-
dimensional function, usually evaluated on the hypercube xi ∈ [−5, 5], for all i = 1, ..., d.
It has a global minimum

−39.16617× d ≤ f4(−2.903534, ...,−2.903534) ≤ −39.16616× d.

Concerning f2 shown in Figures 5 (c) and (d), it possesses hundreds of local minima [2],
but its global minimum is not yet theoretically known.
f3 is the Goldstein-Price function usually evaluated on the rectangle

(x1, x2) ∈ [−2, 2]× [−2, 2],

it has a lot of local minima and one global minimum f3(0,−1) = 3 and the 3D plot of
this function is in Figure 5 (e).
f4 is the Bukin function which is usually evaluated on the rectangle

(x1, x2) ∈ [−15,−5]× [−3, 3],

it has a lot of local minima and one global minimum f4(−10, 1) = 0, see Figure 5 (f).

5.2 Numerical experiments

In order to enrich our study, we are going to use different values of the step sizes λ, λgl,
different values of the number of iterations Mg, Mgl and Ml as in Table 1 and different
values of the max number of packets of global search Np presented in Table 1. Each
optimization code was implemented in Matlab (MathWorks). All the codes were run on
a 2.53 GHz, i3 processor with 4 GB of random access memory.

Table 2 shows the numerical results of the global minima research of the test functions
f1, f2, f3 and f4.

For the Styblinski-Tang function f1, the best result is −117.4985 and we got it by
using the Lozi map and Lozi-Hénon map. Concerning the function f2, the best result is
−395.8756 and we got it by using the Lozi-Hénon map. The Lozi-Hénon map gave the
best results for the optimization problem of f3 in common with the Lozi map. Again,
the Lozi-Hénon map gave the best results (0.0049) of the optimization problem of f4.
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λ λgl Np Mg Mgl Ml

C1 0.001 0.01 100 10 100 100
C2 0.002 0.05 100 100 200 200
C3 0.005 0.08 1000 100 200 200

Table 1: The set of parameter values for every run of the PCOA algorithm.

Function Cases LPCOA HPCOA LHPCOA Best map

f1

C1
C2
C3

−117.4772
−117.4924
−117.4985

−116.2624
−117.1878
−117.4981

−117.3158
−117.4979
−117.4985

Lozi and Lozi-Hénon

f2

C1
C2
C3

−390.2672
−395.8622
−395.8742

−394.5880
−395.6099
−395.8641

−385.7419
−395.8374
−395.8756

Lozi-Hénon

f3

C1
C2
C3

3.0000
3.0000
3.0000

3.1689
3.0000
3.0000

3.0000
3.0000
3.0000

Lozi and Lozi-Hénon

f4

C1
C2
C3

0.0322
0.0108
0.0086

0.0371
0.0096
0.0145

0.0310
0.0071
0.0049

Lozi-Hénon

Table 2: Optimization results over one run for 3 parameter configurations using the PCA
algorithm with three different maps (The Lozi map, Hénon map and Lozi-Hénon map).

6 Conclusion

This paper reported the results of a study of a new 2-d map derived from the Lozi and
Hénon maps by mixing between them. The fixed points, periodic orbits and chaotic
behaviour of the new 2-d map are analysed by means of the bifurcation diagrams. On
the other hand, this paper gives an application of this new map to the optimization
problems with a comparison study to the Lozi and Hénon map findings. The results
obtained show that the Lozi-Hénon map yields better results than the Lozi and Hénon
maps.
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Abstract: In this paper, a new direct torque control (DTC) is proposed for a two
series connected quasi six-phase induction motor (IM) with sinusoidal distributed
windings fed by a single six-phase voltage source inverter (VSI). The developed
DTC control is reformulated as a variable structure control strategy characterized
by its simplicity, fast response and robustness to motor parameter variations. In-
deed, the proposed DTC controller accomplishes two tasks, first it guarantees a de-
coupled torque/flux control for each machine while imposing separate control loops,
the second is to eliminate current circulation that appears in stator windings of each
machine through the usage of appropriate vector maps in (α − β) and (x − y) plan.
The effectiveness and the robustness of the proposed method are shown by computer
simulation.
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1 Introduction

Technological developments have allowed us to put in place the concept of multiplying
the number of phases over three. This is to allow to reach important technical points.
Firstly, the distribution of the total power over a large number of arms will allow a better
dimensioning of the inverters enabling them to operate with high frequency [1–3]. Sec-
ondly, this multiplication of phases allows machines to continue working, even if one or
more arms fail operating, till the fault is fixed. Thirdly, the analysis of the stator F.M.M
has made it possible to highlight a crucial item, the more the phase multiplication in-
creases, the more interaction between time and space harmonics will be pushed back to
its higher ranks [3, 4]. Another important and practical point is the possibility of con-
trolling two or more machines separately fed by a unique single voltage source inverter
(VSI), when connected in series with an appropriate phase transposition, something
which would always be beyond the reach in the case of three-phase machines; mainly
where only parallel structure is allowed under certain strict conditions such as the usage
of identical machines possessing equal power ratings when being fed by a single inverter
as mentioned in [2]. Moreover, multi-phase systems enhance the series connected topol-
ogy even when machines in the group are different as it had been demonstrated in the
work [5]. The dual star induction motor (DSIM) is an example of this type of machines
(two sets of stator windings with 30 deg displacement), it has the property of being easily
rebuilt from a simple three-phase machine, but characterized by the fact that it is better
than the three-phase machine, when the torque ripples and the rotor losses have to be
considered. Despite its reputation, the dual star machine, unfortunately, undergoes a
problem characterized by the appearance of stator circulation currents when it is fed
through a voltage source inverter as described in [6, 7]. Another challenge is added to
the precedent drawback in the case of two series connected dual star machine, therefore,
a compromise will be imposed between advantages and the multiplication of the losses
generated by the series structure by non-producing torque/flux components if compared
with a single machine. Underlying the literature review, a chain of important empiri-
cal works have been realized dealing with different types of multi-phase multi-machines
such as series connected five-phase, symmetrical six-three phase. In [5], the shortcoming
had been resolved in such a way, when one machine in the group operates at low speed
with high torque (high current) and the other machine will operate at high speed (high
voltage) with low torque, consequently, the total stator copper losses remain less than or
equal to the rated value of one machine, however, this solution is still not generalized in
the case where the number of machines increases. Direct torque control, or DTC as it
is called, is the very latest AC drive technology developed by manufactures in the world
consequently after Blaschke and his colleague Depenbrock’s research came into sight in
1971. DTC allows the motor torque and stator flux to be used as primary control vari-
ables, both of which are obtained directly from the motor itself [8]. The advantages of
DTC technology over the traditional AC drive can be summarized as follows. First, a
fast torque response can be achieved which will significantly reduce the speed drop time
during a load transient, bringing much improved process control and a more consistent
product quality, then, it permits torque’s control at low frequencies, which is particularly
beneficial to cranes or elevators, where the load needs to be started and stopped regu-
larly without any jerking. Moreover, torque linearity, this property is very important in
precision application such as winders, where an accurate and consistent level of winding
is critical. Another important advantage to be mentioned, is the dynamic speed accuracy
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during a sudden load change, helping the drive to quickly recover its stable state. When
compared to the other vector control drives, the direct torque control brings the cost
saving benefit since no tachometer or feedback is needed. Despite all these advantages,
the DTC is still facing considerable drawbacks such as variable switching frequencies and
torque ripple because of the use of hysteresis controllers for torque and flux [8–10]. For
such reasons, lots of research are being undertaken constantly aiming to develop techni-
cal remedy for these disadvantages. In the three phase systems, there exist only eight
possible inverter states, while a large number of inverter states depending on the number
of phases in the multiphase systems can be found such as 64 states for six phases, 32
states for five phases. This additional degree of freedom allows considerable flexibility
in their selection, therefore, finer adjustment of flux and torque could be achieved [11].
Nevertheless, this property requires a special attention and a complex criterion when
synthesizing switching lookup tables. Various research have been presented on switching
lookup table based direct torque control. In [12], the concept of virtual voltage was
introduced to achieve cancellation of low order harmonic currents for a single five-phase
induction motor. Another research was presented in [6], where three lookup tables have
been implemented for a single split phase induction motor (SPIM) to suppress zero se-
quence current components. The principle of control decoupling of a two series connected
dual star motor drive lies in the fact that the (α − β) components of the six-phase VSI
control the first motor and the (x − y) components will control the second one. Hence,
for the first motor, the (α − β) inverter components appear as responsible of producing
flux/torque while the (x− y) components appear as non-flux/torque producing and only
generate losses. On the contrary, the (x − y) components appear as responsible of pro-
ducing flux/torque for the second machine while the (α − β) only generate losses [3, 5].
In this paper, an extension was made on two series connected dual star induction motor
fed by a single six-phase voltage source inverter (VSI) while preserving the technique
developed in [6]. Therefore, the proposed DTC controller adopted here aims, on one
hand, at ensuring a decoupled flux/torque control for each machine within the group
while imposing independent control of the two series connected drive system. On the
other hand, it should eliminate the components flowing in each machine, that do not
contribute in producing flux/torque but only increase copper losses through a proper
selection of virtual voltage vectors. Additionally, to overcome the problems caused by
flux/ torque estimators which usually deteriorate the system performances such as those
related to signal integration and dc-drift caused by the initial integral condition [12,13],
an adaptive variable observer based on the Lypunov theory was introduced to improve
the proposed controller performances. A number of computer simulations are achieved
as a comparative study with the conventional DTC controller, where only large vector
maps in (α − β) and (x − y) plan are used to demonstrate the impact of the proposed
controller on torque ripples minimization and current harmonics cancellation.

2 Modelling of the Drive System

This section is devoted to the modelling of two series connected dual-star induction motor
(DSIM1) and (DSIM2), respectively, for first and second machine or simply quasi six-
phases squirrel cage induction motors where stator winding of each machine is displaced in
space by 30 degrees. The two motor drives are connected in series through an appropriate
phase transposition and fed by a single six-phase voltage source inverter (VSI) as shown
in Fig. 1. The neutral points n1, n2 of the two windings are normally kept isolated to
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prevent the stator current harmonics of the order divisible by three from flowing [5]. The

Figure 1: Drive system block diagram.

relation between voltages and currents can be given as

VA = vas1 + vas2, iA = ias1 = ias2,

VB = vbs1 + vcs2, iB = ibs1 = ics2,

VC = vcs1 + vbs2, iC = ics1 = ibs2,

VD = vds1 + ves2, iD = ids1 = ies2,

VE = ves1 + vds2, iE = ies1 = ids2,

VF = vfs1 + vfs2, iF = ifs1 = ifs2,

(1)

by using the decoupling power-invariant transformation matrix

C =
1√
3
.


1 cos(4α) cos(8α) cos(α) cos(5α) cos(9α)
0 sin(4α) sin(8α) sin(α) sin(5α) sin(9α)
1 cos(8α) cos(4α) cos(5α) cos(α) cos(9α)
0 sin(8α) sin(4α) sin(5α) sin(α) sin(9α)
1 1 1 0 0 0
0 0 0 1 1 1

 , (2)

where α = π
6 , the original phase variables are transformed to new (α − β) and (x − y)

variables as 
vinvα

vinvβ

vinvx

vinvy

vinvo+

vinvo−

 = C


vas1 + vas2
vbs1 + vcs2
vcs1 + vbs2
vds1 + ves2
ves1 + vds2
vfs1 + vfs2

 =


vαs1 + vxs2
vβs1 + vys2
vxs1 + vαs2
vys1 + vβs2

0
0

 , (3)

iinvα = iαs1 = ixs2,

iinvβ = iβs1 = iys2,

iinvx = ixs1 = iαs2,

iinvy = iys1 = iβs2.

(4)

Torque equations of two series connected machines are given as follows:

Tek = PkLmk(iαrkiβsk − iβrkiαsk), (5)
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where k = 1, 2 and Pk is a pole pair. The stator voltage equations of each machine are

vαsk = Rskiαsk +
d

dt
(Lskiαsk + Lmkiαrk),

vβsk = Rskiβsk +
d

dt
(Lskiαsk + Lmkiαrk),

vxsk = Rskixsk +
d

dt
(Llskixsk),

vysk = Rskiysk +
d

dt
(Llskiysk).

(6)

The rotor voltage equations of each machine are

0 = Rrkiαrk + ωrk(Lrkiβrk + +Lmkiβsk) +
d

dt
(Lrkiαrk + Lmkiαsk),

0 = Rrkiβrk − ωrk(Lrkiαrk + Lmkiαsk) +
d

dt
(Lrkiβrk + Lmkiβsk),

(7)

where k = 1, 2. From (4) and (5) one can see that the currents producing flux/torque for
the first machine (iαs1, iβs1) appear as non producing flux/torque for the second one and
vice versa. As a result, the two series connected machine can be controlled independently.

3 Design of Direct Torque Controller

3.1 Conventional DTC controller

For a two level six-phase inverter feeding the two-motor drive system under study there
are 64 possible inverter states which are defined as [sa, sb, sc, sd, se, sf ] for the upper
switches, while the lower inverter states must operate in a complementary mode with
the upper ones in each leg [5].

vinvαβ =
2

6
(va + a4vb + a8vc + avd + a5ve + a9vf ), (8)

vinvxy =
2

6
(va + a8vb + a4vc + a5vd + ave + a9vf ), (9)

where a = exp(j
π

6
).

According to (8) and (9), the six-phase voltages of each inverter state are transformed
into two voltage vectors vinvαβ and vinvxy . Zero-sequence can not be excited because of the
star connection, therefore it is omitted. These two voltage vectors are plotted in their
associated (α−β) and (x− y) sub-space as shown in Figure 2. Each plan comprises four

dodecahedrons with magnitude of
√
2(
√
3+1)

6 .vdc,
√
2(
√
3−1)
6 .vdc,

√
2
3 .vdc,

1
3 .vdc, and they

are classified according to their magnitude into five types: null, smallest, small, largest
and large. In total, there exist 64 vectors in each plan. Inverter states which are given
in binary form have been coded in octal system for better representation, for example,
states (100100) have been coded to (44) and mentioned as v44 in Figure 2.

Same technique has been applied for all vectors in each plan. The conventional DTC
diagram is shown in Figure 3. Correct inverter states that should be used are based on
the stator flux and torque errors. Three-level and two-level hysteresis regulators are used,
respectively, for torque and flux. The position information of the stator flux linkage is
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required to define sectors for each machine. Voltage lookup tables of conventional DTC
for each motor in the group are built using only the largest vector maps in (α− β) and

(x− y) plan for fully using available DC bus (
√
2(
√
3+1)

6 .vdc) without any compensation.
The aim of this sub-section is to show the impact of using only the largest vectors from
sub-space (α − β) and (x − y) for lookup tables to control, respectively, DSIM1 and
DSIM2.

(a) (b)

Figure 2: Distribution of basic space vectors: (a) for (α − β) plan and (b) for (x − y)
plan.

Figure 3: Conventional DTC block diagram.

To confirm our assumptions, a simulation was made first, aiming at the impact of
the application of only the largest vectors on the shape of the currents feeding the two
motors. An example of phase(a) current is shown in Figure 4, unsatisfactory results
were obtained, that is, an amount of distortions can be observed which, consequently,
will affects torque and flux variables, as a result, all the system drives efficiency. This
is due mainly to the presence of non-producing torque/flux flowing in each machine
simultaneously with the producing torque/flux components as explained in Section 1,
therefore, to overcome this problem which degrades the performance controller, another
strategy will be developed next.
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Figure 4: Conventional DTC using only the largest vector : (a) inverter phase (a) current
and (b) its zoomed snapshot.

3.2 Proposed DTC controller

The application of a large number of vectors of the subspace (α− β) and (x− y) related
to the current circulation, does not involve the production of couple / flux, but simply
generate losses inside the system. To overcome these drawbacks, a DTC controller has
been implemented to these components; benefiting from the possible advantages which
ensue from it and which offer polyphase systems in terms of large number of space vectors.
The diagram in Figure 5 illustrates the proposed controller.

Figure 5: Proposed DTC block diagram.

The reason behind this technique is the vectors distribution, that is, by the help of
Figure 2, one can observe the largest vectors in (α − β) plan appear as the smallest
vectors in (x− y) plan and vice versa, small and large vectors keep their magnitude but
are shifted in each sub-space. Let us look, for example, at states 44, 64 and 66, the
corresponding vectors v44, v64 and v66 appear as the largest vectors in (α−β) plan while
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(a) (b)

Figure 6: Three largest vectors : (a) in (α− β) plan and (b) their projection in (x− y)
plan.

they appear as the smallest ones in (x− y) plan where v64 is in opposite direction versus
the vector sum of v44 and v66 as shown in Figure 6(b), therefore, to enforce the resultant
of these vectors equal to zero mean volt- second product, the switching times should
satisfy the following conditions:

|v44|.
t1
2

+ |v64|.
t1
2

+ |v66|.t2 = 0, (10)

t1
2

+
t1
2

+ t2 = Ts. (11)

From (10) and (11), and taking into account the magnitude of vectors v44, v64 and v66,
solving for t1, t2 (switching time of the applied vectors) gives

t1
2
≈ 0.25.Ts, (12)

t2 ≈ 0.5.Ts. (13)

The proposed technique will be extended to all vectors in each sub-space resulting in
twelve active virtual vectors, i.e., V1 − V12, in (α − β) plan and twelve active virtual
vectors from (x− y) plan, i.e., V

′

1 − V
′

12 as shown, respectively, in Figure 7 to synthesize
two lookup tables identified with index ’1’ for the first motor and index ’2’ for the
second motor in Figure 5. This selection of inverter states and dwell times should cancel
current circulation which flows simultaneously with the energy producing components
in each motor, as a result, less distortions in wave current forms and high performances
of controller could be achieved within the drive system. If we consider the sector (1)
indexed S1 in Figure 7(a), for example, to control the torque and flux of the first motor
DSIM1, the voltage vector criterion is stated as follows. If the torque and flux have to
be increased, i.e., HTe1 = +1 and Hϕs1 = +1, the active virtual voltage V2 or V3 is
selected; if the torque is to be increased and the flux is to be decreased, i.e., HTe1 = +1
and Hϕs1 = −1, then V4 or V5 is selected; if the torque is to be decreased and the flux
is to be increased, i.e., HTe1

= −1 and Hϕs1 = +1, then V11 or V10 is selected; if the
torque and flux have to be decreased, i.e., HTe1

= −1 and Hϕs1 = −1, then V8 or V9 is
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(a) (b)

Figure 7: Twelve active virtual voltage vectors and twelve sectors in (a) (α − β) plan
and (b) (x− y) plan.

selected; if the torque error is within the error band, i.e., HTe1
= 0, the null voltage V0 or

V77 is selected regardless of the flux control loop. All cases are summarized in Table 1.
The second voltage lookup table (not shown in this paper) will use V

′

1 −V
′

12 from (x− y)
plan shown in Figure 7(b) to control the second motor DSIM2

Hϕs1
HTe1 Sector number in (α− β) plan

I II III IV V VI VII VIII IX X XI XII

+1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V1
+1 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V1 V2

-1 V11 V12 V1 V2 V3 V4 V5 V6 V7 V8 V9 V10
V10 V11 V12 V1 V2 V3 V4 V5 V6 V7 V8 V9

+1 V5 V6 V7 V8 V9 V10 V11 V12 V1 V2 V3 V4
V4 V16 V6 V7 V3 V43 V41 V61 V60 V70 V30 V34

-1 -1 V8 V9 V10 V11 V12 V1 V2 V3 V4 V5 V6 V7
V9 V10 V11 V12 V1 V2 V3 V4 V5 V6 V7 V8
V0 V77 V0 V77 V0 V77 V0 V77 V0 V77 V0 V77

+1 0 V0 V77 V0 V77 V0 V77 V0 V77 V0 V77 V0 V77
V77 V0 V77 V0 V77 V0 V77 V0 V77 V0 V77 V0

-1 0 V77 V0 V77 V0 V77 V0 V77 V0 V77 V0 V77 V0

Table 1: Voltage lookup table for DTC controller: shadowed part for low speed and
unshaded part for high speed.

3.2.1 Derivation of flux and speed adaptive variable structure observer.

To provide motor’s information for such control purposes, a derivative speed and flux
observer is developed for DSIM1 based on the state-space model of the first motor DSIM1
given in (A.1), where
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σ1 = 1− L2
m1

Ls1Lr1
, Ts1 = σ1Ls1+Lls2

(Rs1+Rs2)
and Tr1 = Lr1

Rr1
,

piαβs1 =

(
− 1

Ts1
− (1− σ1)Ls1

(σ1Ls1+Lls2)Tr1

)
iαβs1+

(
Lm1

(σ1Ls1+Lls2)Lr1

)(
1

Tr1
− jωr1

)
φ
αβr1

+
1

(σ1Ls1 + Lls2)
vαβs1,

p̂iαβs1 =

(
− 1

Ts1
− (1− σ1)Ls1

(σ1Ls1+Lls2)Tr1

)
îαβs1+

(
Lm1

(σ1Ls1 + Lls2)Lr1

)(
1

Tr1
− jω̂r1

)
φ̂
αβr1

,

+
1

(σ1Ls1 + Lls2)
vαβs1 +G1sign(iαβs1 − îαβs1)

(A-1)

pφ
αβr1

=
Lm1

Tr1
iαβs1 +

(
1

Tr1
− jωr1

)
φ
αβr1

,

pφ̂
αβr1

=
Lm1

Tr1
îαβs1 +

(
1

Tr1
− jω̂r1

)
φ̂
αβr1

+ ...+G2G1sign(iαβs1 − îαβs1).

(A-2)

Subtracting (A.2) from (A.1) gives the error dynamics

p∆iαβs1 =

(
− 1

Ts1
− (1− σ1)Ls1

(σ1Ls1+Lls2)Tr1

)
iαβs1+

(
Lm1

(σ1Ls1+Lls2)Lr1

)(
1

Tr1
−jωr1

)
φ
αβr1

−
(

Lm1

(σ1Ls1 + Lls2)Lr1

)
j∆ωr1φ̂αβr1 −G1sign(∆iαβs1),

p∆φ
αβr1

=
Lm1

Tr1
∆iαβs1 −

(
1

Tr1
− jωr1

)
∆φ

αβr1
+ j∆ωr1φ̂αβr1 −G2G1sign(∆iαβs1).

(A-3)

Provided that the scalar gain G1 is large enough, the equivalent component of the
current error will converge to zero, such that p∆iαβs1 =∆iαβs1 = 0. Under this condition,
the low frequency flux error dynamics is described by

∆φ
αβr1

=
(
j∆ωr1φ̂αβr1 +B G1sign(∆iαβs1)|eq

)
×
(

1

Tr1
− jωr1

)−1
, (A-4)

p ∆φ
αβr1

= (B −G2)G1sign(∆iαβs1)|eq, (A-5)

where B = Lm1σ1

1−σ1
. The positive definite Lyapunov candidate function V is chosen as in

(A.6), with its time derivative V̇ shown in (A.7).

V =
1

2

(
∆φ2αr1 + ∆φ2βr1

)
+

∆ω2
r1

2ρ
, ρ > 0, (A-6)

V̇ = ∆φ
αβr1

.
d

dt
∆φ

αβr1
+

∆ωr1
d
dt∆ωr1

ρ
< 0. (A-7)

Substituting (A.4) and (A.5) into (A.7) leads to (A.8). Negative definite V̇ < 0 is
guaranteed if (A.9) is satisfied. The imaginary part in (A.9) is configured as zero to
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avoid oscillation during error convergence. By solving (A.9) and replacing real speed
with its estimated, the speed-dependent complex gain G2 can be determined as

V̇ =

(
B G1sign(∆iαβs1)|eq

(
1

Tr1
− jωr1

)−1)
.

(
(−B −G2) G1sign(∆iαβs1)|eq

)
︸ ︷︷ ︸

V̇ <0

+

(
∆ωr1jφ̂αβr1

(
1

Tr1
− jωr1

)−1)(
(−B −G2) G1sign(∆iαβs1)|eq

)
+

1

ρ
∆ωr1

d

dt
∆ωr1︸ ︷︷ ︸

V̇=0

(A-8)
1

B
(−B −G2)

(
1

Tr1
− jωr1

)
= µ, µ < 0. (A-9)

By using (A.9) and considering pωr1 = 1
J1

(
T̂ e1 − T̂ l1

)
, the speed adaptation law (A.10)

can be determined from V̇ = 0 in (A.8)

d

dt
ω̂r1 = Kω

(
sign(iαs1 − îαs1)φ̂βr1 − sign(iβs1 − îβs1)

)
φ̂αr1

+
T̂e1 − T̂l
J1

, Kω > 0.

(A-10)

The electromagnetic torque is estimated by the deterministic model (A.8), and the load
torque is estimated by an adaptation mechanism [13], as shown in (A.9):

T̂e1 = 3
P1

2

Lm1

Lr1

(
φ̂αr1îβs1 − φ̂βr1îαs1

)
, (A-11)

d

dt
T̂l1 = −Kt

(
sign(iαs1 − îαs1)φ̂βr1 − sign(iβs1 − îβs1)φ̂αr1

)
, Kt > 0. (A-12)

Same procedure will be applied for DSIM2 to derive the flux and speed observer. The
observer and controller parameters for each motor are: G1 = G2 = 2000, µ1 = µ2 = −15,
kw1 = 500, kw2 = 300, kt = 50, Fbw = 0.02, Tbw = 2.

4 System Synthesis and Simulation Results

In order to demonstrate the proposed DTC controller’s performances adopted here in
combination with the derived speed and flux observer, various simulations have been
implemented as a comparative study to the conventional DTC controller, keeping the
same motor and simulation parameters. For the conventional controller, only the largest
virtual vectors have been used, while for the proposed one, the synthesized vectors shown
in Table 1 are used, enabling the control of the drive system even at a low speed (shad-
owed part) or at a high speed (unshaded part), therefore, some figures are established,
and then being compared to each other to reassert the performance of the proposed con-
troller. In the appendix we show motor’s parameters identified by index 1 and index
2 for DSIM1 and DSIM2, respectively. Additional bloc as shown in Figure 5 has been
used to synthesize vector application of the proposed method and aims to alternatively
keep flowing state signals generated from the lookup tables to inverter switches in each
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half switching period. The model is discrete, good simulation results have been obtained
with a 5 µs time step. The control system has two different sampling times : the speed
controller sampling time has to be a multiple of the DTC sampling time, i.e., 50µs. The
latter has to be a multiple of the simulation time step, i.e., 10µs. The following results are
obtained for an exponential reference rotor speed from zero to 700 rpm for DSIM1 and
from zero to 1400 rpm for DSIM2. Stator flux references for DSIM1 and DSIM2 are set,
respectively, to 1Wb and 1.5 Wb and the dc-link voltage Vdc is set to 1000 Volt (2 Pu).

Figures 8 and 9 summarize the results of simulations for the system drive. Figure 8(a)
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Figure 8: Proposed controller: (a) motor’s speed, (b) iαs, ixs inverter currents, (c)
inverter currents spectrum.

shows both actual, estimated and reference speed under reversal speed transient with
mechanical load (4 N.m) applied to DSIM1 and DSIM2 at 0.02s. Actual speeds follow
precisely their references, as expected. Figure 8(b) and Figure 8(c) illustrate (α, β), (x, y)
inverter currents and their harmonic spectrum, where we observe two different frequen-
cies approximatively (24Hz and 12Hz). In Figure 9 and Figure 10, motor’s torque and
stator flux are shown, decoupled flux/torque for each machine within the whole system
drive can be observed , in addition, less distortions can be seen in motor’s torque with
the proposed controller in Figure 9(a) if compared with Figure 9(b). Current waveforms
of inverter phase (a) and their zoomed responses are shown in Figure 12 and Figure 13,
respectively. One can observe a non sinusoidal waveform for both current responses, that
is due to two different frequencies which provide the inverter to fed the system drive
simultaneously running under different speed (700 and 1400 rpm). In Figure 12(b) an
amount of distortions can be observed in the current waveform (without compensation
of (x, y) components) if compared with the one obtained with the proposed DTC shown
in Figure 12(a).

5 Conclusion

In this paper, the effectiveness and ability of controlling separately a two series connected
quasi six-phase induction motor’s drive fed by a single six-phase voltage source inverter
(VSI), with an appropriate phase transposition based direct torque control (DTC), run-
ning under different working modes regardless of the torque and speed references, is
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Figure 9: Motor’s torque: (a) proposed controller, (b) conventional controller.
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Figure 10: Flux locus versus each other: (a) proposed controller, (b) conventional con-
troller.
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Figure 11: Zoomed phase (a) current: (a) proposed controller, (b) conventional con-
troller.

developed and verified by computer simulation. The technique is adopted under com-
parative analysis through the conventional controller and is possible via the usage of a
large number of vectors that offers a multiphase system, in the minimization of machine’s
torque ripples and the controller’s performance improvement by judicious voltage vectors
selection. The cornerstone advantage of the proposed controller is the elimination of the
harmonic current’s low frequencies that make no contribution in producing of energy,
but only generate extra losses within stator windings of the drive system, consequently,
its efficiency is being degraded.
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Figure 12: Zoomed phase (a) current: (a) proposed controller, (b) conventional con-
troller.
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Appendix

DSIM1 and DSIM2 Parameters

Parameters DSIM1 DSIM2
Stator resistance Rs1 = 9Ω Rs2 = 9Ω
Rotor resistance Rr1 = 8.37Ω Rr2 = 8.37Ω

Stator inductance Ls1 = 740mH Ls2 = 740mH
Rotor inductance Lr1 = 740mH Lr2 = 740mH

Mutual inductance Lm1 = 712mH Lm2 = 712mH
Number of pole P1 = 4 P2 = 4

Moment of inertia J1 = 0.066Kg.m2 J2 = 0.066Kg.m2

Friction coefficient B1 = 0.001N.m.s/rd B2 = 0.001N.m.s/rd
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Abstract: In this paper the 2-degree-of-freedom mechanical system under the action
of external harmonic excitation is considered. The system consists of the rotating
elastically mounted frame and attached mass (absorber) with viscous friction and
nonlinear stiffness. The stability problem of periodic regimes is investigated based on
the averaging method. The influence of nonlinear component is analyzed with respect
to responses of the main mass in the vicinity of resonance frequencies.
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1 Introduction

The problems associated with unwanted vibrations are encountered in many applied
tasks in machine-building, construction, aerospace engineering, biomechanics, etc. For a
number of reasons, a structure may encounter excitation sources that are not provided
for in the design. To improve the reliability of the design, the engineers aim at a simple,
low cost and efficient solution. In many cases, dynamic vibration absorbers (DVA) meet
these requirements. Dynamic vibration absorbers or tuned mass dampers are small mass-
spring-damper elements locally attached to the structure designed to dissipate excessive
vibration energy.
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One of the important goals of the vibration control is to create a frequency zone free
from resonance (or a spectral gap around an inconvenient frequency) by connecting a
vibration absorber. As a rule, the DVA parameters are determined according to the
eigenvector of the unstable vibration mode, which ensures the spatial distribution of the
vibration energy within one vibration mode. However, this single-mode approach does
not take into account the influence of adjacent oscillation modes which may become
important under some circumstances.

In recent decades, the nonlinear absorbers have become widespread in the passive
vibration control [1 – 10]. A key feature of such DVAs is the absence of a preferred
frequency, that is, they can be functional at almost any frequency. This gives a great
advantage over the linear absorbers. At the same time, the nonlinearity leads to the
amplitude dependency, because a critical energy threshold exists, and an ”inappropriate”
nonlinear characteristic of the DVA generates the instability of the working regime.

In the present paper, we study the system which allows the rotation of the main mass
in addition to the lateral motion. Such systems may be found in various applications
in which a relative rotational motion is presented: rotor dynamics [11], a coupled pitch-
roll ship model under harmonic excitation [12, 13], vibration control by rotating masses
[14], rotor dampers in bridge structures [15], the use of the Helmholtz resonators for low
frequencies in acoustics [16] and many others.

2 Statement of the Problem

Let us consider the following mechanical system: the frame of mass m1 is mounted on
the weightless platform as it is schematically shown in Fig. 1.

Figure 1: Elastically conjoint rotating frame with the DVA.

The platform is rotating with a constant angular velocity ω around the vertical axis.
The frame is subjected to the harmonic excitation Fe = PcosΩt. The absorber A is
attached to the frame with the aim to prevent the possible resonance.

The motion equations of the mechanical system under consideration are

(m1 +ma)ÿ1 +ma
¨̃y + [k1 − (m1 +ma)ω2]y1 −maω

2ỹ = PcosΩt,

maÿ1 +ma
¨̃y + ha ˙̃y −maω

2y1 + (ka −maω
2)ỹ − k3ỹ

3 = 0.
(1)

The coordinate y represents the displacement of the main mass m1 with respect to its
frame, while ỹ stands for the relative displacement of the absorber mass ma with respect
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to the mass m1. The stiffness of the main mass is denoted by k1, and the restoring force
of the absorber is expressed as kaỹ − k3ỹ

3; ha is the coefficient of viscous friction.
Introducing the dimensionless parameters and time by the formulas

µ =

√
ma

m1
, κ1 =

k1 − (m1 +ma)ω2

m1Ω2
, α =

ω2

Ω2
, p =

P

m1Ω2
, h =

ha
maΩ

,

κ2 =
ka −maω

2

maΩ2
, κ3 =

3m1k3

4m2
aΩ2

, τ = Ωt,

(2)

and replacing the variable ỹ with µy1, we can rewrite the motion equations in the following
form:

My′′ +Dy′ +Ky = F. (3)

Here

y =

(
y1

y2

)
, M =

(
1 + µ2 µ
µ 1

)
, D = diag(0, h), K =

(
κ1 −µα
−µα κ2

)
,

F =

(
pcosτ
4
3κ3y

3
2

)
and prime means the derivative with respect to time τ.

Let us introduce the complex variables

z = col(z1, z2), zj = (yj + ıy′j)e
ıτ , j = 1, 2.

Taking into account that

y = Re(e−ıτ z), y′ = Im(e−ıτ z), y′′ = Im(e−ıτ (z′ − ız)),

equations (3) can be rewritten as follows:

MIm[e−ıτ (z′ − ız)] +DIm(e−ıτz) +KRe(e−ıτz) = F. (4)

In addition to equation (4), the relation

Re[e−ıτ (z′ − ız)]− Im(e−ıτz) = 0 (5)

holds (because of y′ = d
dτ y).

Multiplying both sides of equality (5) by M from the left-hand side and adding the
equation (4) with the multiplier ı, we get

e−ıτM(z′ − ız)− (M − ıD)Im(e−ıτz) + ıKRe(e−ıτz) = ıF.

Now we assume that z1, z2 are the slow functions in time τ. Applying the method of
averaging [17], we get

2Mz′ + (D + ıC)z = ıF1, 2Mz̄′ + (D − ıC)z̄ = −ıF 1,

C = K −M =

(
c11 c12

c12 c22

)
, F1 =

(
p

κ3z
2
2 z̄2

)
.

(6)

It should be noted that

〈eıτIm(e−ıτz)〉 = −1

2
ız, 〈eıτRe(e−ıτz)〉 =

1

2
z, 〈eıτ (Re(z)3〉 =

3

8
z2z̄,
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where

〈∗〉 , 1

2π

∫ 2π

0

(∗)dτ.

The conditions for periodic steady state vibration are determined by stationary points
of the system (6), namely,

c11z1 + c12z2 = p, c12z1 + (c22 − ıh)z2 = κ3z
2
2 z̄2, (7)

and their conjugate counterparts for z̄1, z̄2.
Depending on the value of c11, we have two cases.
1) c11 = 0. This case may be interpreted as a resonant case for the system with

”frozen” absorber, i.e., ỹ = 0, ˙̃y = 0, and

k1 − (m1 +ma)ω2

m1 +ma
= Ω2. (8)

Then, taking into account that c12 = −µ(1 + ω2/Ω2) 6= 0, from equations (7) it is easy
to get

z20 =
p

c12
, z10 =

p

c212

(−c22 + ıh+ κ3
p2

c212

). (9)

Hence, the system (6) has a unique constant solution (9).
2) c11 6= 0. Then expressing z1 from the first equation (7) and substituting it into the

second one, we get

c12p+ (δ − ıhc11)z2 = c11κ3z
2
2 z̄2, c12p+ (δ + ıhc11)z̄2 = c11κ3z2z̄

2
2 , (10)

where δ = detC. Subtracting the second equation (10) from the first one, we come to the
relation

(δ − c11κ3z20z̄20)(z20 − z̄20)− ıhc11(z20 + z̄20) = 0. (11)

Also we subtract the second equation (10) with the multiplier z20 from the first equation
multiplied by z̄20. As a result, we have another auxiliary equation

pc12(z20 − z̄20) + 2ıhc11z20z̄20 = 0. (12)

Denoting the real and imaginary parts of z20 by u0 and v0, respectively, from (11) and
(12) we get the following system:

[δ − c11κ3(u2
0 + v2

0)]v0 − hc11u0 = 0, pc12v0 + hc11(u2
0 + v2

0) = 0, (13)

which is equivalent1 to the system (7). These last equations allow the variable u0 to
be expressed in terms of v0 : u0 = v0(hδ + pc12κ3v0)/h2c11, which leads to the cubic
equation

Φ(v?) = v3
? + 2δv2

? + (δ2 + h2c211)v? + p2c11c
2
12κ3 = 0, v? =

p

h
c12κ3v0.

The number of the real roots of this equation is determined by the sign of discriminant
of the polynomial Φ(v). Namely, the latter has three different real roots if the expression

DΦ = −c11[27c11(p2c212κ3)2 − 4δ(δ2 + 9h2c211)p2c212κ3 + 4h2c11(h2 + 2δ2)2] (14)

1 With the proviso that z20 6= 0. As c12 6= 0, it is obvious that otherwise the equalities (7) are
broken.
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is positive, and it has one real root if DΦ is negative. The expression (14) can be con-
sidered as a polynomial of the second order with respect to the parameter κ3, hence, the
necessary and sufficient condition for DΦ to be positive is the following double inequality:

2

27

δ(δ2 + 9h2c211)− (δ2 − 3h2c211)3/2

p2c11c212

< κ3 <
2

27

δ(δ2 + 9h2c211) + (δ2 − 3h2c211)3/2

p2c11c212

.

(15)
Thus, the necessary condition for three real roots of Φ(v) is d = δ2−3h2c211 > 0. This

condition is not so simple, with respect to formulas (2) it turns to

m2
1m

2
a(1+α)4Ω8−(1+α)2Ω6{3(m1 +ma)2h2

a + 2m1ma(1 + α)[mak1 + (m1 +ma)ka]}+
+ (1+α)Ω4{6k1(m1 +ma)h2

a+(1 + α)[m2
ak

2
1 +2mak1ka(2m1 +ma) + k2

a(m1 +ma)2]}−
− k1Ω2{k1h

2
a + ka(1 + α)[mak1 + (m1+ma)ka]}+k2

1k
2
a > 0.

In the case when the upper limit for the frequency value Ω is unknown, the expression
for d may be positive for any linear characteristics of the absorber (ka, ha). Then, for the
appropriate values of κ3, which characterizes the nonlinear component of absorber’s stiff-
ness, the polynomial Φ(v) has three real roots, and the system (7) has three stationary
points.

Alternatively, if the upper limit for the excitation frequency is bounded from above,
then with the condition h > |δ/

√
3c11|, the system (7) has the unique stationary point.

The same result takes place in the vicinity of condition (8), because of c11 → 0, δ → −c212,
and the right-hand side of double inequality (15) tends to −∞, though DΦ < 0.

3 Stability Analysis

In order to determine the stability of a periodic solution related to averaged equations
(6), the small perturbations of the solutions are introduced in a common way

z(τ) = z0 + z̃(τ),

where z0 is a solution of the system (7). Taking into account that

∂F1

∂z
= κ3

(
0 0
0 2z2z̄2

)
,

∂F1

∂z̄
= κ3

(
0 0
0 z2

2

)
,

the λ− matrix for linearized system (6) has the following form:
2λ+ ıc11 ıc12 0 0
ıc12 2λ+ h+ ı(c22 − κ3z20z̄20) 0 −ıκ3z

2
20

0 0 2λ− ıc11 −ıc12

0 ıκ3z̄
2
20 −ıc12 2λ+ h− ı(c22 − κ3z20z̄20)

 .

Accordingly, the characteristic polynomial is as follows:

f(λ) = a4λ
4 + a3λ

3 + a2λ
2 + a1λ+ a0,

where

a4 = 16, a3 = 16h(1 + µ2), a2 = 4{c211 + 2c212 + c222 − 4µc12[c11 + c22(1 + µ2)]+

+ 2µ2(c11c22 + c222 + 2c212) + µ4c222 + h2(1 + µ2)2} − 8a[µ2c11 − 2µ(1 + µ2)c12+

+ (1 + µ2)2c22] + 3(1 + µ2)2a2, a1 = 4h[(c11 − µc12)2 + c212],

a0 = δ2 + h2c211 − 2c11δσ +
3

4
c211σ

2.

(16)
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Here the relation σ = κ3z20z̄20 = κ3(u2
0 + v2

0) is introduced. The solution under study
is asymptotically stable if all roots of the polynomial f(λ) have negative real parts. Such
conditions, according to the Lienard–Chipart criterion [18], can be written in the form

a0 > 0, a2 > 0, ∆3 =

∣∣∣∣∣∣
a3 a1 0
a4 a2 a0

0 a3 a1

∣∣∣∣∣∣ > 0. (17)

Note the fact that in our case the condition a2 > 0 is excessive. In fact, because
of h > 0, c12 6= 0, the coefficients a1, a3 are positive. But then, if a2 ≤ 0, we have
∆3 = −[a0a

2
3+a4a

2
1+a1a3(−a2)] < 0. Thus, the inequality ∆3 > 0 entails the positiveness

of a2.

The boundary cases a0 = 0, ∆3 = 0 determine the bifurcation surfaces in parameters
space. Namely:

A) a0 = 0, ∆3 > 0. The polynomial f(λ) has one zero root and three roots with
negative real parts;

B) a0 > 0, ∆3 = 0. There are two purely imaginary roots

λ1.2 = ±ı1
2

√
(c11 − µc12)2 + c212

1 + µ2

and two roots with negative real parts;

C) a0 = 0, ∆3 = 0. The polynomial f(λ) has one zero root, a pair of purely imaginary
roots λ1,2 and one negative real root.

In Fig. 2 the typical form of bifurcation surface ∆3 = 0 related to the parameters
κ2, σ, h is presented. After substituting the expressions from (16), we have

Figure 2: The typical form of bifurcation surface δ3 = 0. Cases a and b are related to the
values of κ1 = 0.5 and κ1 = 1.2, respectively.

∆3 = 64h2[c11µ− c12(1 + µ2)]2{3σ2(1 + µ2)2 − 8σ(1 + µ2)[c11 − 2µc12 + c22(1 + µ2)]+

+ 4h2(1 + µ2 + µ4c211) + 4[c11 − 2µc12 + c22(1 + µ2)]2}.

The expression in square brackets can be rewritten as

c11µ− c12(1 + µ2) = µ(κ1 − 1− µ2) + µ(1 + α)(1 + µ2) = µ[κ1 + α(1 + µ2)].
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Due to the assumption κ1 > 0, it is positive, therefore the sign of ∆3 is determined by
the sign of the expression in brackets. The latter can be presented in the form

{∗} = 4h2(1 + µ2 + µ4c211) + (3O1 − 2Q2)(Q1 − 2Q2), Q1 = σ(1 + µ2),

Q2 = c11 − 2µc12 + c22(1 + µ2).

For the linear absorber we have κ3 = 0, hence σ = 0, and {∗} > 0 (as well as
a2 > 0, a0 > 0). Then, if the parameter κ3 is rather small2, the inequalities (17)
are still valid.

4 Numerical Simulations and Discussion

Although it is possible to determine the type of the stationary points of the system in
explicit form relatively to the set of parameters {m1, k1,ma, ka, ω, h, P,Ω}, it is reason-
able not to do this. Firstly, due to relations (12), (13) the explicit representation of the
expression for σ is too cumbersome and not convenient for analysis. Another reason is
that for the purposes of engineering applications, it is much more suitable to use the
procedure oriented towards numerical calculations, which allow to do some significant
simplifications (for instance, introduce one or several small parameters 3).

The calculations were carried out as follows: for some given values of µ, α and κ1,
the magnitudes of κ2 and h were determined as for the linear DVA according to [19, 20].
Then the values found (say, κ20, h0) were changed, and the responses of the main mass
were analyzed. Thereafter, the influence of the nonlinear stiffness k3 was investigated.
The results are presented in Figs. 3-6. The parameter p may be counted as optional,
because with the transformation

y = py?, ỹ = pỹ?, k3 =
k3?

p2

one can add the subscript ”?” to the variables, their derivatives and parameter k3, and
take p = 1. The magnitude of P/Ω2 may be small enough, hence the initial conditions
for integrating the motion equations (1) were taken correspondingly. For the reason of
simplicity, the subscript ”?” is omitted in the figures.

In Fig. 3 the evolution of oscillations of the main mass is presented. For µ = 0.2,
α = 0.1, k1 = 1.25 and the fixed value of k2 = k20 ≈ 1.17, the magnitude of ha was
changed. Based on the obtained calculations, we can conclude the following.

1) If the coefficient h is small (h < 0.05 in our example), the amplitude of oscillations
is increasing slowly. Although in linear case the motion is asymptotically stable in the
Lyapunov sense, in the vicinity of resonant frequencies small denominators in the general
solution of system (1) (with k3 = 0) appear, and the damping rate cannot ”counteract”
successfully to the growth of the amplitude. This growth is not unbounded, but it is big
enough (Fig.3a), so such absorber is ineffective.

2) The optimal magnitude of damping coefficient belongs to some ”middle” range
(h ∈ [0.08, 0.12]). The behaviour of solutions is characterized as follows. After the initial
perturbations, there exists a transitional time interval (about 100 − 120 τ - seconds, see
Fig.3) where the amplitude achieves its maximal value, and varying the parameters of

2 Or p is small, which leads to the smallness of v0, u0 due to formulas (12), (13).
3 Depending on the circumstances, it may be µ, p, 1− k1

m1Ω2 , h and so on.
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Figure 3: The shape of the oscillations of the main mass depending on the damping coefficient
h. The light lines (cyan) correspond to the value k3 = 0, the dark ones (blue) – to the value
k3 = 0.0002.

DVA has little effect on reducing this value. However, after this period, we can distinguish
two cases:

A) On the left side of this interval the amplitude of oscillations goes down slowly, but
finally, the smallest rate of the main mass responses is achieved (Fig. 3b, c).

B) Increasing the value of h over 0.1 leads to more fast mitigation of the oscillation
amplitude, but the rate of the main mass responses grows up (Fig. 3d).

3) Finally, with further increase of the parameter h, the shape of the oscillations
changes (Fig.3e). In contradiction to the previous cases, this shape becomes of the
”stripe” type - like for a simple harmonic oscillation – for both cases k3 = 0 and
k3 = 0.0002 (increasing the value of k3 over 0.0008 leads to instability). The ampli-
tude of oscillations is big enough, and such values of the damping coefficient, as well as
too small values in case 1), are unsuitable for mitigation of the responses of the system.

These results were compared with the integration of averaged equations transformed
by the substitution uj = prjcosϕj , vj = prjsinϕj (j = 1, 2). These equations are

2r′1 − r2[µhcos(ϕ2 − ϕ1) + (c̃12 + µκ3?r
2
2)sin(ϕ2 − ϕ1)] = sinϕ1,

2r1ϕ
′
1 + c̃11r1 + r2[−µhsin(ϕ2 − ϕ1) + (c̃12 + µκ3?r

2
2)cos(ϕ2 − ϕ1)] = cosϕ1,

2r′2 + c̃21r1sin(ϕ2 − ϕ1) + h(1 + µ2)r2 = −µsinϕ2,

2r2ϕ
′
2 + r2[c̃22 − κ3?(1 + µ2)r2

2] + c̃21r1cos(ϕ2 − ϕ1) = −µcosϕ2.

Here c̃jk are the elements of the matrix M−1C.

The time histories for r1(t) are presented in Fig. 4.

Also, the influence of the coefficient κ3 (which relates to nonlinear stiffness) was
tested. The results are presented in Fig. 5 for given values µ = 0.2, κ1 = 0.95, κ2 = 0.97,
α = 0.1, h = 0.25. Both cases κ3 > 0 (softening spring) and κ3 < 0 (hardening spring)
were considered. The hardening spring (line 1 in Fig. 5) gives the worst result, while the
softening spring with κ3 ≈ 0.006 (line 4) gives the best response. The further increasing
of κ3 (line 5) worsens the state.

Finally, in Fig.6 the mutual influence of the linear and nonlinear characteristics of
the restoring force on the responses of the main mass is presented.
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Figure 4: Time history for r1(τ). Lines 1 - 4 are related to the values of h = 0.08, 0.1, 0.12 and
0.15, respectively.

Figure 5: Influence of the nonlinear stiffness on the responses of the main mass. The values of
κ3 for lines 1 – 5, respectively, are −0.002, 0.0, 0.002, 0.006, 0.008.

Figure 6: Influence of the absorber’s stiffnesses on the responses of the main mass.

5 Conclusion

In this paper we have studied the dynamics of a 2-DOF mechanical system with combined
translational and rotational motions under external harmonic excitation. The influence
of the dynamical absorber with nonlinear stiffness on the responses of the main mass
was investigated. The analytical approach based on the averaging method was used.
The stability conditions for periodic solutions are obtained and analyzed. The numeri-
cal calculations have shown that the averaged equations correlate well with the motion
equations. A suitable choice of the absorber’s parameters (linear and nonlinear stiffness,
and the damping coefficient) in the vicinity of resonant frequencies was discussed. In
particular, it was shown that the nonlinear spring of the absorber may improve essen-
tially the responses of the main mass (counteract to the growth of the amplitude) caused
by the external excitation.
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Abstract: The paper studies the numerical approximation of the exact boundary
controllability for the vibrating rod by the Hilbert uniqueness method (HUM). This
study is based on the knowledge of the asymptotic behavior of the control governing
the system at time T . This is the idea developed in this work concerning the Dirichlet
boundary case. More precisely, an approximate control shall be found which returns
the system under consideration to rest at time T with an estimation of the final state
error and the improvement of it by using the particle swarm optimization algorithm
(PSO).
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1 Introduction

Controllability is a classical problem in control theory. The idea that motivated this work
is that control theory is certainly, at present, one of the most interdisciplinary areas of
research. It is nowadays a rich crossing point of engineering and mathematics. Many
problems of control theory such as optimal control and stabilizability may be solved un-
der assumption that the system is controllable, see [9,16,19]. Controllability means that
it is possible to drive a dynamic system from an arbitrary initial state to an arbitrary
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final state using the set of admissible controls. There are two basic concepts of controlla-
bility in the case of infinite dimensional systems: approximate and exact controllability.
Approximate controllability allows to drive the dynamic system to arbitrary small neigh-
bourhood of final state while exact controllability means that the dynamic system can
be driven to arbitrary final state.
In the case of finite dimensional systems, these concepts are equivalent, see [18].

Approximate controllability has been studied for different types of semilinear dynam-
ical systems, see, for example, [1, 14] and the references therein.

Regarding the problem of exact controllability of linear systems, great efforts have
been devoted to its study both theoretically and numerically.

The theory of solving this problem has been introduced in [17] by the use of the semi-
group approach. In [15], a new approach called the Hilbert uniqueness method (HUM)
has been proposed to solve this problem for hyperbolic systems. Another approach has
been proposed to solve this problem for parabolic systems, see, for instance, [2].

Numerically, the problem has been studied in [6,10–12] through the numerical imple-
mentation of the Hilbert uniqueness method.

This method leads to the resolution of the equation

Λ{ψ0, ψ1} = {u1,−u0} , (1)

where u0 and u1 are the initial conditions of the system and Λ is an isomorphism between
the Hilbert space F and its dual F ′ .

The conjugate gradient method was introduced in [6], later on this method was de-
veloped in [10] in order to solve (1). The approximate solutions obtained do not converge
to the exact solutions as the temporal and spatial grid sizes tend to zero. Methods of
regularization including the Tikhonov regularization that result in convergent approx-
imations were introduced in the papers on HUM-based methods. This method shows
that this technique improves the last results.

In [11,12], an alternative to the Tikhonov regularization procedure based on spectral
analysis is presented. It was shown that this approach improves the method described
in [6, 10].

Another computational method for boundary controllability of the wave equation is
the one based on the method proposed in [13]. This approach permits to directly solve
an optimization problem in which the equations of the linear system act as equality con-
straints. To resolve this problem, two methods are proposed. The first one is based on
the Lagrange multiplier method. The second one transforms the constrained optimiza-
tion problem to an unconstrained optimization problem and uses the conjugate gradient
method for its resolution. The computational results show that this method provides
convergent approximations for problems in which existing methods produce divergent
approximations unless they are regularized in some manner. Therefore, this method
improves the results found in [6].

The numerical methods cited studied the exact controllabilty of hyperbolic systems.
For parabolic systems, see [4].

Motivated by the existence in the literature of these numerical studies, we want to
feed it by the numerical study of a system which is neither hyperbolic nor parabolic.
More precisely, we study numerically the exact Dirichlet boundary controllability of the
vibrating rod.

This study goes through the numerical resolution of equation (1), which determines
explicit formulas for ψ0 and ψ1 and therefore, the approximate control that steers the
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system under consideration to rest time T with an estimation of the final state error.
By a particular example, we present the graphics of the approximate control, the cost

function, and the final state error when the points are equidistant and improve it by using
a stochastic optimization algorithm named the particle swarm optimization (PSO).

The remaining of the paper is organized as follows.
Section 2 defines the exact Dirichlet boundary controllability of the vibrating rod.
Section 3 describes the HUM approach. In Section 4, we present the method of solving
the problem under consideration. In Section 5, we give explicit formulas. In Section 6,
experimental results are presented. In Section 7, a stochastic optimization algorithm is
used to improve the final error. The results obtained confirm it. Section 8 concludes the
paper.

2 The Problem under Study

Let T be a given positive number, u0(x) and u1(x) denote given functions defined on
Ω =]0, L[. Let Σ={0, L}×]0, T [, Q =]0, L[×]0, T [ and (u0, u1) ∈ L2(Ω) ×H−2(Ω). The
exact Dirichlet boundary controllability problem for the vibrating rod is as follows.
Find a control function g defined on Σ such that u satisfies the system



utt + uxxxx = 0 in Q,

u(x, 0) = u0(x),
∂u

∂t
(x, 0) = u1(x) in Ω,

u(x, T ) = 0,
∂u

∂t
(x, T ) = 0 in Ω,

u(0, t) = 0, u(L, t) = 0, t ∈ [0, T ],
∂u

∂x
(0, t) = 0,

∂u

∂x
(L, t) =g(t), t ∈ [0, T ].

(2)

The first equation in (2) represents the vibrations of the rod. It models the vertical
motion of a thin, horizontal rod with small displacements from the rest position. It is
neither hyperbolic nor parabolic. u(x, t) denotes the displacement of the point x of the
rod, at the instant t. u0(x) and u1(x) represent, respectively, the initial position and the
initial velocity of the rod. The third equation in (2) is the final condition and is called
the equilibrium condition. It is well known that when T > 0, the exact controllability
problem (2) admits at least one state-control solution pair (u,g); furthermore, the exact
controller g having minimum boundary L2 norm is unique, see [15,20].

Our work consists in solving numerically the exact boundary controllability of the
vibrating rod when the control is of the Dirichlet type. For this purpose, we consider
the control given by the HUM approach and we develop some techniques which allow
computation of the control that steers the system at hand to rest at time T with a final
error

‖ξ‖2 = ‖u(x, T )‖2L2(Ω) +

∥∥∥∥∂u(x, T )

∂t

∥∥∥∥2

L2(Ω)

. (3)

3 Choice of the Control

We recall briefly how the control which steers the system (2) to rest at time T is found.
Let F = H2

0 (Ω) × L2(Ω) and F ′ = H−2(Ω) × L2(Ω). For any {ψ0, ψ1} ∈ F , solve the
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system 
ψtt + ψxxxx = 0 in Q,

ψ(x, 0) = ψ0(x),
∂ψ

∂t
(x, 0) = ψ1(x) in Ω,

ψ =
∂ψ

∂x
= 0 on Σ,

and then resolve the reverse system in Θ:
Θtt + Θxxxx = 0 in Q,

Θ(x, T ) =
∂Θ

∂t
(x, T ) = 0 in Ω,

Θ =
∂2ψ

∂x2
on Σ.

This enables us to (implicitly) define a linear operator Λ by

Λ{ψ0, ψ1} = {∂Θ

∂t
(x, 0),−Θ(x, 0)} .

So, for convenient ψ0, ψ1 and T , if one can solve the equation (1), then it is possible to
obtain the control g explicitly.

We obtain the corresponding unique minimum L2-norm control by setting g = ∂2ψ
∂x2 .

It is proved in [15] that λ is an isomorphism from F to F ′. Consequently, for any initial
data u0, u1, such that {u1,−u0} ∈ F ′, equation (1) has a unique solution {ψ0, ψ1} ∈ F.
The Θ system is, in fact, the u one (reverse) and the state {0, 0} is reached at time T .
See [15] for more details.

4 Presentation of the Resolution Method

In this section, we will show how to solve equation (1) and give expressions for ψ0 and
ψ1 which can be used for numerical simulations.
Using the techniques of standard optimization, we know that solving (1) is equivalent to
solving the minimization problem

Inf
{ψ0,ψ1}∈F

J
(
{ψ0, ψ1}

)
, (4)

where

J({ψ0, ψ1}) =
1

2

∫ T

0

[
∂2ψ(L, t)

∂x2

]2

dt−
∫

Ω

[
ψ0u1 − ψ1u0

]
dx. (5)

In the problems of controllability, the knowledge of the asymptotic behavior of the
control governing the system at time T may be used for its calculation. This idea will
be used to determine explicit formulas for ψ0 and ψ1.

Let {ψ0
T , ψ

1
T } be the solution of (4). We introduce a T factor to transform the

functional (5) in the following way:

T.J({ψ0, ψ1}) =
T

2

∫ T

0

[
∂2ψ(L, t)

∂x2

]2

dt−
∫

Ω

[
u1Tψ0 − u0Tψ1

]
dx.
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Let φ = T.ψ, where φ is the solution of the system
∂2φ

∂t2
+
∂4φ

∂x4
= 0 in Q,

φ(x, 0) = φ0,
∂φ

∂t
(x, 0) = φ1 in Ω,

φ =
∂φ

∂x
= 0 on Σ.

T.J({ψ0, ψ1}) =
1

2T

∫ T

0

[
∂2φ(L, t)

∂x2

]2

dt−
∫

Ω

[
u1φ0 − u0φ1

]
dx = J

(
{φ0, φ1}

)
. (6)

The problem (4) becomes
Inf J

(
{φ0, φ1}

)
. (7)

Assume the solution of (7) is {φ0
T , φ

1
T }, then we have φ0

T = T.ψ0
T and φ1

T = T.ψ1
T .

Consider
φ0 = lim

T→+∞
φ0
T , φ1 = lim

T→+∞
φ1
T ,

then, according to [3], it is possible to determine explicitly (φ0, φ1). Numerical approxi-
mations useful for calculations are determined by this approach. Then, it will be possible
to calculate ψ0

T and ψ1
T by using

ψ0
T =

1

T
φ0, ψ1

T =
1

T
φ1.

5 Resolution of the Problem

Denote the orthonormal eigenfunctions by ωj(x) and the eigenvalues by λ2
j of d4

dx4 with

the homogeneous Dirichlet condition. Consider (6) and look for lim
T→+∞

J
(
{φ0, φ1}

)
.

Let

u0 =

∞∑
j=1

u0
jωj , u

1 =

∞∑
j=1

u1
jωj

with u0
j = (u0, ωj) and u1

j = (u1, ωj). Then∫
Ω

u0φ1dx =
∑
j

(u0, ωj)(φ
1, ωj),

∫
Ω

u1φ0dx =
∑
j

(u1, ωj)(φ
0, ωj).

We have, in the same way,

φ(x, t) =
∑
j

φj(t)ωj(x) ,

where

φj(t) = (φ0, ωj)cos(λjt) +
1

λj
(φ1, ωj)sin(λjt) .

Thus

1

2T

∫ T

0

[
∂2φ(L, t)

∂x2

]2

dt =
1

2T

∫ T

0

∑
j,l

φj(t).φl(t)
d2ωj(L)

dx2
.
d2ωl(L)

dx2

 dt
=

1

2

∑
j,l

d2ωj(L)

dx2
.
d2ωl(L)

dx2

[
1

T

∫ T

0

φj(t).φl(t)dt

]
.
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By developing, we obtain

1

T

∫ T

0

φj(t).φl(t)dt

=
1

T

∫ T

0

{
(φ0, ωj)cos(λjt) + (φ1, ωj)

sin(λjt

λj

}{
(φ0, ωl)cos(λlt) + (φ1, ωl)

sin(λlt

λl

}
dt

=
1

T

∫ T

0

[
(φ0, ωj)(φ

0, ωl)cos(λjt)cos(λlt)
]
dt+

1

T

∫ T

0

[
(φ0, ωj)(φ

1, ωl)cos(λjt)
sin(λlt

λl

]
dt

+
1

T

∫ T

0

[
(φ1, ωj)(φ

0, ωl)cos(λlt)
sin(λjt

λj

]
dt+

1

T

∫ T

0

[
(φ1, ωj)(φ

1, ωl)
sin(λjt).sin(λlt)

λj .λl

]
dt

For j 6= l, the calculation gives

1

T

∫ T

0

φj(t).φl(t)dt −→ 0 as T −→∞.

and for j = l, we have

1

T

∫ T

0

φj(t).φl(t)dt −→

[
1

2
(φ0, ωj)

2 +
1

2λ2
j

(φ1, ωj)
2

]
as T −→∞.

Finally,

1

T

∫ T

0

φj(t).φl(t)dt −→ δj l

[
1

2
(φ0, ωj)

2 +
1

2λ2
j

(φ1, ωj)
2

]
as T −→∞ ,

where δj l = 1 if j = l and δj l = 0 if j 6= l, and then

1

2T

∫ T

0

[
∂2φ(L, t)

∂x2

]2

dt −→ 1

4

∑
j

[
(φ0, ωj)

2 +
1

λ2
j

(φ1, ωj)
2

] [
d2ωj(L)

dx2

]2

.

The initial problem (7) is transformed to the minimization problem according to φ0 and
φ1

1

4

∑
j

[
(φ0, ωj)

2 +
1

λ2
j

(φ1, ωj)
2

] [
d2ωj(L)

dx2

]2

−
∫

Ω

(u1φ0 − u0φ1)dx

=
∑
j

[
1

4
(φ0, ωj)

2

[
d2ωj(L)

dx2

]2

− u1
j (φ

0, ωj)

]

+
∑
j

[
1

4λ2
j

(φ1, ωj)
2

[
d2ωj(L)

dx2

]2

+ u0
j (φ

1, ωj)

]
(8)

We see that in this equality, the first term does not depend on φ1 and the second does
not depend on φ0. Therefore, the minimization of (8) conducts to the minimization of

1

4
(φ0, ωj)

2

[
d2ωj(L)

dx2

]2

− u1
j (φ

0, ωj) according to φ0
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and

1

4λ2
j

(φ1, ωj)
2

[
d2ωj(L)

dx2

]2

+ u0
j (φ

1, ωj) according to φ1.

The minimum is determined by

1

2
(φ0, ωj)

[
d2ωj(L)

dx2

]2

− u1
j = 0,

1

2λ2
j

(φ1, ωj)

[
d2ωj(L)

dx2

]2

+ u0
j = 0.

Finally, when T −→∞, we obtain

φ0 =

∞∑
j=1

2.(u1, ωj).ωj[
d2ωj(L)
dx2

]2 ,

φ1 = −
∞∑
j=1

2λ2
j (u

0, ωj).ωj[
d2ωj(L)
dx2

]2 .

We conclude the following approximations:

ψ0
T =

2

T

n∑
j=1

(u1, ωj).ωj[
d2ωj(L)
dx2

]2 , (9)

ψ1
T =

−2

T

n∑
j=1

λ2
j (u

0, ωj).ωj .[
d2ωj(L)
dx2

]2 (10)

are explicit formulas.

6 Computational Results

In this section, we determine the graphs of the approximate control, the cost function
and the final error (3) at the instant t = T and the initial data
u0(x) = Ax(1 + x); u1(x) = (1 + A)u0(x). A is a coefficient chosen by numerical

considerations. The control steering the system (2) to rest at time T is given by g∗ = ∂2ψ
∂x2 ,

where ψ is the solution of the system
∂2ψ(x, t)

∂t2
+
∂4ψ(x, t)

∂x4
= 0 in Q ,

ψ(x, 0) = ψ0
T ,

∂ψ(x, 0)

∂t
= ψ1

T in Ω,

ψ =
∂ψ

∂x
= 0 on Σ,

(11)

and ψ0
T , ψ1

T are the initial conditions given in (9) and (10).
We use the following algorithm for the implementation.
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Algorithm 6.1 1: Choice of the initial data u0 and u1.
2: Choice of the order n.
3: Calculation of the explicit formulas ψ0

T and ψ1
T using (9) and (10).

4: Resolution of the system (11).
5: Calculation of the explicit control g∗.
6: Calculation of the cost function ‖g ∗ ‖2.
7: Resolution of the system (2) using the explicit control g∗.
8: Calculation of the final state error ‖ξ‖2.
Return to 2.

Remark 6.1 The numerical method for resolution of systems (2) and (11) is based
on a symmetric finite difference scheme, see [7]. This scheme leads to the resolution of a
linear system whose matrix is pentadiagonal symmetric positive.

We have introduced a new approach to determine explicitly the control driving the
system (2) to rest at time T with an estimation of the final state error. Particular
attention is paid to the system which is neither hyperbolic nor parabolic.

Our paper presents a new view for the numerical approximation of the exact boundary
controllability.

We have the following graphs with L = 1, n = 4 and T = 1.
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Figure 1: The form of approxi-
mate control g∗ steering the system
(2) to rest at time T .
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Figure 2: Illustration of the
cost function obtained by the cor-
responding unique minimum L2-
norm control.

Remark 6.2 The results obtained are satisfactory althought many approximations
have been made (asymptotic aspect, truncation, etc.). However, we think that increasing
the value of n increases the efficiency of formulas (9), (10) and allows to make the final
state error close to zero. In this perspective, we are trying in the following section to
improve the result of the final state error so that the control steers the considered system
(2) to rest at time T .
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Figure 3: Estimation of the final state error with equidistant points so that the system (2)
steers to rest at time T .

7 Improvement of the Final State Error

In this section, the calculation of the final state error is improved to make it as small
as possible. The problem that we consider is to minimize (3) using the particle swarm
optimization algorithm (PSO) and taking the same example treated in Section 6. For
this, we try to determine xi by the PSO so that the final state error (3) is close to zero.
This method is an effective way to improve the final state error.

7.1 Basic particle swarm optimization algorithm

The particle swarm optimization (PSO) is a non deterministic method simulated by
social behavior of bird flocking or fish schooling, that can be used to optimize a function
objective, and was described in [5, 8]. In the PSO algorithm, each individual is called
the “particle”, which represents a potential solution in a swarm.

We present in the following, the main steps of the basic PSO algorithm. Three M− di-
mensional vectors compose each particle: the current position Yj = (yj1, yj2, ..., yjM ), the
velocity Vj = (vj1, vj2, ..., vjM ) which represents its direction of searching, and the pre-
vious best position that it has individually found Pj = (pj1, pj2, ..., pjM ), called (pbest),
the subscipt j ranges from 1 to s, where s indicates the size of swarm. Habitually, each
particle stores its position and its best value so far (pbest), and therefore recognizes the
best value in the swarm, called (sbest) between the set of values (pbest).

The following system shows the displacement of each particle j:

vk+1
jl = wjlv

k
jl + c1r

k
1 [(pbest)kjl − xkjl],+c2rk2 [(sbest)kjl − xkjl] (12)

xk+1
jl = vk+1

jl + xkjl , (13)

where vk+1
jl , xk+1

jl are the velocity and the position of particle j, respectively, at iteration
k + 1, wjl is the inertia weight with its value that ranges from 0.9 to 1.2, c1 and c2 are
two parameters situated in the range of 2 to 4, called the acceleration coefficients and
rk1 , r

k
2 are two random numbers uniformly distributed in the range [0, 1]. In the double
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subscript in the equations (12) and (13) the first subscript stands for the particle j and
the second one for the dimension l. The (basic) process for imlementing the PSO is in
the algorithm below.

Algorithm 7.1 Particle Swarm Optimisation.
1: Set the dimension M , and the size s of the swarm.
2: Set the iteration number k to zero.
3: Evaluate, for each particle, the velocity vector using its memory and equation (12),
where pbest and sbest can be modified.
4: Move each particle to its new position, according to equation (13).
5: Let k = k + 1.
6: Go to step 2, and repeat until convergence condition is satisfied.

Remark 7.1 This section was the subject of a personal communication entitled
“Particle Swarm Optimization Algorithm to Improve the Final State Error of the Exact
Boundary Controllability”, presented at the Sixth International Conference on Meta-
heuristics and Nature Inspired Computing that was organized in Marrakech (Morocco)
in October 2016.

From Figure 4 shown below, it can be seen that the final state error is improved.
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Figure 4: Estimation of the final state error with points chosen by the PSO so that the system
(2) steers to rest at time T .

7.2 Discussion

Figure 4 illustrates the decrease of the final state error in comparison with Figure 3 of
Section 6. It can be said that the particle swarm optimization (PSO) algorithm has
improved the value of the final state error.

The main limitation of the experimental result is the non-comparison of the final
error provided by the PSO with other metaheuristics such as the ABC (Artificial Bee
Colony), FWA (Fireworks Algorithm), FPA algorithm (Flower Pollination Algorithm).
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8 Conclusion

The numerical implementation of the Hilbert uniqueness method allowed us to approxi-
mate the exact control for the vibrating rod with an estimation of the final state error.
The calculation of this error when the selected points are equidistant is compared with
the error when points are chosen by the PSO. The results show the improvement of the
final error in the second case compared to the first one. In the future, we intend to study
the comparison of the final error provided by the PSO with other metaheuristics and
study the case of dimension two of the same system.

Acknowledgment

This work was sponsored, in part, by the CNEPRU under the contract No.
B01420140101. The author would like to acknowledge the valuable comments and sug-
gestions of the reviewers, which have improved the quality of this paper.

References

[1] U. Arora and N. Sukavanam. Approximate controllability of non densely defined semilinear
control system with non local conditions. Nonlinear Dynamics and Systems Theory 17 (1)
(2017) 5–18.

[2] A. Benabdallah, F. Boyer, M. G. Burgos and G. Olive. Sharp estimates of the one-
dimensional boundary control cost for parabolic systems and application to the N-
dimensional boundary null controllability in cylindrical domains. SIAM J. Control and
Optimization 52 (5) (2014) 2970–3001.

[3] A. Bensoussan. On the general theory of exact controllability for skew symmetric operators.
Acta Applicandae Mathematicae 20 (3) (1990) 197–229.

[4] C. Carthel, R. Glowinski and J. L. Lions. On exact and approximate boundary controlla-
bility for the heat equation: A numerical approach. Journal of optimization, Theory and
Applications 82 (3) (1994) 429–484.

[5] T. I. Cristian. The particle swarm optimization algorithm: convergence, analysis and pa-
rameter selection. Information Processing Letters 85 (6) (2003) 317–325.

[6] E. Dean, R. Glowinski and C. H. Li. Supercomputer solutions of partial differential equation
problems in computational fluid dynamics and in control. Computer Physics Communica-
tions 53 (1-3) (1989) 401–439.

[7] P. Duchateau and D. W. Zachmann. Schaum’s of Theory and Problems for Partial Differ-
ential Equations. McGraw Hill, New York, 1986.

[8] R. C. Eberhart and J. Kennedy. A new optimizer using particles swarm theory. In: Sixth
international symposium on micro machine and human science. Nagoya, Japan, 1995, 39–
43.

[9] A. Feydi, S. Elloumi and B. Braiek. Decentralized stabilization for a class of nonlinear inter-
connected systems using sdre optimal control approach. Nonlinear Dynamics and Systems
Theory 19 (1) (2019) 55–67.

[10] R. Glowinski, C. H. Li and J. L. Lions. A numerical approach to the exact boundary control-
lability of the wave equation(I) Dirichlet controls: Description of the numerical methods.
Japan Journal of Applied Mathematics 7 (1) (1990) 1–76.

[11] R. Glowinski and C. H. Li. On the numerical implementation of the Hilbert uniqueness
method for the exact boundary controllability of the wave equation. C.R. Acad. Sci. Paris,
série I Math. 311 (2) (1990) 135–142.



190 A. KHERNANE

[12] R. Glowinski. Ensuring well-posedness by analogy; stockes problem and boundary control
for the wave equation. Journal of Computational Physics 103 (2) (1992) 189–221.

[13] M. Gunzburger, L. S. Hou and L. A. Ju. Numerical method for exact boundary controllabil-
ity problems for the wave equation. Journal Computers and Mathematics with Applications
51, (5) (2006) 721–750.

[14] S. Kumar. Approximate controllability of non local impulsive fractional order semilinear
time varying delay systems. Nonlinear Dynamics and Systems Theory 16 (4) (2016) 420–
430.

[15] J. L. Lions. Exact controllability, stabilization and perturbations for distributed systems.
SIAM Review 30 (1) (1988) 1–68.

[16] A. G. Mazko. Robust output feedback stabilization and optimization of discrete-time control
systems. Nonlinear Dynamics and Systems Theory 18 (1) (2018) 92–106.

[17] D. L. Russell. Controllability and stabilizability theory for linear partial differential equa-
tions. Recent progress and open questions. SIAM Review 20 (4) (1978) 639–739.

[18] J. Zabczyk. Mathematical Control Theory. An Introduction. Birkhauser, Boston, 2008.

[19] E. Zerrik, A. Ait Aadi and R. Lahrissi. On the stabilization of infinite dimensional bilinear
systems with unbounded control operator. Nonlinear Dynamics and Systems Theory 18 (4)
(2018) 418–425.
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Abstract: In this work, we look at the implementation of the finite element method
to a nonlinear (nonstandard) Volterra integral equation. We consider the Galerkin
approach, where we choose the weight function in such a way that it takes the form
of the approximate solution. We work on a uniform mesh and choose the Lagrange
polynomials as basis functions. We consider the error analysis of the method. We look
at a specific example to illustrate the implementation of the finite element method.
Finally, we consider the estimated rate of convergence.
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1 Introduction

In this paper, we consider the nonlinear Volterra integral equation of the second kind

u(x) =

r∑
m=1

bm

(
gm(x) +

∫ x

0

km(x, y)u(y)dy

)m
, x ∈ [0, L], (1)

where r ∈ N, r ≥ 2 , b ∈ R, g : [0, L] → R and k : [0, L] × [0, L] → R are continuous
functions. The unknown function u(x) ∈ C[0, L].

In essence, (1) is nonstandard in that in its simplest form, it has the structure

u =

r∑
m=1

bm (gm +Wmu)
m
, x ∈ [0, L],
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where Wm is the standard linear Volterra operator, see [9]. Volterra integral equations
find applications in many fields of science and engineering, including population dynam-
ics, the spread of epidemics, semi-conductor devices, wave propagation, super-fluidity
and traveling wave analysis, see Saveljeva [14], for example. Many authors have used nu-
merical methods to solve Volterra integral equations. The authors in [1, 8, 11, 13] solved
linear Volterra integral equations using quadrature rules such as the repeated Simpson’s
and repeated trapezoidal rule. Other authors, see [3–7], used collocation methods to find
approximate solutions for Volterra integral equations.

Sloss and Blyth [15] implemented Corrington’s Walsh function method to (1) and also
proved the existence and uniqueness of the solution in a Banach space L2. Malindzisa
and Khumalo [9] used the collocation methods and quadrature rules to approximate the
solution to (1). They pointed out that the repeated Simpson’s rule gives better solutions
when a reasonable value of the step size is used. They also provided sufficient conditions
for the existence and uniqueness of the solutions for (1) and for the case where b1 = 0 and
r = 2 in the space C[0, L]. A similar study was done by Mamba and Khumalo [10]. They
presented convergence analysis for the collocation methods and trapezoidal rule. Benitez
and Bolos [2] highlighted that the collocation methods have proven to be appropriate
techniques for finding the approximate solutions for nonlinear integral equations because
of their accuracy and stability. However, the finite element method has not been used to
approximate solutions to (1). In this work, we will consider the implementation of the
finite element method to find the approximate solutions for (1). In particular, we will
consider the case where b1 = 0 and r = 2.

u(x) = b

(
g(x) +

∫ x

0

k(x, y)u(y)dy

)2

, (2)

where b ∈ R, g : [0, L] → R and k : [0, L] × [0, L] → R are continuous functions. The
unknown function u(x) ∈ C[0, L]. We will also compare the results obtained from the
implementation of the finite element method to the ones obtained in [9, 10] using the
collocation method and quadrature rules.

2 Well-Posedness of the Problem

The following theorem shows that when b1 = 0 and r = 2, the solution of the VIE of the
non-standard type (1) exists in the space C[0, L]. In this section, we will prove that the
solution exists using a method analogous to the one used by Malindzisa and Khumalo
in [9]. The uniqueness of the solution for the case where b1 = 0 and r = 2 is presented
in [9].

Theorem 2.1 Consider the VIE (2). There exists a solution u(x), where u ∈ C[0, L],
provided that

2K| b |
(
‖g‖∞ +KL

)
< 1,

(3)

| b |
(
‖g‖∞ +KL

)2
< L,

where K = sup
[0,1]×[0,1]

| k(x, y) |.
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Proof. We use Banach’s fixed point theorem. Define Tz(x) = b

(
g(x) +

∫ x
0
k(x, y)z(y)dy

)2

for each z ∈ C[0, L]. Let z1, z2 ∈ C[0, L]. Then

Tz2(x)− Tz1(x) = b

(
g(x) +

∫ x

0

k(x, y)z2(y)dy

)2

− b
(
g(x) +

∫ x

0

k(x, y)z1(y)dy

)2

= b

[(
g(x) +

∫ x

0

k(x, y)z2(y)dy

)2

−
(
g(x) +

∫ x

0

k(x, y)z1(y)dy

)2]
= b

[(
g(x) +

∫ x

0

k(x, y)z2(y)dy − g(x)−
∫ x

0

k(x, y)z1(y)dy

)
·

1∑
i=0

(
g(x) +

∫ x

0

k(x, y)z2(y)dy

)i
·
(
g(x) +

∫ x

0

k(x, y)z1(y)dy

)1−i]
bF (x, z1, z2)

∫ x

0

k(x, y)
(
z2(y)− z1(y)

)
dy. (4)

Therefore,

‖Tz2 − Tz1‖∞ ≤ b supF (x, z1, z2) ·K‖z2 − z1‖∞. (5)

Furthermore,

‖F‖∞ ≤ 2
(
‖g‖∞ +KL

)
.

Hence,

‖Tz2 − Tz1‖∞ ≤ 2b
(
‖g‖∞ +KL

)
K‖z2 − z1‖∞. (6)

Consequently, T is a contraction if

2K| b |
(
‖g‖∞ +KL

)
< 1. (7)

We need to show that T : C[0, L]→ C[0, L]. Observe that∥∥∥∥(g(x) +

∫ x

0

k(x, y)z(y)dy

)2∥∥∥∥
∞
≤
(
‖g‖∞ +K‖z‖∞

)2
. (8)

Therefore

‖Tz‖∞ ≤ | b |
(
‖g‖∞ +K‖z‖∞

)2
(9)

≤ | b |
(
‖g‖∞ +KL

)2
;

thus T : C[0, L]→ C[0, L]

| b |
(
‖g‖∞ +KL

)2
< L.

Hence T is a contraction and maps [0, L] into itself given (3) holds.
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3 Numerical Method

Consider the nonlinear Volterra integral equation (2). Let I =
{
xi
}n
i=0

be the partition
of [0, L] with a uniform mesh h; that is,

0 = x0 < x1 < x2, . . . xn−1 < xn = L,

and let S denote the (n + 1)-dimensional subspace of C[0, L] spanned by {φk}nk=0. We
seek an approximate solution uh ∈ S for u(x) of the form

uh(x) =α0φ0(x) + α1φ1(x) + α2φ2(x) + · · ·+ αnφn(x)

=

n∑
k=0

αkφk(x) ≈ u(x), (10)

where
{
αk
}n
k=0

are the coefficients to be determined.
We take S to be a piecewise linear subspace of C[0, L], that is, we choose

φk(x) =


x−xk−1

hk
, for xk−1 ≤ x ≤ xk,

xk+1−x

hk+1
, for xk ≤ x ≤ xk+1,

0, otherwise ,

(11)

where hk = xk − xk−1 is the length of the subinterval (element) k and the derivative of
the basis functions is

φ′k(x) =


1
hk
, for xk−1 ≤ x ≤ xk,
−1
hk+1

, for xk ≤ x ≤ xk+1,

0, otherwise .

Each basis function φk satisfies the following properties, see [12].

1. The interpolation property

φk(xj) =

{
1, if k = j,

0, if k 6= j.

2. The partition of unity

n∑
k=0

φk(x) = 1, k, j = 0, 1, 2, · · ·n.

Substituting (10) into (2) and rearranging give

n∑
k=0

αkφk(x)− b

(
g(x) +

∫ x

0

k(x, y)

n∑
k=0

αkφk(y)dy

)2

:= R(x), (12)

where R(x) represents the residual.
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We want to determine the values of αk such that the residuals over the elements are
minimized in a weighted average sense.∫ xi+1

xi

w(x)R(x)dx = 0, (13)

where w(x) is the weight function. Here we use the Galerkin criterion, in which the
residual R(x) is orthogonal to the weight function w(x) (see [16]). This follows since
w(x) ∈ S and R(x) is orthogonal to every element vh ∈ S.

In this study, we chose a weight function which is of the same form as the approximate
solution uh(x) but with arbitrary coefficients. Therefore,

w(x) = β0φ0(x) + φ1(x)β1 + · · ·+ φn(x)βn =

n∑
j=0

βjφj(x). (14)

Substituting (12 ) and (14) in (13) we get the following:∫ xi+1

xi

w(x)R(x)dx =

∫ xi+1

xi

n∑
j=0

βjφj(x)

n∑
k=0

αkφk(x)dx

−
∫ xi+1

xi

n∑
j=0

βjφj(x)b

(
g(x) +

∫ x

0

k(x, y)

n∑
k=0

αkφk(y)dy

)2

dx = 0.

Since the βj ’s are arbitrary, we get the following equation:

n∑
j=0

βj

[∫ xi+1

xi

φj(x)

n∑
k=0

αkφk(x)dx −
∫ xi+1

xi

φj(x)b

(
g(x)+

∫ x

0

k(x, y)

n∑
k=0

αkφk(y)dy

)2

dx

 = 0.

Thus

n∑
k=0

αk

∫ xi+1

xi

φj(x)φk(x)dx−
∫ xi+1

xi

φj(x)b

(
g(x) +

n∑
k=0

αk

∫ x

0

k(x, y)φk(y)dy

)2

dx = 0.

Therefore

n∑
k=0

αk

∫ xi+1

xi

φk(x)φj(x)dx−
∫ xi+1

xi

φj(x)b

(
g(x) +

n∑
k=0

αk

∫ x

0

k(x, y)φk(y)dy

)2

dx = 0,

(15)

which is a nonlinear system of equations which must be solved for
{
αk
}n
k=0

.

4 Convergence Analysis

We now analyze the error, to start the analysis we first define the norm

‖e(x)‖∞ = ‖u(x)− uh(x)‖∞
= max

0≤k≤n
‖u(xk)− uh(xk)‖

= max
0≤k≤n

‖u(xk)− αk‖. (16)
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Consider the Volterra integral equation (2). Then substitute (10) into (2), we get

uh(x) = b

(
g(x) +

∫ x

0

k(x, y)uh(y)dy

)2

, x ∈ [0, L]. (17)

The following theorem gives the upper bound of ‖e(x)‖∞.

Theorem 4.1 Assume that b ∈ R, g : [0, L] → R and k : [0, L] × [0, L] → R are
continuous functions. u(x) is the exact solution of (2) and uh(x) is the approximate
solution. Then

‖e(x)‖∞ = ‖u(x)− uh(x)‖∞

6 D1
hq+1

4(q + 1)
+

(
D3

hq+1

4(q + 1)

)(
D5

hq+1

4(q + 1)
+D7 max

0≤k≤n
|αk |

)
,

where D1, D3, D5 and D7 are appropriately defined constants.

Proof. Note that

e(x) = u(x)− uh(x). (18)

Let x = xi in (18). Therefore,

ei = u(xi)− uh(xi) = b

(
g(xi) +

∫ xi

0

k(xi, y)u(y)dy

)2

− b

(
g(xi)+ (19)

∫ xi

0

k(xi, y)uh(y)dy

)2

= b

[
2g(xi)

∫ xi

0

k(xi, y) [R+ Λn(y)− uh(y)] dy +(∫ xi

0

k(xi, y) [R+ Λn(y)− uh(y)] dy

)
·
(∫ xi

0

k(xi, y) [R+ Λn(y)− uh(y)] dy+

2

∫ xi

0

k(xi, y)uh(y)dy

)]
, (20)

where u(y) is as in (10),

Λn(y) =

n∑
k=0

u(yk)φk(y), (21)

and R = u(y)−Λn(y) is the remainder of interpolation corresponding to the finite element
and Λn(y) is the N-order Lagrange finite element solution. By the use of interpolation
polynomial error estimation, we have the following:

|R | 6 hq+1

4(q + 1)
max
ξ∈[0,L]

|u(ξ)q+1| = hq+1

4(q + 1)
M, (22)

where M = maxξ∈[0,L] |u(ξ)q+1| and q is the degree of the piecewise Lagrange polynomi-
als.
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Substitute equations (21) and (10) into (19), we then get the following equation:

e = b

[ ∫ xi

0

2g(xi)k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
ds

+

(∫ xi

0

k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy

)
·
(∫ xi

0

k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy + 2

∫ xi

0

k(xi, y)

( n∑
k=0

αkφk(y)

)
dy

)]
. (23)

Then

| e | =
∣∣∣∣ b[ ∫ xi

0

2g(xi)k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy

+

(∫ xi

0

k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy

)
·
(∫ xi

0

k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy + 2

∫ xi

0

k(xi, y)

( n∑
k=0

αkφk(y)

)
dy

)] ∣∣∣∣
| e | = | b |

∣∣∣∣[ ∫ xi

0

2g(xi)k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy

+

(∫ xi

0

k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy

)
·
(∫ xi

0

k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy + 2

∫ xi

0

k(xi, y)

( n∑
k=0

αkφk(y)

)
dy

)] ∣∣∣∣
| e | ≤ | b |

[∣∣∣∣ ∫ xi

0

2g(xi)k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
ds

∣∣∣∣
+

∣∣∣∣
(∫ xi

0

k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy

)∣∣∣∣ · ∣∣∣∣( ∫ xi

0

k(xi, y)

[
R+

n∑
k=0

(u(yk)− αk)φk(y)

]
dy + 2

∫ xi

0

k(xi, y)

( n∑
k=0

αkφk(y)

)
dy

)∣∣∣∣]

≤ | b |
[ ∫ xi

0

| 2g(xi) | | k(xi, y) |

[
|R |+

∣∣∣∣ n∑
k=0

(u(yk)− αk)φk(y)

∣∣∣∣
]
dy

+

(∫ xi

0

| k(xi, y) |
[
|R |+

∣∣∣∣ n∑
k=0

(u(yk)− αk)φk(y)

∣∣∣∣]dy
)
·
(∫ xi

0

| k(xi, y) |
[
|R |+

∣∣∣∣ n∑
k=0

(u(yk)− αk)φk(y)

∣∣∣∣]dy + 2

∫ xi

0

| k(xi, y) | |uh(y) |dy
)]
.
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Now set

δ = [e(y0), e(y1) . . . e(yk), . . . e(yn)]T , Φ = [φ0(y), φ1(y), . . . φk(y), . . . , φn(y)]T ,

and
Γ = [α0, α1, . . . αk, . . . , αn]T ,

where e(yk) = u(yk)− uh(yk) = u(yk)− αk.
Then

|Λn(y)− uh(y) | =
∣∣∣∣ n∑
k=0

(α(yk)− αk)φk(y)

∣∣∣∣ = | δ · Φ | 6 ‖δ‖∞ · ‖Φ‖∞ 6 C‖δ‖∞. (24)

Since e(yk) for k = 0, 1, 2, ..., n represents the interpolation error, we have

e(y0) = e(y1) = · · · = e(yn) = 0, (25)∣∣∣∣ n∑
k=0

αkφk(y)

∣∣∣∣ = |Γ · Φ | 6 ‖Γ‖∞ · ‖Φ‖∞ 6 C‖Γ‖∞. (26)

Using equation (22), (24), (25) and (26) we then obtain the following:

‖e‖∞ 6 D1
hq+1

4(q + 1)
+D2‖δ‖∞

+

(
D3

hq+1

4(q + 1)
+D4‖δ‖∞

)(
D5

hq+1

4(q + 1)
+D6‖δ‖∞ +D7‖Γ‖∞

)
= D1

hq+1

4(q + 1)
+D2 max

0≤yk≤n
| e(yk) |

+

(
D3

hq+1

4(q + 1)
+D4 max

0≤yk≤n
| e(yk) |

)
·
(
D5

hq+1

4(q + 1)
+D6 max

0≤yk≤n
| e(yk) |+D7 max

0≤k≤n
|αk |

)
= D1

hq+1

4(q + 1)
+

(
D3

hq+1

4(q + 1)

)(
D5

hq+1

4(q + 1)
+D7 max

0≤k≤n
|αk |

)
,

where G = max
0≤xi≤L

| g(xi) |, K = max
0≤xi≤L
0≤y≤L

| k(xi, y) |, L = max
0≤i≤n

|xi | D1 = 2| b |GKLM,

D2 = 2| b |CGKL, D3 = | b |KL, D4 = | b |CKL, D5 = KLM, D6 = CKL, D7 = 2CKL.

Corollary 4.1 Let q be the degree of the piece-wise Lagrange polynomials. If q = 1,
by using the interpolation polynomial error estimation (22) we get

|R | 6 h2

8
M. (27)

Therefore

‖e(x)‖∞ = ‖u(x)− uh(x)‖∞ 6 D1
h2

8
+

(
D3

h2

8

)(
D5

h2

8
+D7 max

0≤k≤n
|αk |

)
.
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5 Numerical Computation

We now consider a specific example and implement the finite element method to illustrate
the procedure.

Example 5.1 Consider the following nonlinear(nonstandard) Volterra integral equa-
tions:

u(x) = 2

(
1 +

∫ x

0

(x− y)u(y)dy

)2

, x ∈ [0, 1], (28)

whose exact solution is unavailable. To simplify the numerical computation for the
above example, we linearize the problem and implement the finite element method. The
algebraic equations obtained from the implementation of the finite element method can
be written in a vector form as follows:

Kα = F, (29)

where K is the stiffness (coefficient) matrix and F is the source(force) vector. We now
choose the number of elements n. Let n = 10, the algebraic equations obtained from
the implementation of the finite element method for ten elements in a vector form are
written as:

Aα = d, (30)

where

A=



83
2500

499
30000 0 0 0 0 0 0 0 0 0

163
10000

239
3750

529
30000 0 0 0 0 0 0 0 0

0 379
30000

209
3750

233
10000 0 0 0 0 0 0 0

0 0 49
30000

53
1250

1129
30000 0 0 0 0 0 0

0 0 0 −207
10000

89
3750

1939
30000 0 0 0 0 0

0 0 0 0 −1751
30000

−1
3750

1083
10000 0 0 0 0

0 0 0 0 0 −3461
30000

−37
1250

5179
30000 0 0 0

0 0 0 0 0 0 −1957
10000

−241
3750

7849
30000 0 0

0 0 0 0 0 0 0 −9101
30000

−391
3750

3793
10000 0

0 0 0 0 0 0 0 0 −13271
30000

−187
1250

15889
30000

0 0 0 0 0 0 0 0 0 −6167
10000

1433
2500



,
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α =



α0

α1

α2

α3

α4

α5

α6

α7

α8

α9

α10



; d =



1
10

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
10



.

After solving the above system of equations, we consider the graphical representation
of the solution for n = 5, n = 10, n = 20 and n = 40.

Since the exact solution of (28) is unavailable, the graphical representation in Figure
1 of the approximate solution is found to resemble those obtained in [9]. We now estimate
the rate of convergence using the numerical results obtained from implementing the finite
element method on (28). To estimate the rate of convergence we use the following:

p =

log

∣∣∣∣ uh
2
−uh

u
h
4 −u

h
2

∣∣∣∣
log 2

,

where uh, u
h
2 and u

h
4 are the approximate solution to u(x) for the step size h, h2 and h

4 ,
respectively .

Table 1: The rate of convergence for different values of h using (28).

h uh(x) p

1
5 1.961133515140453 3.044666782640548

1
10 1.994338539181266 1.720724066245102

1
20 1.998362629972080 1.966888879806644

1
40 1.999583524683324 1.999142447697078

1
80 1.999895834518747

1
160 1.999973958401418

The results in Table 1 indicate a second-order rate of convergence. Hence we can
conclude that the finite element method is better compared to the one-point collocation
methods and quadrature methods presented in [9], since the methods in [9] indicate the
first-order rate of convergence.
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Figure 1: The graphical representation of the solutions for different values of h.

6 Conclusion

In this paper, we solved the nonlinear (nonstandard) Volterra integral equation on a
uniform mesh and used the Lagrange polynomials as basis functions together with the
Galerkin finite element method, where the weight function is chosen in such a way that
it takes the form of the approximate solution but with arbitrary coefficients. We im-
plemented the finite element method to the nonlinear (nonstandard) Volterra integral
equations. We proved the error analysis of the approximate solution. We implemented
the finite element method to a specific nonlinear (nonstandard) Volterra integral equa-
tion. We looked at the graphical representation of the approximate solution for n = 5,
n = 10, n = 20 and n = 40. Since the exact solution of (28) is unavailable, we compared
the graphical representation in Figure 1 with the graphical representation of the approx-
imate solution obtained by using the one-point collocation and quadrature methods in
the paper presented by Malindzisa and Khumalo [9], from which we observed that the
graphs in Figure 1 are similar to the ones obtained [9]. We also consider the estimate for
the rate of convergence for different values of h using (28) from which we obtained the
results in Table 1 which indicates a second-order rate of convergence. From the results
obtained in Table 1 we conclude that the finite element method is better compared to
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the one-point collocation methods and quadrature methods presented by Malindzisa and
Khumalo in [9] for this example since the methods in [9] indicate the first-order rate of
convergence.
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Abstract: In this paper, a novel class of fractional-order hyperchaotic systems is
proposed. In order to control hyperchaos in these systems, an appropriate sliding
mode controller is also designed. Based on the Lyapunov stability theory, the control
scheme guarantes the asymptotic stability of the fractional-order hyperchaotic sys-
tems in the presence of uncertainty and external disturbance. Simulation results of
control design of fractional-order Liu and Lorenz hyperchaotic systems are presented
to show the effectiveness of the proposed scheme and stabilization of the systems on
the sliding surface.
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1 Introduction

The concepts of derivation and fractional integration are often associated with the names
of Riemann and Liouville, while the question about the generalization of the notion of
fractional-order derivative is older. Indeed, the history of fractional calculus goes back
more than three centuries. Recently, fractional calculus has attracted the increasing
attention of physicists as well as engineers in several fields of engineering science [1].
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On the other hand, the chaos theory as a very interesting nonlinear phenomenon
has been intensively investigated due to its great importance for applications in several
areas of science and technology [2]. It is well known that chaotic systems are defined as
nonlinear dynamical systems which are very sensitive to initial conditions. The principal
feature used to identify a chaotic behaviour is the well-known Lyapunov exponent criteria.
In fact, a system that has one positive Lyapunov exponent is known as a chaotic system.
However, a hyperchaotic system is defined as a chaotic system with more than one
positive Lyapunov exponent. It is worth mentioning that hyperchaotic systems can
show more complex dynamical behaviors than a chaotic system. Thus, the behavior of
a hyperchaotic system has the characteristics of high security and it is widely used in
secure communication [3], encryption [4] and so on.

The chaos control is an important research problem in the chaos theory. Many con-
trol strategies have been developed in the literature for the stabilization of nonlinear
fractional-order chaotic and hyperchaotic systems such as the active control [5, 6], the
adaptive control [7], the backstepping control [8], the fuzzy adaptive control [9], and the
sliding mode control (SMC) [10].

A SMC is a robust nonlinear control. The main feature of the SMC is that it can
switch the control law very quickly to drive the states of the system from any initial
states onto some predefined sliding surface.

Recently, the SMC has been considered as a challenging research topic for the control
and synchronization of fractional-order chaotic systems. For example, in [11], Roopaei
et al. have introduced a class of integer-order chaotic systems covering about half of
the recently published integer-order chaotic models. In [12], Yin et al. have presented a
SMC law for a novel class of three different fractional-order nonlinear systems to realize
the chaos control.
Motivated by the above two contributions, in this paper, we first introduce a novel
class of fractional-order hyperchaotic systems. Then, we propose a SMC law to control
hyperchaos in such fractional-order systems. The controller is used to stabilize the novel
fractional-order hyperchaotic systems, even the fractional-order systems with uncertainty
and external disturbance. Numerical simulations show that the proposed method can
easily stabilize the system on the sliding surface.

The present manuscript is organized as follows. In Section 2 we present our novel
class of fractional-order hyperchaotic systems. Section 3 presents the employment of the
sliding mode control design of fractional hyperchaotic systems. Numerical simulations
are presented to show the viability and efficiency of the proposed method in Section 4.
Finally, the paper is concluded in Section 5.

2 Description of a Novel Class of Hyperchaotic Systems

Our proposed class of the fractional-order hyperchaotic systems is described as
Dα1x1 = x2f(x)− ξ1(x),
Dα2x2 = g(x)− βx2,
Dα3x3 = x2h(x)− ξ2(x),
Dα4x4 = x2k(x)− ξ3(x),

(1)

where x = (x1, x2, x3, x4)T ∈ R4 is the state variable, f, g, k, h, ξj , j = 1, 2, 3 are consid-
ered as a continuation of the nonlinear vector functions, which belong to R4 7→ R space,
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β is the known parameter for any negative or non-negative value, αi ∈ ]0, 1[ , i = 1, 2, 3, 4,
are the fractional orders, and Dα is the Caputo derivative which is defined as

Dαx(t) = Jn−αx(n)(t), α ∈ (0, 1), (2)

where n = dαe, i.e., n is the first integer which is not less than α; x(n) is the general
n-order derivative and Jγ is the γ-order Riemann–Liouville integral operator expressed
as follows:

Jγy =
1

Γ(γ)

∫ t

0

(t− τ)γ−1y(τ)dτ, (3)

where Γ(.) is the gamma function.

Remark 2.1 The major advantage of the Caputo definition is that the initial con-
ditions for fractional-order differential equations take the same form as for integer-order
differential equations.

Remark 2.2 In system (1), the fractional-order system is called a commensurate
fractional-order system if α1 = α2 = α3 = α4, otherwise the system is called an incom-
mensurate fractional-order system.

Remark 2.3 Note that many hyperchaotic systems can be described by the proposed
class (1). Table 1 details this class of fractional-order hyperchaotic systems.

3 Sliding Mode Control of a Fractional-Order Hyperchaotic System and
Stability Analysis

In the following context, we shall design a sliding mode controller to establish the asymp-
totic stability of the fractional-order hyperchaotic system in question.

3.1 Control design via the sliding mode methodology

Let us consider the fractional-order hyperchaotic system (1), which is perturbed by the
uncertainty ∆g(x) of g(x) and the external disturbance d(t).
Now, the control technique will be employed as

Dα1x1 = x2f(x)− ξ1(x),
Dα2x2 = g(x)− βx2 + ∆g(x) + d(t) + u,
Dα3x3 = x2h(x)− ξ2(x),
Dα4x4 = x2k(x)− ξ3(x).

(4)

In the sequel, the following assumptions are required.
Assumptions.

* Suppose that f, g, k , h and ξj , j = 1, 2, 3 are required to ensure the existence and
uniqunes of the system (4) in the presence of the uncertainty ∆g(x) and the external
disturbance d(t) under the controller u in the interval [t0,+∞[, t0 > 0 for any given
initial condition.
* The uncertainties ∆g(x) and the external perturbation d(t) are always bounded. Sup-
pose that m1,m2 are the upper bound of ∆g(x) and d(t), respectively, i.e.,{

‖∆g(x)‖ ≤ m1,

‖d(t)‖ ≤ m2.
(5)
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Name and Mode f(.), g(.),h(.) and k(.) ξ1(.), ξ2(.) and ξ3(.)

Lorenz’s system [14]
Dα1x1 = a(x2 − x1) + x4,
Dα2x2 = cx1 − x1x3 − x2,
Dα3x3 = x1x2 − bx3,
Dα4x4 = −x2x3 + rx4


f(x) = a,
g(x) = cx1 − x1x3,
h(x) = x1,
k(x) = −x3


ξ1(x) = −ax1 + x4,
ξ2(x) = −bx3,
ξ3(x) = rx4

Chen’s system [15]
Dα1x1 = a(x2 − x1) + x4,
Dα2x2 = dx1 + cx2 − x1x3,
Dα3x3 = x1x2 − bx3,
Dα4x4 = x2x3 + kx4.


f(x) = a,
g(x) = cx1 − x1x3,
h(x) = x1,
k(x) = −x3


ξ1(x) = −ax1 + x4,
ξ2(x) = −bx3,
ξ3(x) = rx4

Liu’s system [16]
Dα1x1 = a(x2 − x1),
Dα2x2 = bx1 − x4 + x1x3,
Dα3x3 = −x1x2 − cx3 + x4,
Dα4x4 = x2 + dx1.


f(x) = a,
g(x) = bx1 − x4 + x1x3,
h(x) = −x1,
k(x) = 1


ξ1(x) = −ax1,
ξ2(x) = −cx3 + x4,
ξ3(x) = dx1

Finance’s system [17]
Dα1x1 = x3 + (x2 − a)x1 + x4,
Dα2x2 = 1 − bx2 − x22,
Dα3x3 = −x1 − cx3,
Dα4x4 = −dx1x2 − kx4.


f(x) = x1,
g(x) = 1 − x21,
h(x) = 0,
k(x) = −dx1


ξ1(x) = x3 − ax1 + x4,
ξ2(x) = −x1 − cx3,
ξ3(x) = −kx4

Lű’s system [18]
Dα1x1 = a(x2 − x1) + x4,
Dα2x2 = cx2 − x1x3,
Dα3x3 = x1x2 − bx3,
Dα4x4 = x1x3 + dx4.


f(x) = a,
g(x) = −x1x3,
h(x) = x1,
k(x) = 0


ξ1(x) = −ax1 + x4,
ξ2(x) = −bx3,
ξ3(x) = x1x3 + dx4

Table 1: The class of fractional-order hyperchaotic systems characterized by the class (1).

To ensure the asymptotic stability of the dynamical system (4) on the switching surface,
the fractional integral-type sliding mode surface s is selected as

s(t) = Dα1−1x2 +

∫ t

0

λx2(τ) + Ψ(τ)dτ, (6)

where Ψ(.) is a function selected as

Ψ(t) = x1f(x) + x3h(x) + x4k(x). (7)

The controller gain λ has been introduced in the sliding mode surface s to confirm that
the dynamics of the system will be stabilized quickly.

It is well known that for the sliding mode technique, the sliding surface and its
derivative must satisfy

s(t) = 0, ṡ(t) = Dα1x2 + λx2 + x1f(x) + x3h(x) + x4k(x) = 0. (8)

Therefore, the equivalent control law is obtained by

ueq = Dα2x2 − g(x)−∆g(x)− d(t) + βx2 (9)

= −g(x)−∆g(x)− d(t)− x1f(x)− x3h(x)− x4k(x) + (β − λ)x2. (10)
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In the real world applications, ∆g(x) and d(t) are unknown. Therefore the equivalent
control input is modified to

ueq = −g(x)− x1f(x)− x3h(x)− x4k(x) + (β − λ)x2. (11)

To design the reaching mode control scheme, which drives the states onto the sliding
surface, the reaching law can be selected as

uad = −ηsign(s), (12)

where

sgn(s) =

 1, s > 0,
0, s = 0,
−1, s < 0

(13)

represents the sign function, and η is the reach gain of the controller, which is a positive
constant. In this way, the total control law is constructed as

u = ueq + uad

= −x1f(x)− x3h(x)− x4k(x)− g(x) + (β − λ)x2 − ηsign(s). (14)

3.2 Stability analysis

Theorem 3.1 If the controller u is selected as in the equation(14), then the trajec-
tories of the fractional-order dynamics (4) converge to the sliding surface s(t) = 0 for
m1 +m2 < η.

Proof. Define the following Lyapunov functional candidate:

V =
1

2
s2. (15)

The time derivative of V is given by

V̇ = ṡs =
{
Dα2x2 + λx2 + x1f(x) + x3h(x) + x4k(x)

}
s

= {g(x)− βx2 + ∆g(x) + d(t) + u+ λx2 + x1f(x) + x3h(x) + x4k(x)} s
= {∆g(x) + d(t)− ηsign(s)} s
≤ (m1 +m2 − η) |s| . (16)

Equation (16) implies that as long as suitable m1,m2 and η, which satisfy m1 +m2 < η,
are selected, one obtains V̇ < 0.

In view of Barbalat’s lemma [19], it can be concluded that s, ṡ ∈ L∞. As t → ∞, s
approaches zero, which shows that all trajectories of the proposed system will converge
to the sliding surface s(t) = 0. This completes the proof.

Remark 3.1 In the case when the system uncertainty and external disturbance are
ignored and if the controller u is selected as in equation(14), the trajectories of the
fractional-order systems (4) converge to the sliding surface s(t) = 0 for all η > 0.

Proof. Define the following Lyapunov functional candidate:

V =
1

2
s2. (17)
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The time derivative of V is given by

V̇ = ṡs =
{
Dα2x2 + λx2 + x1f(x) + x3h(x) + x4k(x)

}
s

= {g(x)− βx2 + ∆g(x) + d(t) + u+ λx2 + x1f(x) + x3h(x) + x4k(x)} s
= −ηsign(s)s

= −η |s| < 0. (18)

In view of Barbalat’s lemma [19], it can be concluded that s, ṡ ∈ L∞. As t → ∞, s
approaches zero, which shows that all trajectories of the proposed system will converge
to the sliding surface s(t) = 0, for all η > 0.

4 Simulation Results

To illustrate the performance of the proposed control approach, we present two examples,
namely, fractional-order hyperchaotic Liu’s system and fractional-order hyperchaotic
Lorenz’s system. Numerical simulations are implemented using the MATLAB software.

4.1 Sliding mode control design of hyperchaotic Liu’s system

Here, we will firstly consider a case when the system uncertainty and external disturbance
are ignored. By introducing the control input to the second state equation of fractional-
order hyperchaotic Liu’s system, the controlled system is derived as

Dα1x1 = a(x2 − x1),
Dα2x2 = bx1 − x4 + x1x3 + u,
Dα3x3 = −x1x2 − cx3 + x4,
Dα4x4 = x2 + dx1.

(19)

For the fractional order values α1 = 0.98, α2 = 0.97, α3 = 0.97 and α4 = 0.98, the system
(19) without the controller u exhibits a hyperchaotic behavior, as shown in Figure 1, when
the parameters are given by

(a, b, c, d, k) = (10, 35, 1.4, 5), (20)

and the initial value is taken as

(x1(0), x2(0), x3(0), x4(0))T = (10, 15, 1, 1)T . (21)

The sliding surface is given by

S(t) = Dα1−1x2 +

∫ t

0

λx2(τ) + Ψ(τ)dτ, (22)

where
Ψ(t) = ax1 − x1x3 + x4. (23)

According to the general control law given by equation(14), the vector controller u can
be designed as

u = −(a+ b)x1 − λ)x2 − ηsign(s). (24)
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Figure 1: Hyperchaotic attractors of Liu’s system (19).
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Figure 2: Time-history of the controlled states of equation(19).

With the gain of control law η = 0.02 and the parameter λ = 0.01, the states x1, x2, x3
and x4 of the system (19) with the sliding surface (22) in the presence of the controller
(24) are illustrated in Figure 2.

From Figure 2, it is clear that the control law (24) is efficient for controlling fractional-
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order hyperchaotic Liu’s system.

4.2 Sliding mode control design of uncertain hyperchaotic Lorenz’s system

In this part, we consider the fractional-order version of hyperchaotic Lorenz’s system in
the presence of uncertainty and external disturbance, which is expressed as

Dα1x1 = a(x2 − x1) + x4,
Dα2x2 = cx1 − x1x3 − x2 + ∆g(x) + d(t) + u,
Dα3x3 = x1x2 − bx3,
Dα4x4 = −x2x3 + rx4.

(25)

For the fractional order values α1 = 0.95, α2 = 0.96, α3 = 0.96 and α3 = 0.97, the system
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Figure 3: Hyperchaotic attractors of the Lorenz’s System (25).

(25) without the uncertainty ∆g(x), the external disturbance d(t) and the controller u,
exhibits a hyperchaotic behavior, as shown in Figure 3, when the parameters of the
system are given by

(a, b, c, r) = (10,
8

3
, 28,−1), (26)

and the initial value

(x1(0), x2(0), x3(0), x4(0))T = (40, 30,−20,−50)T . (27)

The uncertainty ∆f(x) applied to the system is given by

∆g(x) = 0.05 cos(2x2). (28)

The external disturbances d(t) are defined as

d(t) = 0.02 sin(2t). (29)
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Figure 4: Time-history of the controlled states of equation (25).

The sliding surface is given by

s(t) = Dα1−1x2 +

∫ t

0

λx2(τ) + Ψ(τ)dτ, (30)

where
Ψ(t) = ax1 + x1x3 − x3x4. (31)

According to the general control law given by equation(14), the vector controller u can
be designed as:

u = −(a+ c)x1 + x3x4 + (1− λ)x2 − ηsign(s). (32)

With the gain of control law η = 0.02 and the positive parameter λ = 1, the states
x1, x2, x3 and x4 of the system (25) with the sliding surface (30) in the presence of
the controller (32) are illustrated in Figure 4. From Figure 4, the control law (32) is
capable of controlling fractional-order hyperchaotic Lorenz’s system in the presence of
uncertainty and external disturbance.

5 Conclusion

In this paper, a novel class of fractional-order hyperchaotic systems with uncertainty and
external disturbance has been proposed. Based on the Lyapunov stability theorem, a slid-
ing mode control law has been designed to control hyperchaos in such fractional-order
systems. The sliding mode controller has been shown to guarantee the asymptotic stabil-
ity of the proposed fractional-order hyperchaotic systems in the presence of uncertainty
and external disturbance. From the numerical examples for the class of fractional-order
Liu and Lorenz systems, it is obvious that a satisfying control performance can be realised
by using the proposed scheme.
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Abstract: A new strategy against dengue is proposed by the use of the Wolbachia
bacterium. In this paper, we analyse the effects of Wolbachia on dengue transmission
dynamics using deterministic and stochastic epidemic models. The reduction in the
reproduction number is measured and the probability of disease extinction is deter-
mined. We found that Wolbachia can reduce the reproduction number by up to 64%.
We also found that the probability of extinction is around 90%, although the repro-
duction number is slightly above one. However, if the reproduction number is too
high, which indicates a higher transmission level, the probability of disease extinction
is smaller. Consequently, an outbreak is likely to take off. The results suggest that
Wolbachia can be effective to reduce dengue transmission, particularly in areas with
low to moderate transmission level.

Keywords: Wolbachia; mathematical model; dengue; stochastic; probability; extinc-
tion.
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1 Introduction

Dengue is a vector-borne disease transmitted via the bite of mosquitoes. Over half of
the world’s population is at risk of dengue, particularly in tropical and subtropical areas.
Around 390 million cases happen annually [1] and can result in a higher fatality rate
when no proper treatment is conducted [2].

The traditional strategies such as insecticide have been found less effective and hence
an innovative biological strategy by the use of the Wolbachia bacterium has been pro-
posed [3–6]. Wolbachia reduces the level of dengue virus in salivary glands, which lower
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the transmission probability [3, 7]. It also reduces the mosquito’s lifespan, and hence
mosquitoes have less time to transmit dengue. Furthermore, Wolbachia reduces the
reproductive rate [3] and causes an effect called the bendy proboscis which leads to
a reduced biting rate [8]. Additionally, there is a reproductive advantage for female
mosquitoes since Wolbachia gives the so-called cytoplasmic incompatibility (CI) [9, 10].
The CI causes the Wolbachia-carrying females to reproduce when mating with the non-
Wolbachia or Wolbachia-carrying males. On the other hand, non-Wolbachia females can
only reproduce when mating with non-Wolbachia males.

The field trials of releasing Wolbachia-carrying mosquitoes have been conducted in
several places including Indonesia. The results show that Wolbachia-carrying mosquitoes
can persist in the population [11]. This is align with the results from mathematical
analysis [12,13]. The next crucial step is to determine the effectiveness of the Wolbachia
intervention when it is implemented in the field.

Mathematical models have been widely used to understand the life sciences and
technology-related problems [14–17]. A number of mathematical models have been de-
veloped to measure the effectiveness of Wolbachia to reduce dengue transmission [18–22].
They showed that Wolbachia can reduce dengue transmission by up to 80% and is highly
effective in areas with low to moderate transmission level. However, these models are
deterministic and do not take into account the effects of stochasticity. For a small popu-
lation size, a stochastic approach is more appropriate. In this paper, stochastic epidemic
models in the absence and presence of Wolbachia have been developed to measure the
effectiveness of the Wolbachia intervention. The models are based on the deterministic
mathematical models formulated by Ndii et al. [19, 21]. Furthermore, the reproduction
number and the probability of extinction are determined. This paper is organised as
follows. Section 2 presents the deterministic and stochastic model in the absence of Wol-
bachia and derivation of the probability generating function. Section 3 presents deter-
ministic and stochastic models in the presence of Wolbachia and considers the derivation
of the probability generating function. Results are presented in Section 4. The discussion
and conclusions are presented at the end of the paper.

2 Mathematical Model in the Absence of Wolbachia

The determinsitic and stochastic epidemic models in the absence of Wolbachia are pre-
sented. A deterministic model serves as a basis for the development of a stochastic
epidemic model [23,24].

2.1 Deterministic model

In this section, a deterministic model in the presence of Wolbachia is presented. The
model is in the form of a system of differential equations which has been formulated
by Ndii et al. [21]. The human population is divided into four subpopulations, namely,
Susceptible (SH), Exposed (EH), Infectious (IH) and Recovered (RH). Furthermore, a
constant human population size is assumed, and hence the human birth and death rates
are assumed to be equal, that is, B = µH and NH = SH + EH + IH +RH .

The mosquito population is divided into subpopulations of Aquatic (AN ) which con-
sists of eggs, larvae and pupae, Susceptible (SN ), Exposed (EN ) and Infectious (IN )
mosquitoes. The total adult female mosquito population is FN = SN + EN + IN . The
subscript N is used to denote the non-Wolbachia mosquitoes. We use this subscript here
for consistency and to differentiate from the Wolbachia-carrying mosquitoes included in
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the models in the later sections. We group eggs, larvae and pupae into one compartment
as they are not involved in the transmission of dengue. No recovered class is required for
mosquitoes as they remain infected for the rest of their lives.

The deterministic mathematical model for dengue in the absence of Wolbachia is
governed by the following system of differential equations:

dSH
dt

= BNH −
bNTNIN
NH

SH − µHSH , (1)

dEH
dt

=
bNTNIN
NH

SH − γHEH − µHEH , (2)

dIH
dt

= γHEH − σIH − µHIH , (3)

dRH
dt

= σIH − µHRH , (4)

dAN
dt

= ρN
FN
2

(
1− AN

K

)
− (τN + µNA)AN , (5)

dSN
dt

= τN
AN
2
−
(
bNTNIH
NH

+ µN (t)

)
SN , (6)

dEN
dt

=

(
bNTNIH
NH

)
SN − (γN + µN (t))EN , (7)

dIN
dt

= γNEN − µN (t)IN . (8)

The description of parameters is given in Table 2.
When bitten by the infectious mosquitoes, humans have a chance to be exposed to

dengue at rate of bNTNIN/NH (equations (1) and (2)). The parameter bN is the success-
ful biting rate and TN is the transmission probability from non-Wolbachia mosquitoes
to humans and reverse. The exposed humans move to an infectious class at rate of γH
and recover from dengue at rate of σ.

The aquatic population increases as the male and female mosquitoes mate and breed,
but the population growth is limited by the carrying capacity K through a logistic term

ρN
FNMN

MN + FN

(
1− AN

K

)
.

Since there are equal numbers of male and female mosquitoes, MN = FN , this be-
comes ρNFN (1−AN/K)/2 (equation (5)). The aquatic mosquito population dies at rate
of µNA and mature into susceptible female mosquitoes at rate of τN , where only half of
the maturing aquatics are female. Susceptible mosquitoes progress to the exposed class
after biting infectious humans at rate of bNTNIH/NH . They then become infectious at
rate of γN (equation (8)), where 1/γN is the extrinsic incubation period.



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 20 (2) (2020) 214–227 217

The reproduction number is obtained by creating the next generation matrix and
finding the maximum eigenvalues of that matrix. The reproduction number of that
model is given by

R2
0 =

b2NT
2
NγHγNSN

NHµN (γH + µH) (σ + µH) (γN + µN )
. (9)

2.2 Stochastic model

We developed a stochastic version of deterministic model using a continous-time Markov
chain (CTMC) model, where time is continous and the states are discrete. Let

X(t) = (SH(t), EH(t), IH(t), AN (t), SN (t), EN (t), IN (t))

denote the discrete-valued random variables. It is assumed that the number of infections
produced by an individual type i is independent of the number of infections produced by
any other type. The individuals of type i have the same probability generating function
(pgf). Let {Xji}nj=1 be the offspring random variables for type i, where Xji is the number
of infected individuals of type j produced by the individuals of type i. The probability
that one individual of type i produces xj infected individuals of type j is given by

Pi(x1, x2, ..., xn) = Prob {X1i = x1, ..., Xni = xn} . (10)

The corresponding transition probabilities for the model in the absence of Wolbachia
are

Prob{∆SH = 1|X)} = BNH∆t+O(∆t),

Prob{(∆SH ,∆EH) = (−1,+1)} = bNTNSHIN/NH∆t+O(∆t),

Prob{(∆EH ,∆IH) = (−1,+1)} = γHEH∆t+O(∆t),

Prob{(∆IH ,∆RH) = (−1,+1)} = σIH∆t+O(∆t),

Prob{(∆SH) = −1} = µHSH∆t+O(∆t),

Prob{(∆EH) = −1} = µHEH∆t+O(∆t),

Prob{(∆IH) = −1} = µHIH∆t+O(∆t),

Prob{(∆RH) = −1} = µHRH∆t+O(∆t),

Prob{(∆EN ) = −1} = µNEN∆t+O(∆t),

Prob{(∆IN ) = −1} = µNIN∆t+O(∆t),

Prob{(∆AN ) = 1} = (ρNFN/2)(1−AN/K)∆t+O(∆t),

Prob{(∆AN ,∆SN ) = (−1,+1)} = τN/2AN∆t+O(∆t),

Prob{(∆SN ,∆EN ) = (−1,+1)} = bNTNSNIH/NH∆t+O(∆t),

Prob{(∆EN ,∆IN ) = (−1,+1)} = γNEN∆t+O(∆t),

Prob{(∆SN ) = −1} = µNSN∆t+O(∆t),

Prob{(∆EN ) = −1} = µNEN∆t+O(∆t),

Prob{(∆IN ) = −1} = µNIN∆t+O(∆t).

(11)
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2.3 Continous-time branching processes

We construct the branching process and probability of extinction. The offspring pgf for
EH , given EH(0) = 1 and IH(0) = 0, EN (0) = 0, IN (0) = 0, is

f1(u1, u2, u3, u4) =
γHu2 + µH
γH + µH

, u1, u2, u3, u4 ∈ [0, 1].

The expression γH/(γH + µH) means the probability that an exposed individual be-
comes infectious. The expression µH/(γH + µH) means the probability that an exposed
individual leaves compartment due to death.

The offspring pgf for IH , given IH(0) = 1, EH(0) = EN (0) = IN (0) = 0, is

f2(u1, u2, u3, u4) =
(bNTNSN/NH)u2u3 + σ + µH

(bNTNSN/NH) + σ + µH
, u1, u2, u3, u4 ∈ [0, 1].

The expression bNTNSN/NH/(bNTNSN/NH + σ + µH) means the probability that
an infectious individual results in a new exposed mosquito. The expression (σ +
µH)/(bNTNSN/NH +σ+µH) means the probability that an infectious individual leaves
the compartment due to recovery or death.

The offspring pgf for EN , given EN (0) = 1, EH(0) = IH(0) = IN (0) = 0, is

f3(u1, u2, u3, u4) =
γNu4 + µN
γN + µN

, u1, u2, u3, u4 ∈ [0, 1].

The expression γN/(γN +µN ) means the probability that an exposed mosquito becomes
infectious. The expression µN/(γN + µN ) means the probability that an exposed indi-
vidual leaves compartment due to death.

The probability generating function for IN , given IN (0) = 1, EN (0) = 0, EH(0) =
0, IH(0) = 0, is

f4(u1, u2, u3, u4) =
bNTNu1u4 + µN
bNTN + µN

, u1, u2, u3, u4 ∈ [0, 1].

The expression bNTN/(bNTN +µN ) is the probability that an infectious mosquito results
in a new exposed individual. The expression µN/(bNTN +µN ) is the probability that an
infectious mosquito leaves the compartment due to death.

The expectation matrix Mc = [Mji] of the pgf is an n×n non-negative matrix where
the elements of that matrix (mij) are the expected number of offsprings of group j
produced by an individual in group i:

mji =
dfi
duj
|u1=...=un=1 <∞. (12)

The extinction threshold is the spectral radius of the expectation matrix, denoted by
ρ(M). The elements of the expectation matrix are found using (12).

The expectation matrix of the model is as follows:

M =


0 0 0 bNTN

bNTN+µN
γH

γH+µH

bNTNSN/NH

bNTNSN/NH+σ+µH
0 0

0 bNTNSN/NH

bNTNSN/NH+σ+µH
0 0

0 0 γN
γN+µN

bNTN

bNTN+µN

 .
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The eigenvalues of the expectation matrix are the roots of the characteristic equations

λ4 + (A+ C)λ3 + CAλ2 −ABCD = 0, (13)

where

A =
bNTN

bNTN + µN
, B =

γN
γN + µN

, C =
bNTNSN/NH

bNTNSN/NH + σ + µN
, D =

γN
γN + µN

.

Allen and Driessche [25] showed the general relationship between R0 and ρ(M) as
follows:

R0 < 1(= 1, > 1) if and only if ρ(M) < 1(= 1, > 1).

3 Mathematical Model in the Presence of Wolbachia

This section presents a dengue mathematical model in the presence of Wolbachia. The
model has been formulated by Ndii et al. [19, 21]. The model serves as a basis for the
development of a stochastic model in the presence of Wolbachia.

3.1 Deterministic model

A deterministic model in the presence of Wolbachia is governed by the following system
of differential equations. We include the model for Wolbachia-carrying mosquitoes. The
population is divided into Susceptible (S), Exposed (E), Infectious (I) and Recovered (R)
compartments. For the mosquito population, there is an aquatic compartment (A). The
subscripts H, N , and W represent the human, non-Wolbachia and Wolbachia-carrying
mosquitoes.

In this model, the exposed rate is different to that in the absence of Wolbachia.
In this model, a susceptible human has been exposed to dengue after being bitten by
non-Wolbachia or Wolbachia-carrying infectious mosquitoes at rate of bNTNIN/NH or
bWTHW IW /NH , respectively (see equations (17) and (18)). Here bW is the biting rate
for Wolbachia-carrying mosquitoes and THW is the transmission probability from Wol-
bachia-carrying mosquitoes to humans. Note that the transmission probability from
humans to Wolbachia-carrying mosquitoes is assumed to be equal to that from humans
to non-Wolbachia mosquitoes, so TWH = TN . By contrast, there are differences in the
transmission probabilities of dengue from mosquitoes to humans for Wolbachia and non-
Wolbachia mosquitoes.

The effects of the cytoplasmic incompatibility and imperfect maternal transmission on
the mosquito populations are included in this model. The effect of the CI is incorporated
by differences in the mating functions. The non-Wolbachia female mosquitoes reproduce
when mating with the Wolbachia male mosquitoes, and hence it gives

ρNFNMN

P
, (14)

where P = FN + MN + FW + MW . It is assumed that the ratio of male to female
mosquitoes is 1:1, and therefore the equation is reduced to ρNF

2
N/(2(FN+FW )) (see equa-

tion (21)). The aquatic Wolbachia mosquitoes are produced when Wolbachia-carrying
female mosquitoes mate with either non-Wolbachia or Wolbachia males, giving the term

ρWFW (MN +MW )

P
, (15)
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where P = FN + MN + FW + MW , which simplifies to ρWFW /2 (equation (25)). The
growth of aquatic mosquitoes is limited by the carrying capacity K, so that each mating
function is multiplied by

AN +AW
K

. (16)

The Wolbachia-carrying aquatic mosquitoes mature to be the Wolbachia-carrying adult
mosquitoes at rate of τW . To capture the imperfect maternal transmission of Wol-
bachia [3, 26], it is assumed that a proportion α of them become Wolbachia-carrying
adults and the rest (1− α) become non-Wolbachia adults (see equations (22) and (26)).

The mathematical model in the presence of Wolbachia is governed by the following
system of differential equations:

dSH
dt

= BNH −
bNTNIN
NH

SH −
bWTHW IW

NH
SH − µHSH , (17)

dEH
dt

=
bNTNIN
NH

SH +
bWTHW IW

NH
SH − γHEH − µHEH , (18)

dIH
dt

= γHEH − σIH − µHIH , (19)

dRH
dt

= σIH − µHRH , (20)

dAN
dt

= ρN
F 2
N

2(FN + FW )

(
1− (AN +AW )

K

)
− (τN + µNA)AN , (21)

dSN
dt

= τN
AN
2

+ (1− α) τW
AW

2
−
(
bNTNIH
NH

+ µN (t)

)
SN , (22)

dEN
dt

=
bNTNIH
NH

SN − (γN + µN (t))EN , (23)

dIN
dt

= γNEN − µN (t)IN , (24)

dAW
dt

= ρW
FW
2

(
1− (AN +AW )

K

)
− (τW + µWA)AW , (25)

dSW
dt

= τWα
AW

2
−
(
bWTNIH
NH

+ µW (t)

)
SW , (26)

dEW
dt

=
bWTNIH
NH

SW − (γW + µW (t))EW , (27)

dIW
dt

= γWEW − µW (t)IW . (28)

By using the concept of the next generation matrix, we obtain the reproduction
number of the model in the presence of Wolbachia as

R0 =
b2NT

2
NγNγHSN

(γN + µN )µN (γH + µH)(σ + µH)NH
+

b2WTHW γWTNγHSW
(γW + µW )µW (σ + µH)(γH + µH)NH

.

(29)
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3.2 Stochastic model

A stochastic model in the presence of Wolbachia is presented. The model is a corre-
sponding model of the deterministic model as presented in Ndii et al. [19].

Let X(t) = (SH(t), EH(t), IH(t), RH(t), SN (t), EN (t), IN (t), SW (t), EW (t), IW (t)).
The corresponding transition probabilities are

Prob{∆SH = 1|X)} = BNH∆t+O(∆t),

Prob{(∆SH ,∆EH) = (−1,+1)} = bNTNSHIN/NH∆t+bWTHWSHIW /NH∆t+O(∆t),

Prob{(∆EH ,∆IH) = (−1,+1)} = γHEH∆t+O(∆t),

Prob{(∆IH ,∆RH) = (−1,+1)} = σIH∆t+O(∆t),

Prob{(∆SH) = −1} = µHSH∆t+O(∆t),

Prob{(∆EH) = −1} = µHEH∆t+O(∆t),

Prob{(∆IH) = −1} = µHIH∆t+O(∆t),

Prob{(∆RH) = −1} = µHRH∆t+O(∆t),

Prob{(∆AN ) = 1} = (ρNF
2
N/2(FN+FW ))(1−(AN+AW )/K)∆t+O(∆t),

Prob{(∆AN ,∆SN ) = (−1,+1)} = τN/2AN∆t+ (1− α)τWAW /2∆t+O(∆t),

Prob{(∆SN ,∆EN ) = (−1,+1)} = bNTNSNIH/NH∆t+O(∆t),

Prob{(∆EN ,∆IN ) = (−1,+1)} = γNEN∆t+O(∆t),

Prob{(∆SN ) = −1} = µNSN∆t+O(∆t),

Prob{(∆EN ) = −1} = µNEN∆t+O(∆t),

Prob{(∆IN ) = −1} = µNIN∆t+O(∆t),

Prob{(∆AW ) = 1} = (ρWFW /2)(1− (AN +AW )/K)∆t+O(∆t),

Prob{(∆AW ,∆SW ) = (−1,+1)} = τWα/2AW∆t+O(∆t),

Prob{(∆SW ,∆EW ) = (−1,+1)} = bWTNSW IH/NH∆t+O(∆t),

Prob{(∆EW ,∆IW ) = (−1,+1)} = γWEW∆t+O(∆t),

Prob{(∆AW ) = −1} = µWAAW∆t+O(∆t),

Prob{(∆SW ) = −1} = µWSW∆t+O(∆t),

Prob{(∆EW ) = −1} = µWEW∆t+O(∆t),

Prob{(∆IW ) = −1} = µNIN∆t+O(∆t).
(30)

3.3 Continous-time branching processes

This section presents the probability generating function (pgf) of the model in the pres-
ence of Wolbachia. The probability generating function for EH , given EH(0) = 1,
EN (0) = EW (0) = IH(0) = IN (0) = IW (0) = 0, is

φ1(u1, u2, u3, u4, u5, u6) =
γHu2 + µH
γH + µH

, u1, ..., u6 ∈ [0, 1].

The offspring probability generating function for IH , given IH(0) = 1, EN (0) = EW (0) =
EH(0) = IN (0) = IW (0) = 0, is

φ2(u1, u2, u3, u4, u5, u6) =
bNTNSN/NHu2u3 + bWTNSW /NHu2u5 + σ + µH

bNTNSN/NH + bWTNSW /NH + σ + µH
,
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where u1, ..., u6 ∈ [0, 1]. The offspring probability generating function for EN , given
EN (0) = 1, EH(0) = EW (0) = IH(0) = IN (0) = IW (0) = 0, is

φ3(u1, u2, u3, u4, u5, u6) =
γNu4 + µN
γN + µN

, u1, ..., u6 ∈ [0, 1].

The probability generating function for IN , given IN (0) = 1, EH(0) = EW (0) = EN (0) =
IH(0) = IW (0) = 0 , is

φ4(u1, u2, u3, u4, u5, u6) =
bNTNu1u4 + µN
bNTN + µN

, u1, ..., u6 ∈ [0, 1].

The probability generating function for EW , given EW (0) = 1, EH(0) = EN (0) =
IN (0) = IH(0) = IW (0) = 0, is

φ5(u1, u2, u3, u4, u5, u6) =
γWu6 + µW
γW + µW

, u1, ..., u6 ∈ [0, 1].

The probability generating function for IW , given IW (0) = 1, EH(0) = EW (0) =
EN (0) = IN (0) = IH(0), is

φ6(u1, u2, u3, u4, u5, u6) =
bWTHWu1u6 + µW
bWTHW + µW

, u1, ..., u6 ∈ [0, 1].

Using the procedure given in equation (12), we obtain the expectation matrix. The
expectation matrix is

M =

0 0 0 bNTN

bNTN+µN
0 bWTHW

bWTHW+µW
γH

γH+µH

bNTNSN/NH+bWTNSW /NH

bNTNSN/NH+bWTNSW /NH+σ+µH
0 0 0 0

0 bNTNSN/NH

bNTNSN/NH+bWTNSW /NH+σ+µH
0 0 0

0 0 γN
γN+µN

bNTN

bNTN+µN
0 0

0 bWTNSW /NH

bNTNSN/NH+bWTNSW /NH+σ+µH
0 0 0 0

0 0 0 0 γW
γW+µW

bWTHW

bWTHW+µW


.

The spectral radius of the matrix M determines whether the system is sub critical, critical
or supercritical.

4 Results

This section presents the reproduction number and the probability of disease extinction.

4.1 Reproduction number

We compare the reproduction number of the model in the absence and presence of Wol-
bachia. Therefore, the aims to assess the reduction in the reproduction number and
hence the effectiveness of the Wolbachia intervention can be determined. The expres-
sions for the reproduction number in the absence and presence of Wolbachia are given in
equations (9) and (29), respectively. The parameter values for the models are given in
Table 2.
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The reproduction number for the model in the absence and presence of Wolbachia
is 3.31 and 1.17, respectively. This shows that there is around 64.65% reduction in the
reproduction number. An epidemic would not take off whenR0 < 1, otherwise it will take
off. The result implies that the Wolbachia intervention can stop dengue transmission in
areas with the reproduction number being at most around 3, which indicates a moderate
transmission level. This is because the Wolbachia intervention can reduce the basic
reproduction number below one. When the reproduction number is higher than three,
Wolbachia can still reduce dengue transmission though the epidemic still takes off. The
numerical simulation is presented in Figure 1.
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Figure 1: The number of infectious individuals in the absence and presence of Wolbachia.

Figure 1 shows that the peak of an outbreak is reduced in the presence of Wol-
bachia. An epidemic peak happens on around the 100th day. Furthermore, the number
of infectious individuals at the peak time is around 60. It declines when the Wolbachia
intervention is implemented. Nevertheless, the end time of epidemic is relatively similar.
This indicates that the Wolbachia intervention is effective in reducing dengue transmis-
sion.

4.2 Probability of extinction

This section presents the probability of extinction (P0) in the absence and presence of
Wolbachia. This aims to measure the performance of Wolbachia in reducing dengue
transmission. When the basic reproduction number is less than one, the probability of
extinction is one. Therefore, we investigate the scenario where the reproduction number
is greater than one and determine the probability of disease extinction.

The fixed point of the probability generating function is used to determine the prob-
ability of extinction

P0 = lim
t→∞

Prop{I(t) = P (t) = 0} =

{
1, if ρ(M) ≤ 1,

q
ik0
k , if ρ(M) > 1,
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where qk is the fixed point of the probability generating function and ik0 denotes the
initial conditions of the infectious individuals of type k.

Table 1: The initial conditions and the probability of extinction in the
absence and presence of Wolbachia. The initial conditions are for EH ,
IH , EN , IN , EW , IW . Here W stands for Wolbachia.

Initial conditions P0 non-W P0 with-W
1 0 0 0 0 0 0.6622 0.9470
1 1 0 0 0 0 0.4384 0.8969
2 0 0 0 0 0 0.4385 0.8969
0 2 0 0 0 0 0.4385 0.8969
5 5 0 0 0 0 0.0162 0.5803

The results show that the probability of extinction for the model in the presence of
Wolbachia is higher than that in the absence of Wolbachia. Furthermore, it is found
that the probability of extinction declines when the initial number of infected individuals
increases. In the absence of Wolbachia, the probability of extinction is around 0.6622. It
becomes 0.9470 when Wolbachia-carrying mosquitoes are introduced into the population.
Furthermore, the probability of extinction is close to 60% when there are 10 initially
infected individuals in the population. However, the probability of extinction is close to
zero for the same initial condition without the Wolbachia intervention.

5 Discussion and Conclusion

In this paper, we formulated stochastic models for dengue in the presence of Wolbachia.
This research aims to measure the effectiveness of the Wolbachia intervention to reduce
dengue transmission. We determine the proportion of reduction in the basic reproduction
number and also the probability of extinction. The result shows that there is around
64% reduction in the basic reproduction number in the presence of Wolbachia. This is
relatively similar to the result found by Ferguson et al. [18]. They found a reduction of 65-
75% in the basic reproduction number when the Wolbachia intervention is implemented.
Furthermore, when the reproduction number is significantly high, the reduction in the
reproduction number is not sufficient to end dengue transmission. This is similar to
the result obtained by Hughes and Britton [27]. The results imply that the Wolbachia
intervention may be effective in regions with moderate transmission level.

The mathematical expression of the probability of extinction is derived. We found
that the probability of extinction is higher in the presence of Wolbachia-carrying
mosquitoes than that in the absence of Wolbachia. A 90% chance of disease extinc-
tion is obtained when the Wolbachia intervention is implemented. Around 60% chance
of disease extinction is still obtained, although the number of the initially infected in-
dividuals is around ten. This implies that a Wolbachia intervention can be effective in
reducing dengue transmission.

It can be concluded that the use of the Wolbachia bacterium can be an alterna-
tive strategy against dengue where the probability of disease extinction can reach 90%.
Additionally, the use of the Wolbachia bacterium would be effective in reducing dengue
transmission, particularly in areas with moderate transmission level. Therefore, the com-
bination of the Wolbachia bacterium and the other strategy such as vaccination may be
needed to optimise the delivery of the intervention.
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Appendix

Parameter Descriptions

The following table presents the parameter descriptions and values of the models.

Table 2: The description, values, units, and references of the parameters for the mathematical
model. The letter W is to denote Wolbachia.

Symbol Description Value Unit Source
α Maternal transmission 0.9 N/A [3,12,26]
bN Biting rate 0.63 day-1 [28]
ρW Reproductive rate of Wolbachia-

carrying mosquitoes
0.95ρN N/A [3]

THW Transmission probability from Wol-
bachia-carrying mosquitoes to hu-
man

0.5TN N/A [29]

µW Death rate of Wolbachia 1.1 µN N/A [3,10]
bW Biting rates of Wolbachia-carrying

mosquitoes
0.95 bN N/A [8]

γH Progression rate from exposed to in-
fectious human

1/5.5 day-1 [30]

γN Progression from exposed to infec-
tious non-W

1/10 day-1 [31]

γW Progression rate from exposed to in-
fectious

1/10 day-1 [31]

µN Adult mosquito death rate (non-W) 1/14 day-1 [32]
µNA Death rate of aquatic non-W 1/14 day-1 [32]
µWA Aquatic death rate 1/14 day-1 [32]
ρN Reproductive rate of non-W 1.25 day-1 [12]
σ Recovery rate 1/5 day-1 [30]
TN Transmission probability 0.2614 N/A [19]
τN Maturation rate of non-W 1/10 day-1 [32]
τW Maturation rate of W 1/10 day-1 [32]
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