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Elements of Stability Theory of A.M. Liapunov

for Dynamic Equations on Time Scales
(Devoted to the 150th birthday of A.M. Liapunov)
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Abstract: Stability of dynamic equations on time scales is investigated in this
paper. The main results are new conditions for stability, uniform stability, and
uniform asymptotic stability of quasilinear and nonlinear systems.

Keywords: Dynamic equation on time scales; stability; uniform stability; asymptotic

stability; nonlinear integral inequality; Liapunov functions.

Mathematics Subject Classification (2000): 34D20, 39A10.

1 Introduction

The sixth of June, 2007 is the 150th birthday anniversary of the outstanding Russian
mathematician and mechanical scientist, Academician Liapunov. A brief outline of the
life and activities of Alexander Mikhaylovich Liapunov is contained in [30], while a more
detailed outline is given in [22]. The main directions of Liapunov’s scientific activities
are as follows:

– stability of equilibrium and motion of mechanical systems with a finite number of
degrees of freedom;

– equilibrium figures of uniformly rotating liquids;

– stability of equilibrium figures of rotating liquids;

– equations of mathematical physics;

∗ Corresponding author: anmart@stability.kiev.ua

c© 2007 Informath Publishing Group/1562-8353 (print)/1813-7385 (online)/www.e-ndst.kiev.ua 225



226 M. BOHNER AND A.A. MARTYNYUK

– probability theory;

– lecture courses on theoretical mechanics.

For a detailed analysis of Liapunov’s papers in the above mentioned directions see the
survey [33].

Liapunov started publication of his works on the problems of motion stability of
systems with a finite number of degrees of freedom in 1888. In 1892 he formulated a strict
definition of stability which crowned his intensive work during 1889–1892. The notion
of “Liapunov stability” adopted nowadays denotes stability of solutions with respect
to perturbation of the initial data over infinite time intervals. The exact definition of
stability was of principal importance for further determination of stability criteria of the
equilibrium and/or motion of mechanical or other kinds of systems.

In 1892 the Kharkov Mathematical Society published Liapunov’s paper “General
Problem of Motion Stability” [11]. This work was defended by Liapunov as his doctoral
thesis at Moscow University in 1892. In this paper Liapunov considered differential
equations of perturbed motion in a quite general form and developed two general methods
of analysis of their solutions. The first method is based on the integration of the above
mentioned equations by special series. The second technique is based on the application of
an auxiliary function whose properties together with properties of its total time derivative
along solutions of the system under consideration allow the conclusion on dynamical
behavior of solutions for the system.

Alongside these two methods of qualitative analysis of motion equations, Liapunov
introduced the notion of a function’s characteristic number and applied it to stability
analysis of solutions for linear systems of differential equations with variable coefficients.
Liapunov completely solved the problem of stability by the first approximation and stud-
ied stability of solutions to perturbed motion equations in some critical cases.

The list of references (see [9–23]) presents the papers by Liapunov published to date
which deal with stability of systems with a finite number of degrees of freedom, general
theory of ordinary differential equations, and classical mechanics. Note that many of
Liapunov’s papers still remain unpublished.

The aim of our paper is to present some results of stability analysis of solutions for a
new class of perturbed motion equations referred to as dynamic equations on time scales.
Equations on time scales provide a possibility for a simultaneous description of dynamics
of continuous-time and discrete-time systems. Such two-mode systems occur in some
problems on impulsive control in the description of some technological processes with
discrete effects of a catalyst. Some necessary introduction to the mathematical analysis
on time scales is presented here in accordance with [2,3], with vast bibliography therein.

2 Elements of Calculus on Time Scales

2.1 Description of Time Scales

An arbitrary nonempty closed subset of the set of real numbers R is referred to as a time
scale and denoted by T. Examples of time scales are the reals R, the integers Z, the
positive integers N, and the nonnegative integers N0. The most common time scales are
T = R for continuous calculus, T = Z for discrete calculus, and T = qN0 = {qn : n ∈ N0},
where q > 1, for quantum calculus.
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Definition 2.1 • The forward and backward jump operators σ and ρ are defined
by

σ(t) = inf{s ∈ T : s > t} for all t ∈ T

and

ρ(t) = sup{s ∈ T : s < t} for all t ∈ T,

respectively.

• By means of the operators σ : T → T and ρ : T → T, the elements t ∈ T are
classified as follows: If σ(t) = t, ρ(t) = t, σ(t) > t, and ρ(t) < t, then t is called
right-dense, left-dense, right-scattered, and left-scattered, respectively. Here it is
assumed that inf ∅ = sup T (i.e., σ(t) = t if T contains the maximal element t) and
sup∅ = inf T (i.e., ρ(t) = t if T contains the minimal element t).

• In addition to the set T, the set Tκ is defined as follows. If T contains the left scat-
tered maximum m, then Tκ = T \ {m}, and Tκ = T in the other cases. Therefore,

T
κ =

{

T \ (ρ(sup T), sup T] if sup T <∞,

T if sup T = ∞.

• The distance from an arbitrary element t ∈ T to its follower is called the graininess
of the time scale T and is given by the formula

µ(t) = σ(t) − t for all t ∈ T.

If T = R, then σ(t) = t = ρ(t) and µ(t) = 0, and if T = Z, then σ(t) = t + 1,
ρ(t) = t− 1, and µ(t) = 1.

In some cases for equations on a time scale T, the principle of induction on time scales
is applied. In the monograph [2], this principle is formulated as follows.

Theorem 2.1 Let t0 ∈ T and {S(t) : t ∈ [t0,∞)} be a set of assertions satisfying
the conditions:

1. The statement S(t) is true for t = t0.

2. If t ∈ [t0,∞) is right-scattered and S(t) is true, then S(σ(t)) is true as well.

3. If t ∈ [t0,∞) is right-dense and S(t) is true, then there exists a neighborhood W of
t such that S(s) is true for all s ∈ W ∩ (t,∞).

4. If t ∈ (t0,∞) is left-dense and S(s) is true for all s ∈ [t0, t), then S(t) is true.

Then S(t) is true for all t ∈ [t0,∞).

2.2 Differentiation on Time Scales

Further we shall consider a function f : T → R and determine its ∆-derivative at a point
t ∈ Tκ.
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Definition 2.2 • The function f : T → R is called ∆-differentiable at a point
t ∈ Tκ if there exists γ ∈ R such that for any ε > 0 there exists a W -neighborhood
of t ∈ Tκ satisfying

|[f(σ(t)) − f(s)] − γ[σ(t) − s]| < ε|σ(t) − s| for all s ∈W.

In this case we shall write f∆(t) = γ.

• If the function f is ∆-differentiable for any t ∈ Tκ, then f : T → R is called
∆-differentiable on Tκ.

Some useful properties of the derivative of a function f are found in the results below.

Theorem 2.2 Assume that f : T → R and t ∈ Tκ. Then the following assertions
are true:

(1) if f is differentiable at t, then f is continuous at t;

(2) if f is continuous at t and t is right-scattered, then f is differentiable at t with

f∆(t) =
f(σ(t)) − f(t)

µ(t)
;

(3) if t is right-dense, then f is differentiable at t iff there exists the limit

lim
s→t

f(t) − f(s)

t− s

as a finite number, and then

f∆(t) = lim
s→t

f(t) − f(s)

t− s
;

(4) if f is differentiable at t, then

f(σ(t)) = f(t) + µ(t)f∆(t).

Note that, if T = R, then f∆ = f ′, which is the Cauchy derivative of f , and if T = Z,
then f∆(t) = ∆f(t) = f(t+ 1) − f(t), which is the forward difference of f .

Further we present the following result.

Theorem 2.3 Assume that the functions f, g : T → R are differentiable at t ∈ Tκ.
Then the following assertions are valid:

(1) the sum f + g : T → R is differentiable at t and

(f + g)∆(t) = f∆(t) + g∆(t);

(2) for any constant α, the function αf : T → R is differentiable at t and

(αf)∆(t) = αf∆(t);
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(3) the product fg : T → R is differentiable at t and

(fg)∆(t) = f∆(t)g(t) + f(σ(t))g∆(t) = f(t)g∆(t) + f∆(t)g(σ(t));

(4) if f(t)f(σ(t)) 6= 0, then the function 1/f is differentiable at t and

(

1

f

)∆

(t) = −

f∆(t)

f(t)f(σ(t))
;

(5) if g(t)g(σ(t)) 6= 0, then the function f/g is differentiable at t and

(

f

g

)∆

(t) =
f∆(t)g(t) − f(t)g∆(t)

g(t)g(σ(t))
.

2.3 Integration on Time Scales

Further we shall consider functions that are “integrable” on the time scale T.

Definition 2.3 • A function f : T → R is called regulated provided its right-
sided limit exist (finite) at all right-dense points in T and its left-sided limits exist
(finite) at all left-dense points in T.

• A function f : T → R is called rd-continuous provided it is continuous at right-dense
points in T and its left-sided limits exist (finite) at left-dense points in T.

• The set of all rd-continuous functions f : T → R is denoted by Crd = Crd(T,R).

Theorem 2.4 Assume that f : T → R. Then the following assertions are true:

(1) If f is continuous on T, then it is rd-continuous on T;

(2) if f is rd-continuous on T, then it is regulated on T;

(3) the jump operator σ : T → T is rd-continuous;

(4) if f is regulated or rd-continuous on T, then the function f ◦ σ possesses the same
property;

(5) if f : T → R is continuous and g : T → R is regulated and rd-continuous, then the
function f ◦ g possesses the same property.

Definition 2.4 • A function F : T → R such that F∆ = f is called an an-
tiderivative of the function f .

• If F is an antiderivative of f , then the integral is defined by

∫ b

a

f(t)∆t = F (b) − F (a) for all a, b ∈ T.
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It is well known that any rd-continuous function f : T → R possesses an antideriva-
tive.

If f∆(t) ≥ 0 on [a, b] and s, t ∈ T with a ≤ s ≤ t ≤ b, then

f(t) = f(s) +

∫ t

s

f∆(τ)∆τ ≥ f(s),

i.e., the function f is increasing on T.
Some properties of integration on T are presented next.

Theorem 2.5 Let a, b, c ∈ T, α ∈ R, and f, g ∈ Crd(T). Then

(i)
∫ b

a
[f(t) + g(t)]∆t =

∫ b

a
f(t)∆t+

∫ b

a
g(t)∆t;

(ii)
∫ b

a
(αf)(t)∆t = α

∫ b

a
f(t)∆t;

(iii)
∫ b

a f(t)∆t = −

∫ a

b f(t)∆t;

(iv)
∫ b

a
f(t)∆t =

∫ c

a
f(t)∆t+

∫ b

c
f(t)∆t;

(v)
∫ b

a f(σ(t))g∆(t)∆t = f(b)g(b) − f(a)g(a) −
∫ b

a f
∆(t)g(t)∆t;

(vi)
∫ a

a f(t)∆t = 0;

(vii)
∫ σ(t)

t
f(τ)∆τ = µ(t)f(t);

(viii) if |f | ≤ g on [a, b), then
∣

∣

∣

∫ b

a
f(t)∆t

∣

∣

∣
≤

∫ b

a
g(t)∆t;

(ix) if f ≥ 0 on [a, b), then
∫ b

a
f(t)∆t ≥ 0.

Next we shall present some chain rules. We recall that if f, g : R → R, then

(f ◦ g)′ = (f ′
◦ g)g′.

The following two chain rules hold.

Theorem 2.6 Suppose f : R → R is continuously differentiable, g : R → R is
continuous, and g : T → R is ∆-differentiable on T. Then there exists c in the real
interval [t, σ(t)] such that

(f ◦ g)∆(t) = f ′(g(c))g∆(t).

Theorem 2.7 Suppose f : R → R is continuously differentiable and g : T → R is
∆-differentiable on T. Then (f ◦ g) : T → R is ∆-differentiable, and the formula

(f ◦ g)∆(t) =

{
∫ 1

0

f ′(g(t) + hµ(t)g∆(t))dh

}

g∆(t)

holds.

Definition 2.5 If sup T = ∞, then the improper integral is defined by
∫ ∞

a

f(t)∆t = lim
b→∞

F (t)
∣

∣

b

a
for a ∈ T.
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2.4 The Exponential Function on Time Scales

An rd-continuous function f : T → R is called regressive if

1 + µ(t)f(t) 6= 0 for all t ∈ T

(we write f ∈ R) and positively regressive if

1 + µ(t)f(t) > 0 for all t ∈ T

(we write f ∈ R
+). For the operation ⊕ defined by

p⊕ q = p+ q + µpq on T,

the couple (R,⊕) is an Abelian group with inverse element

⊖p = −

p

1 + µp
for p ∈ R.

We also define p⊖q = p⊕(⊖q). We note that if p, q ∈ R, then ⊖p,⊖q, p⊕q, p⊖q, q⊖p ∈ R.
For the definition of the exponential function on a time scale T, we follow [5] and

shall consider for some h > 0 the strip

Zh =
{

z ∈ C : −

π

h
< Im (z) ≤

π

h

}

and the set Ch

Ch =

{

z ∈ C : z 6= −

1

h

}

.

For h = 0, we let Zh = C = Ch be the set of complex numbers. Then for h ≥ 0 we define
the cylinder transformation ξh : Ch → Zh by the formula

ξh =







1

h
Log(1 + zh) if h > 0,

z if h = 0.

where Log is the principal logarithm function. The inverse cylinder transformation ξ−1
h :

Zh → Ch is given by

ξ−1
h (z) =

ezh − 1

h
= (exp zh− 1)h−1.

For a function p ∈ R, the exponential function ep is defined by the expression

ep(t, s) = exp

(
∫ t

s

ξµ(t)(p(τ))∆τ

)

for all (t, s) ∈ T × T. (2.1)

The following properties of the exponential function (2.1) are known (see [2]).

Theorem 2.8 Let p, q ∈ R and t, r, s ∈ T. Then

(i) e0(t, s) ≡ 1 and ep(t, t) ≡ 1;

(ii) ep(σ(t), s) = (1 + µ(t)p(t))ep(t, s);
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(iii)
1

ep(t, s)
= e⊖p(t, s);

(iv) ep(t, s) =
1

ep(s, t)
= e⊖p(s, t);

(v) ep(t, s)ep(s, r) = ep(t, r);

(vi) ep(t, s)eq(t, s) = ep⊕q(t, s);

(vii)
ep(t, s)

eq(t, s)
= ep⊖q(t, s);

(viii) if T = R, then ep(t, s) = e
∫

t

s
p(τ)dτ ;

(ix) if T = R and p(t) ≡ α, then ep(t, s) = eα(t−s);

(x) if T = Z, then ep(t, s) =
t−1
∏

τ=s
(1 + p(τ));

(xi) if T = hZ with h > 0 and p(t) ≡ α, then ep(t, s) = (1 + hα)
t−s

h .

2.5 Variation of Constants on Time Scales

In terms of the exponential function (2.1), there are two variation of constants formulas
that read as follows.

Theorem 2.9 Let f ∈ Crd, p ∈ R, t0 ∈ T, and x0 ∈ R. Then the unique solution of
the initial value problem

x∆(t) = −p(t)x(σ(t)) + f(t), x(t0) = x0

is

x(t) = e⊖p(t, t0)x0 +

∫ t

t0

e⊖p(t, τ)f(τ)∆τ,

and the unique solution of the initial value problem

x∆(t) = p(t)x(t) + f(t), x(t0) = x0

is

x(t) = ep(t, t0)x0 +

∫ t

t0

ep(t, σ(τ))f(τ)∆τ.

3 Method of Integral Inequalities on Time Scales

The method of integral inequalities for stability analysis of solutions of continuous sys-
tems is well developed and its main results are presented in a series of publications, of
which we note [26,31]. The development of this method for stability analysis of solutions
on a time scale T is associated with obtaining appropriate inequalities on time scales.

In this section we introduce the method of integral inequalities to study the behavior
of solutions of the system of dynamic equations of the perturbed motion

x∆ = A(t)x + f(t, x), f(t, 0) = 0, (3.1)
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where A ∈ R(T,Rn×n) with n ∈ N, f : T × Rn → Rn, and F (t) = f(t, x(t)) satisfies
F ∈ Crd(T) whenever x is a differentiable function. These assumptions guarantee that
the unique solution x = x(·; t0, x0) of (3.1) together with the initial condition x(t0) = x0,
where t0 ∈ T and x0 ∈ Rn, may be written in the form (see Theorem 2.9 in Section 2.5)

x(t) = x(t; t0, x0) = eA(t, t0)x0 +

∫ t

t0

eA(t, σ(τ))f(τ, x(τ))∆τ. (3.2)

In this section, letting m ∈ N and subject to the two assumptions

‖f(t, x)‖ ≤ a(t) ‖x‖
m

for t ≥ t0, x ∈ R
n, where a ∈ Crd(T) (3.3)

and

‖eA(t, s)‖ ≤ ϕ(t)ψ(s) for t ≥ s ≥ t0, where ϕ, ψ ∈ Crd(T), (3.4)

we derive sufficient criteria for stability, uniform stability, and asymptotical stability of
the unperturbed motion of (3.1). In the next subsection below we consider the case
m = 1 while we study the case m > 1 in the subsequent subsection. The case m = 1 uses
the well-known Gronwall inequality on time scales while for the case m > 1, a dynamic
version of Stachurska’s inequality [34] is employed. This inequality is a new result for
dynamic equations, so it will be proved in Section 3.2 below.

We will use the following standard definition of different types of stability.

Definition 3.1 The unperturbed motion of (3.1) is said to be

(S1) stable if for each ε > 0 and t0 ∈ T there exists δ = δ(ε, t0) > 0 such that

‖x0‖ < δ implies ‖x(t; t0, x0)‖ < ε for all t ≥ t0;

(S2) uniformly stable if the δ in (S1) is independent of t0;

(S3) asymptotically stable if it is stable and there exists δ0 such that

‖x0‖ < δ0 implies lim
t→∞

x(t; t0, x0) = 0.

3.1 Stability via Gronwall’s Inequality

We start by recalling Gronwall’s inequality from [2, Theorem 6.4].

Theorem 3.1 (Gronwall’s Inequality) Let y, f ∈ Crd and p ≥ 0. Then

y(t) ≤ f(t) +

∫ t

t0

y(τ)p(τ)∆τ for all t ≥ t0

implies

y(t) ≤ f(t) +

∫ t

t0

ep(t, σ(τ))f(τ)p(τ)∆τ for all t ≥ t0.

The version we will use is the following inequality from [2, Corollary 6.7].
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Corollary 3.1 Let y ∈ Crd, p ≥ 0, and α ∈ R. Then

y(t) ≤ α+

∫ t

t0

y(τ)p(τ)∆τ for all t ≥ t0

implies

y(t) ≤ αep(t, t0) for all t ≥ t0.

The following main results in this subsection are given for T = R in [31, Lemma 2
and Theorem 5].

Lemma 3.1 Suppose that (3.3) for m = 1 and (3.4) hold. Then any solution of
(3.1) satisfies the estimate

‖x(t; t0, x0)‖ ≤ ϕ(t)ψ(t0)eϕψσa(t, t0) ‖x0‖ for all t ≥ t0. (3.5)

Proof First note that the assumptions of Corollary 3.1 are satisfied. Let x be a
solution of (3.1) so that by (3.2) we have for all t ≥ t0 the estimate

‖x(t; t0, x0)‖ ≤ ϕ(t)ψ(t0) ‖x0‖ +

∫ t

t0

ϕ(t)ψ(σ(τ))a(τ) ‖x(τ ; t0, x0)‖∆τ.

Hence the function y = ‖x(·; t0, x0)‖ /ϕ satisfies

y(t) ≤ ψ(t0) ‖x0‖ +

∫ t

t0

ϕ(τ)ψ(σ(τ))a(τ)y(τ)∆τ for all t ≥ t0.

By Corollary 3.1,

y(t) ≤ ψ(t0) ‖x0‖ eϕψσa(t, t0) for all t ≥ t0.

Using the definition of y, the claim (3.5) follows. 2

Theorem 3.2 Suppose that (3.3) for m = 1 and (3.4) hold.

(i) If for all s ≥ t0 there exists K(s) > 0 such that

ϕ(t)eϕψσa(t, s) ≤ K(s) for all t ≥ s ≥ t0,

then the unperturbed motion of system (3.1) is stable;

(ii) if there exists K > 0 such that

ϕ(t)ψ(s)eϕψσa(t, s) ≤ K for all t ≥ s ≥ t0,

then the unperturbed motion of system (3.1) is uniformly stable;

(iii) if

lim
t→∞

{ϕ(t)eϕψσa(t, s)} = 0,

then the unperturbed motion of system (3.1) is asymptotically stable.
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Proof First we prove (1). Let ε > 0 and t0 ∈ T. Define

δ(ε, t0) = εK−1(t0)ψ
−1(t0)

and assume ‖x0‖ < δ. Then by Lemma 3.1,

‖x(t; t0, x0)‖ < ϕ(t)ψ(t0)eϕψσa(t, t0)δ ≤ ψ(t0)K(t0)δ = ε.

Now we prove (2). Let ε > 0. Define

δ(ε) = εK−1

and assume ‖x0‖ < δ. Then by Lemma 3.1,

‖x(t; t0, x0)‖ < ϕ(t)ψ(t0)eϕψσa(t, t0)δ ≤ Kδ = ε.

Finally we prove (3). Since ϕeϕψσa(·, s) tends to zero, it is bounded. By (1), we have
stability. Let δ0 = 1 and assume ‖x0‖ < δ0. Then by Lemma 3.1,

‖x(t; t0, x0)‖ < ϕ(t)ψ(t0)eϕψσa(t, t0) → 0

as t→ ∞. 2

3.2 Stability via Stachurska’s Inequality

In preparation for Stachurska’s inequality on time scales, we require the following two
lemmas.

Lemma 3.2 If f ≤ g and f, g ∈ R
+, then ⊖f ≥ ⊖g.

Proof Under the stated assumptions we calculate

(⊖f) − (⊖g) = −

f

1 + µf
+

g

1 + µg
=

g − f

(1 + µf)(1 + µg)
≥ 0.2

Lemma 3.3 If f ≥ 0 and g ∈ (0, 1], then ⊖(f/g) ≥ (⊖f)/g.

Proof Under the stated assumptions we calculate
(

⊖

f

g

)

−

⊖f

g
= −

f

g + µf
+

f

g + µfg
=

µf2(1 − g)

(g + µf)(g + µfg)
≥ 0.2

Theorem 3.3 (Stachurska’s inequality) Assume f, g, p are rd-continuous and
nonnegative on T. Let m ∈ N \ {1}. If f/p is nondecreasing on T, then each func-
tion x satisfying

x(t) ≤ f(t) + p(t)

∫ t

t0

q(s)xm(s)∆s for all t ≥ t0 (3.6)

satisfies

x(t) ≤
f(t)

{

1 + (m− 1)
∫ t

t0
(⊖qpfm−1)(s)∆s

}1/(m−1)
(3.7)

on [t0, tm), where tm is the first point for which the denominator on the right-hand side
of (3.7) is nonpositive.
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Proof We prove the claim by induction. First we assume that (3.6) holds for m = 2.
Define

v(t) :=

∫ t

t0

q(s)x2(s)∆s+
f(t)

p(t)
.

Then x ≤ pv and

v∆ = qx2 +

(

f

p

)∆

≤ qp2v2 +

(

f

p

)∆

and therefore by [2, Theorem 6.1]

v(t) ≤ eqp2v(t, t0)

{

v(t0) +

∫ t

t0

e⊖qp2v(σ(s), t0)

(

f

p

)∆

(s)∆s

}

≤ eqp2v(t, t0)
f(t)

p(t)

since v(t0) = f(t0)/g(t0), (f/p)∆ ≥ 0, and e⊖qp2v2(σ(s), t0) ≤ 1. Define now

V := e⊖qp2v(·, t0)

so that v ≤ f/(pV ) and thus qp2v ≤ qpf/V and hence

⊖qp2v ≥ ⊖

qpf

V
≥

⊖qpf

V
,

where we used Lemmas 3.2 and 3.3. Hence

V ∆ = (⊖qp2v)V ≥

⊖qpf

V
V = ⊖qpf.

Thus

V (t) ≥ V (t0) +

∫ t

t0

(⊖qpf)(s)∆s = 1 +

∫ t

t0

(⊖qpf)(s)∆s

and therefore

v(t) ≤
f(t)

p(t)V (t)
≤

f(t)

p(t)
{

1 +
∫ t

t0
(⊖qpf)(s)∆s

} .

Plugging this in the inequality x ≤ pv yields (3.7) for m = 2.
Now we assume that the claim of the theorem holds for some m ∈ N \ {1}. Suppose

that (3.6) holds with m replaced by m+ 1. Then

x(t) ≤ f(t) + p(t)

∫ t

t0

q(s)x(s)xm(s)∆s

and using the induction hypothesis yields

x ≤

f

{1 + (m− 1)u}
1/(m−1)

, where u(t) :=

∫ t

t0

(⊖qxpfm−1)(s)∆s.

Now using again Lemmas 3.2 and 3.3, we find

u∆ = ⊖qxpfm−1
≥ ⊖

qpfm

{1 + (m− 1)u}
1/(m−1)

≥

⊖qpfm

{1 + (m− 1)u}
1/(m−1)

.
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Thus
mu∆

{1 + (m− 1)u}1/(m−1)
≥ m(⊖qpfm).

Let F (x) = (1 + (m− 1)x)m/(m−1) for x ≥ 0 so that F ′(x) = m(1 + (m− 1)x)1/(m−1) is
nondecreasing. By Keller’s chain rule, Theorem 2.7, we have

{

(1 + (m− 1)u)m/(m−1)
}∆

= (F ◦ u)∆ = u∆

∫ 1

0

F ′(u(1 − h) + huσ)dh

≥ u∆

∫ 1

0

F ′(u)dh = u∆F ′(u) ≥ m(⊖qpfm),

where we used u∆
≤ 0 and its consequence uσ ≤ u. Integrating yields

{1 + (m− 1)u}
m/(m−1)

(t) = 1 +

∫ t

t0

{

(1 + (m− 1)u)m/(m−1)
}∆

(s)∆s

≥ 1 +m

∫ t

t0

(⊖qpfm)(s)∆s

and therefore

{1 + (m− 1)u(t)}1/(m−1)
≥

{

1 +m

∫ t

t0

(⊖qpfm)(s)∆s

}1/m

.

Plugging this in x ≤ f/(1 + (m− 1)u)1/(m−1) gives (3.7) with m replaced by m+ 1. 2

The following main results in this subsection are given for T = R in [31, Lemma 1
and Theorems 1–3].

Lemma 3.4 Suppose that (3.3) for m > 1 and (3.4) hold. Then any solution of
(3.1) satisfies the estimate

‖x(t; t0, x0)‖ ≤

ϕ(t)ψ(t0) ‖x0‖

{

1 − (m− 1) ‖x0‖
m−1 ψm−1(t0)D(t, t0)

}1/(m−1)
(3.8)

for all t ≥ t0 for which

(m− 1) ‖x0‖
m−1

ψm−1(t0)D(t, t0) < 1,

where

D(t, t0) =

∫ t

t0

φm(τ)ψ(σ(τ))a(τ)∆τ.

Proof First note that the assumptions of Theorem 3.3 are satisfied. Let x be a
solution of (3.1) so that by (3.2) we have for all t ≥ t0 the estimate

‖x(t; t0, x0)‖ ≤ ϕ(t)ψ(t0) ‖x0‖ +

∫ t

t0

ϕ(t)ψ(σ(τ))a(τ) ‖x(τ ; t0, x0)‖
m ∆τ.

Hence the function y = ‖x(·; t0, x0)‖ /ϕ satisfies

y(t) ≤ ψ(t0) ‖x0‖ +

∫ t

t0

ϕm(τ)ψ(σ(τ))a(τ)ym(τ)∆τ for all t ≥ t0.
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By Theorem 3.3, as long as the denominator remains positive,

y(t) ≤
ψ(t0) ‖x0‖

{

1 + (m− 1)
∫ t

t0
(⊖φmψσaψm−1(t0) ‖x0‖

m−1
)(τ)∆τ

}1/(m−1)
.

Since
⊖g = −

g

1 + µg
≥ −g for all g ≥ 0,

and using the definition of y, the claim (3.8) follows. 2

Theorem 3.4 Suppose that (3.3) for m > 1 and (3.4) hold.

(i) If for all s ≥ t0 there exists K(s) > 0 such that

ϕ(t) ≤ K(s) for all t ≥ s ≥ t0

and
D(t0) := lim

t→∞
D(t, t0) <∞, (3.9)

then the unperturbed motion of system (3.1) is stable;

(ii) if there exist K1,K2 > 0 such that

ϕ(t)ψ(s) ≤ K1 for all t ≥ s ≥ t0

and
ψm−1(s)

{

lim
t→∞

D(t, s)
}

≤ K2 for all s ≥ t0,

then the unperturbed motion of system (3.1) is uniformly stable;

(iii) if (3.9) and
lim
t→∞

ϕ(t) = 0

hold, then the unperturbed motion of system (3.1) is asymptotically stable.

Proof First we prove (1). Let ε > 0 and t0 ∈ T. Define

δ(ε, t0) = min
{

[2(m− 1)ψm−1(t0)D(t0)]
−1/(m−1), εψ−1(t0)K

−1(t0)2
−1/(m−1)

}

and assume ‖x0‖ < δ. Then by Lemma 3.4,

‖x(t; t0, x0)‖ <
ϕ(t)ψ(t0)δ

{1 − (m− 1)δm−1ψm−1(t0)D(t, t0)}
1/(m−1)

≤

ϕ(t)ψ(t0)εψ
−1(t0)K

−1(t0)2
−1/(m−1)

{1 − (m− 1)2−1(m− 1)−1ψ1−m(t0)D−1(t0)ψm−1(t0)D(t, t0)}
1/(m−1)

≤

ε2−1/(m−1)

{1 − 2−1
}
1/(m−1)

= ε.

Now we prove (2). Let ε > 0. Define

δ(ε) = min
{

[2(m− 1)K2]
−1/(m−1), εK−1

1 2−1/(m−1)
}
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and assume ‖x0‖ < δ. Then by Lemma 3.4,

‖x(t; t0, x0)‖ <
ϕ(t)ψ(t0)δ

{1 − (m− 1)δm−1ψm−1(t0)D(t, t0)}
1/(m−1)

≤

ϕ(t)ψ(t0)εK
−1
1 2−1/(m−1)

{

1 − (m− 1)2−1(m− 1)−1K−1
2 ψm−1(t0)D(t, t0)

}1/(m−1)

≤

ε2−1/(m−1)

{1 − 2−1
}
1/(m−1)

= ε.

Finally we prove (3). Since ϕ tends to zero, it is bounded. By (1), we have stability. Let
δ0 > 0 be such that the denominator in (3.8) is positive and assume ‖x0‖ < δ0. Then by
Lemma 3.4,

‖x(t; t0, x0)‖ <
ϕ(t)ψ(t0)δ0

{

1 − (m− 1)δm−1
0 ψm−1(t0)D(t, t0)

}1/(m−1)
→ 0

as t→ ∞. 2

4 Generalized Direct Liapunov Method on Time Scales

4.1 General Theorems

The direct method of investigation of motion stability of continuous systems with a
finite number of degrees of freedom as developed by Liapunov is now extended for many
classes of systems of equations. In this section we present the main theorems of the direct
Liapunov method for dynamic equations on a time scale T.

Corresponding to the time scale T we consider the following sets:

A = {t ∈ T : t left-dense and right-scattered},

B = {t ∈ T : t left-scattered and right-dense},

C = {t ∈ T : t left-scattered and right-scattered},

D = {t ∈ T : t left-dense and right-dense}.

Assume that sup T = a ∈ A∪D and inf T = b ∈ B∪D and designate the Euler derivative
of the state vector of system x : T → Rn in t ∈ T by ẋ(t), should it exists.

We consider a system of perturbed motion equations

x∆(t) = f(t, x(t)), x(t0) = x0, (4.1)

where x : T → Rn, f : T × Rn → Rn, and

x∆(t) =







x(σ(t)) − x(t)

µ(t)
if t ∈ A ∪ C,

ẋ(t) in other points.

Our assumptions on system (4.1) are as follows:

H1 The vector-valued function F (t) = f(t, x(t)) satisfies the condition F ∈ Crd(T)
whenever x is a differentiable function with its values in N , where N ⊂ Rn is an
open connected neighborhood of the state x = 0.
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H2 The vector-valued function f(t, x) is component-wise regressive, i.e.,

eT + µ(t)f(t, x) 6= 0 for all t ∈ [t0,∞), where eT = (1, . . . , 1)T ∈ R
n.

H3 f(t, x) = 0 for all t ∈ [t0,∞) iff x = 0.

H4 The graininess function µ satisfies 0 < µ(t) ∈M for all t ∈ T, whereM is a compact
set.

For stability analysis of the state x = 0 of system (4.1), the matrix-valued function [24]

U(t, x) = [vij(t, x)], i, j = 1, . . . ,m (4.2)

will be applied as an auxiliary function, where vii : T×Rn → R+ for i, j = 1, . . . ,m and
vij : T × Rn → R for i 6= j, i, j = 1, . . . ,m. The elements vij(t, x) of the matrix-valued
function (4.2) are assumed to satisfy the following conditions:

(1) vij(t, x) are locally Lipschitzian in x for all t ∈ T;

(2) vij(t, x) = 0 for all t ∈ T iff x = 0;

(3) vij(t, x) = vji(t, x) for all t ∈ T and i, j = 1, . . . ,m.

Along with the function (4.2) we shall use the scalar function

v(t, x, θ) = θTU(t, x)θ, θ ∈ R
m
+ (4.3)

and comparison functions of class K. Recall that a real-valued function a belongs to the
class K if it is definite continuous and strictly increasing on [0, r1] with 0 ≤ r1 < +∞

and a(0) = 0.

Definition 4.1 The matrix-valued function (4.2) is called

(1) positive (negative) semidefinite on T ×N , N ⊂ Rn, if v(t, x, θ) ≥ 0 (v(t, x, θ) ≤ 0)
for all (t, x, θ) ∈ T ×N × Rm+ , respectively;

(2) positive definite on T × N , N ⊂ R
n, if there exists a function a ∈ K such that

v(t, x, θ) ≥ a(‖x‖) for all (t, x, θ) ∈ T ×N × Rm+ ;

(3) decrescent on T ×N if there exists a function b ∈ K such that v(t, x, θ) ≤ b(‖x‖)
for all (t, x, θ) ∈ T ×N × Rm+ ;

(4) radially unbounded on T × N , if v(t, x, θ) → +∞ for ‖x‖ → +∞, for (t, x, θ) ∈

T ×N × Rm+ .

Lemma 4.1 The matrix-valued function U : T×Rn → Rm×m is positive definite on
T iff the function (4.3) can be represented as

θTU(t, x)θ = θTU+(t, x)θ + a(‖x‖), t ∈ T,

where U+ is a positive semidefinite matrix-valued function and a ∈ K.
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Lemma 4.2 The matrix-valued function U : T × Rn → Rm×m is decrescent on T iff
the function (4.3) can be represented as

θTU(t, x)θ = θTU−(t, x)θ + b(‖x‖), t ∈ T,

where U− is a negative semidefinite matrix-valued function and b ∈ K.

Further we need the notion of the total ∆-derivative of the function (4.3) along
solutions of system (4.1). It reads as

v∆
+ (t, x, θ) = θTU∆

+ (t, x)θ, θ ∈ R
m
+ , t ∈ T,

where U∆
+ (t, x) is calculated element-wise by the formula

U∆
+ (t) =

{

lim{[uij(t+ h) − uij(t)]h
−1 : h→ 0, h+ t ∈ T} if t = σ(t),

[uij(σ(t)) − uij(t)]µ
−1(t) if t < σ(t),

where uij(t) = uij(t, x(t; t0, x0)), 1 ≤ i, j ≤ m.
We note that the calculation of the derivative is not easy in general. However, if the

function (4.3) is independent of t, then it may be easy to calculate the ∆-derivative.

Example 4.1 Consider the function v(t, x, θ) = xTx, x ∈ Rn. Then by Theorem 2.3
(3) we have

v∆
+ (t, x, θ) = (xTx)∆(t) = xT (t)x∆(t) + (xT )∆(t)x(σ(t))

= xT (t)f(t, x(t)) + fT (t, x(t))[x(t) + µ(t)f(t, x(t))].

If T = R, then µ(t) = 0 and

v∆
+ (t, x, θ) =

d

dt
(xTx) = xT f(t, x) + fT (t, x)x.

Example 4.2 Consider the function U(t, x) = xxT , x ∈ Rn. By Theorem 2.3 (3) we
have

v∆
+ (t, x, θ) = θT (xxT )∆(t)θ

= θT {x(t)fT (t, x(t)) + f(t, x)xT (t) + µ(t)f(t, x(t))fT (t, x(t))}θ.

If T = R, then µ(t) = 0 and

v∆
+ (t, x, θ) = θT

d

dt
(xxT )θ = θT {x(t)fT (t, x) + f(t, x)xT (t)}θ.

Next, we shall formulate a general Liapunov-type result on stability of the state x = 0
of system (4.1).

Theorem 4.1 Assume that the vector-valued function f(t, x) in system (4.1) satisfies
assumptions H1–H4 on T ×N , N ⊂ Rn. Assume there exist

(1) a matrix-valued function U : T × N → Rm×m and a vector θ ∈ Rm+ such that the
function v(t, x, θ) = θTU(t, x)θ is locally Lipschitzian in x for all t ∈ T;
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(2) comparison functions ψi1, ψi2, ψi3 ∈ K and symmetric m×m matrices Aj, j = 1, 2,
such that for all (t, x) ∈ T ×N

(a) ψT1 (‖x‖)A1ψ1(‖x‖) ≤ v(t, x, θ);

(b) v(t, x, θ) ≤ ψT2 (‖x‖)A2ψ2(‖x‖);

(c) there exists an m×m matrix A3 = A3(µ(t)) such that

v∆
+ (t, x, θ) ≤ ψT3 (‖x‖)A3ψ3(‖x‖) for all (t, x) ∈ T ×N ;

(d) there exists µ∗ > 0 such that µ∗
∈M and

1

2
[AT3 (µ(t)) +A3(µ(t))] ≤ A3(µ

∗) whenever 0 < µ(t) < µ∗.

Then, if the matrices A1 and A2 are positive definite and the matrix A∗
3 = A3(µ

∗) is
negative semidefinite, then the state x = 0 of system (4.1) is stable under conditions
2(a), 2(b), 2(d) and uniformly stable under conditions 2(a)–2(d).

Proof The fact thatA1 and A2 are positive definite matrices implies that λm(A1) > 0
and λM (A2) > 0, where λm(A1) and λM (A2) are the minimal and maximal eigenvalues
of the matrices A1 and A2, respectively. In view of this fact we present the estimates (a)
and (b) from condition (2) as

λm(A1)ψ̄1(‖x‖) ≤ v(t, x, θ) ≤ λM (A2)ψ̄2(‖x‖) for all (t, x) ∈ T ×N,

where ψ̄1, ψ̄2 ∈ K so that

ψ̄1(‖x‖) ≤ ψT1 (‖x‖)ψ1(‖x‖), ψ̄2(‖x‖) ≥ ψT2 (‖x‖)ψ2(‖x‖) for all x ∈ N.

Let ε > 0. Let S(t) be the following assertion:

There exists δ = δ(ε) > 0 such that ‖x0‖ < δ implies ‖x(t; t0, x0)‖ < ε.

Let
S∗ = {t ∈ [t0,∞) : S(t) is false}.

Let us show that under our assumptions the set S∗ is empty. Assume on the contrary
S∗

6= ∅. The fact that S∗ is closed and nonempty implies that inf S∗ = t∗ ∈ S∗. First
notice that S(t0) is true, since ‖x(t0; t0, x0)‖ < ε for ‖x0‖ < ε because x(t0; t0, x0) = x0.
Therefore t∗ > t0. Then pick δ1 = δ1(ε) such that

λM (A2)ψ̄2(δ1) < λm(A1)ψ̄1(ε).

Define δ = min{ε, δ1} so that

‖x(t∗; t0, x0)‖ = ε and ‖x(t; t0, x0)‖ < ε for t ∈ [t0, t
∗) and ‖x0‖ < δ.

By conditions 2(c) and 2(d) we have

v∆
+ (t, x, θ) ≤ λM (A∗

3)ψ̄3(‖x‖) ≤ 0 for all (t, x, θ) ∈ T ×N × R
m
+ .

Hence, for t = t∗,

λm(A1)ψ̄1(ε) = λm(A1)ψ̄1(‖x(t
∗; t0, x0)‖) ≤ v(t∗, x(t∗), θ)

≤ v(t0, x0, θ) < λM (A2)ψ̄2(δ)

for ‖x0‖ < δ. This contradiction yields that S(t∗) is true so that t∗ 6∈ S∗. Hence S∗ = ∅

and the proof is complete. 2
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Corollary 4.1 (cf. [7]) Let the vector-valued function f in system (4.1) satisfy hy-
potheses H1–H4 on T × N , N ⊂ Rn. Suppose there exist at least one couple of in-
dices (p, q) ∈ [1,m] for which (vpq(t, x) 6= 0) ∈ U(t, x) and the function v(t, x, θ) =
eTU(t, x)e = v(t, x) for all (t, x) ∈ T ×N satisfies the conditions

(a) ψ1(‖x‖) ≤ v(t, x);

(b) v(t, x) ≤ ψ2(‖x‖);

(c) v∆(t, x)|
(4.1) ≤ 0 for all 0 < µ(t) < µ∗

∈M ,

where ψ1, ψ2 are some functions of class K. Then the state x = 0 of system (4.1) is
stable under conditions (a) and (c) and uniformly stable under conditions (a)–(c).

Theorem 4.2 Assume that the vector-valued function f(t, x) in system (4.1) satisfies
hypotheses H1–H4 on T ×N , N ⊂ Rn. Assume there exist

(1) a matrix-valued function U : T × Rn → Rm×m and a vector θ ∈ Rm+ such that the
function v(t, x, θ) = θTU(t, x)θ is locally Lipschitzian in x for all t ∈ T;

(2) comparison functions ψi1, ψi2, ψi3 ∈ K and symmetric m × m matrices Bj, j =
1, 2, 3 such that

(a) ψT1 (‖x‖)B1ψ1(‖x‖) ≤ v(t, x, θ);

(b) v(t, x, θ) ≤ ψT2 (‖x‖)B2ψ2(‖x‖) for all (t, x, θ) ∈ T ×N × Rm+ ;

(c) there exists an m×m matrix B3 = B3(µ(t)) such that

v∆
+ (t, x, θ) ≤ ψT3 (‖x‖)B3ψ3(‖x‖) + w(t, ψ3(‖x‖))

for all (t, x, θ) ∈ T ×N × Rm+ , where w(t, ·) satisfies the condition

lim
|w(t, ψ3(‖x‖))|

‖ψ3‖
= 0 as ‖ψ3‖ → 0

uniformly with respect to t ∈ T;

(d) there exists µ∗ > 0 such that µ∗
∈M and

1

2
[BT3 (µ(t)) +B3(µ(t))] ≤ B3(µ

∗) for all 0 < µ(t) < µ∗.

Then, if the matrices B1 and B2 are positive definite and the matrix B∗
3 = B3(µ

∗) is
negative definite, then

(a) under conditions 2(a) and 2(c) the state x = 0 of system (4.1) is asymptotically
stable on T;

(b) under conditions 2(a)–2(c) the state x = 0 of system (4.1) is uniformly asymptoti-
cally stable on T.

Proof Consider the assertion

{S1(t) : S(t) for t ∈ [t0,∞) and lim
t→∞

‖x(t; t0, x0)‖ = 0, if ‖x0‖ < δ(t0)}.

Following considerations similar to those in the proof of Theorem 4.1, one can easily
verify the assertions. 2
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Corollary 4.2 (cf. [7]) Let the vector-function f in system (4.1) satisfy hypotheses
H1–H4 on T×N , N ⊂ Rn. Suppose there exist at least one couple of indices (p, q) ∈ [1,m]
for which (vpq(t, x) 6= 0) ∈ U(t, x) and the function v(t, x, θ) = eTU(t, x)e = v(t, x) for
all (t, x) ∈ T ×N satisfies the conditions

(a) ψ1(‖x‖) ≤ v(t, x);

(b) v(t, x) ≤ ψ2(‖x‖);

(c) for all 0 < µ(t) < µ∗
∈M

v∆(t, x)|
(4.1) ≤ −ψ3(‖x‖) + w(t, ψ3(‖x‖))

and

lim
|w(t, ψ3(‖x‖))|

ψ3(‖x‖)
as ψ3 → 0

uniformly with respect to t ∈ T, where ψ1, ψ2, ψ3 are comparison functions of class
K.

Then, under conditions (a) and (c) the state x = 0 of system (4.1) is asymptotically stable
and under conditions (a)–(c) the state x = 0 of system (4.1) is uniformly asymptotically
stable.

Theorem 4.3 Assume that the vector-valued function f(t, x) in system (4.1) satisfies
hypotheses H1–H4 on T ×N , N ⊂ Rn. Suppose

(1) there exist a matrix-valued function U : T×Rn → Rm×m and a vector θ ∈ Rm+ such
that the function v(t, x, θ) = θTU(t, x)θ is locally Lipschitzian in x for all t ∈ T;

(2) there exist comparison functions ψ1, ψ3 ∈ K and a symmetric m ×m matrix A1

such that for (t, x) ∈ T ×N

(a) ψT1 (‖x‖)A1ψ1(‖x‖) ≤ v(t, x, θ);

(b) there exists an m×m matrix C3 = C3(µ(t)) such that

v∆
+ (t, x, θ) ≥ ψT3 (‖x‖)C3ψ3(‖x‖) for all (t, x, θ) ∈ T × L× R

m
+ , L ⊂ N ;

(c) there exists an m × m matrix C3(µ
∗) ≥

1
2 [CT3 (µ(t)) + C3(µ(t))] for some

µ∗
∈M at t ∈ T;

(3) the point x = 0 belongs to the boundary L;

(4) v(t, x, θ) = 0 on T × (∂L ∩B∆), where B∆ = {x ∈ Rn : ‖x‖ < ∆}.

Then, if the matrices A1 and C3(µ
∗) are positive definite, then the state x = 0 of system

(4.1) is unstable.

Proof The proof is based on the assertion

{S2(t) : there exist t1 ∈ [t0,∞) such that ‖x(t1; t0, x0)‖ > ε

for any 0 < δ < ε, for which ‖x0‖ < δ}

and follows arguments similar to those of the proof of Theorem 4.1. 2
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Corollary 4.3 (cf. [7]) Let the vector-function f in system (4.1) satisfy hypotheses
H1–H4 on T × N , N ⊂ Rn. Suppose there exist at least one couple (p, q) ∈ [1,m] such
that for (vpq(t, x) 6= 0) ∈ U(t, x) and the function v(t, x, e) = eTU(t, x)e = v(t, x) for all
(t, x) ∈ T ×N satisfies the conditions

(a) ψ1(‖x‖) ≤ v(t, x), ψ1 ∈ K;

(b) for all 0 < µ(t) < µ∗ < M the inequality v∆
+ (t, x, θ)|

(4.1) ≥ ψ3(‖x‖), ψ3 ∈ K holds;

(c) the point (x = 0) ∈ ∂L;

(d) v(t, x) = 0 on T × (∂T ∩B∆).

Then the state x = 0 of system (4.1) is unstable.

Example 4.3 Consider the perturbed motion equations on T with the graininess
function 0 < µ(t) < +∞

x∆ = y(x+ y), x(t0) = x0,

y∆ = −x(x + y), y(t0) = y0.
(4.4)

For the function v(x, y) = x2 + y2 we have

v∆
+ (x(t), y(t))|

(4.4) = µ(t)(x + y)2(x2 + y2) (4.5)

which translates for the case T = R to

v̇(x(t), y(t)) = 0 for all t ∈ R.

Condition (4.5) implies that x = y = 0 of system (4.4) is stable when T = R, while
x = y = 0 of system (4.4) is unstable whenever the graininess function satisfies 0 <
µ(t) < +∞.

Example 4.4 Let a system of dynamic equations

x∆ = −x− y(x2 + y2), x(t0) = x0,

y∆ = −y + x(x2 + y2), y(t0) = y0
(4.6)

be given. For the positive definite function v(x, y) = x2 + y2 we have

v∆
+ (x(t), y(t))|

(4.6) = −2(x2 + y2) + µ(t)[x2 + y2 + (x2 + y2)3] (4.7)

which translates for the case T = R to

v̇(x(t), y(t)) = −2(x2 + y2) for all t ∈ R.

The analysis of (4.7) shows that x = y = 0 of the system (4.6) is asymptotically stable
when T = R. If the time scale T has the graininess µ(t) = 1, i.e., T = Z, then for
the initial values (x0, y0) from the domain x2

0 + y2
0 < 1, the zero solution of system

(4.6) is asymptotically stable on Z. If µ(t) = 2, which corresponds to the time scale
T = 2N0 = {k0, k0 + 2, k0 + 4, . . . }, then

v∆(x(t), y(t))|
(4.6) = 2(x2 + y2)3,

and the state x = y = 0 of system (4.6) is unstable.
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4.2 Linear Systems

Consider a time scale T and a linear homogeneous dynamic system

x∆(t) = A(t)x(t), t ∈ T, (4.8)

where the matrix-valued function A : T → R
n×n is rd-continuous and regressive. To-

gether with equation (4.8), we consider the initial value problem

x∆(t) = A(t)x(t), x(s) = x0,

where s ∈ T and x0 ∈ Rn.
In some cases the behavior of the solution x of system (4.8) can be investigated by

means of the function v(x) = xTx for which

v∆(x(t))|
(4.8) = xT (AT ⊕A)(t)x,

where (AT ⊕A)(t) = AT (t) +A(t) + µ(t)AT (t)A(t). We define the sets

Λs(T) = {A ∈ R(T) : ∃ c ∈ R
+ for which (AT ⊕A)(t) ≤ 2cI < 0 for all t ∈ T}

and

Λu(T) = {A ∈ R(T) : ∃ c > 0 for which (AT ⊕A)(t) ≥ 2cI for all t ∈ T},

where I is the n× n identity matrix and R
+ is the set of positively regressive functions

(see Section 2.4). Let the norm of the matrix M be defined by ‖M‖ = supu6=0

|Mu|

|u|
.

The following results are known [1].

Theorem 4.4 Consider system (4.8). If A ∈ Λs(T), then

(a) ‖eA(t, s)‖ ≤ ec(t, s) for all s ≤ t;

(b) ‖eA(t, s)‖ ≥ ec(t, s) for all s ≥ t;

(c) lim
t→∞

‖eA(t, s)‖ = 0 for every fixed s and lim
s→−∞

‖eA(t, s)‖ = 0 for every fixed t.

If A ∈ Λu(T), then

(d) ‖eA(t, s)‖ ≥ ec(t, s) for all t ≤ s;

(e) ‖eA(t, s)‖ ≤ ec(t, s) for all t ≥ s;

(f) lim
t→−∞

‖eA(t, s)‖ = ∞ for every fixed s and lim
s→∞

‖eA(t, s)‖ = 0 for every fixed t.

The proof of these assertions is based on the analysis of the ∆-derivative of the
function v(x) = xTx:

v∆(x(t))|
(4.8) = (2 ⊙ c)v(x(t)),

where 2 ⊙ c = c⊕ c = 2c+ µ(t)c2.
Now we apply Theorems 4.1, 4.2, 4.3 to system (4.8). Assume that in the matrix-

valued function U(t, x) the elements vij(t, x), i, j = 1, 2, . . . , n are such that vii(t, x) =
x2
i , i = 1, 2, . . . , n and vij(t, x) ≡ 0 for i 6= j. In this case, the function (4.3) with
θ = (1, 1, . . . , 1)T ∈ Rn+ is of the form

v(t, x, θ) = θTU(t, x)θ = xTx. (4.9)
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Theorem 4.5 Let the system (4.1) be of the form (4.8) and the function (4.3) be
of the form (4.9). Then, if there exists µ∗

∈ M such that the matrix D0(t, µ(t)) in the
expression

v∆
+ (t, x(t)) = xT (t)D0(t, µ(t))x(t), where D0(t, µ(t)) = (AT ⊕A)(t),

is negative semidefinite (negative definite) whenever 0 < µ(t) ≤ µ∗, then the equilibrium
state x = 0 of system (4.8) is stable (asymptotically stable), respectively.

Proof The statements of the theorem follow from Theorem 4.1. 2

Next, we shall consider the case when

v(t, x, θ) = θTU(t, x)θ = xTH(t)x, t ∈ T
κ, (4.10)

where H ∈ C1
rd(Tκ,Rn×n), and assume that the condition

α‖x(t)‖2
≤ xTH(t)x ≤ β‖x(t)‖2 for all t ∈ T

κ, (4.11)

is satisfied, where α, β > 0 are constants.

Theorem 4.6 (cf. [4]) Let the system (4.1) be of the form (4.8) and suppose that
the function (4.10) satisfies the estimate (4.11). Then, if there exists µ∗

∈ M such that
the matrix D1(t, µ(t)) in the expression

v∆
+ (t, x(t))|

(4.8) = xT (t)D1(t, µ)x(t), (4.12)

where

D1(t, µ) = (I + µAT (t))H∆(t)(I + µA(t)) + AT (t)H(t) +H(t)A(t) + µAT (t)H(t)A(t),
(4.13)

is negative semidefinite (negative definite) for all 0 < µ(t) ≤ µ∗, then the state x = 0 of
system (4.8) is uniformly stable (uniformly asymptotically stable), respectively.

Proof The statements of this theorem follow from Theorem 4.2. 2

Remark 4.1 If in the expression (4.13) the ∆-derivative of the matrix H(t) satisfies
H∆(t) ≡ 0 for all t ∈ Tκ, then the analysis of v∆

+ (t, x(t))|
(4.8) being of definite sign is

simplified.

Now we assume that there exists a positive definite constant matrix Q, Q = QT , such
that

AT (t)H(t) +H(t)A(t) + µ(t)AT (t)H(t)A(t) = −Q. (4.14)

Then the expression (4.12) becomes

v∆
+ (t, x(t))|

(4.8) = xT (t)[(I + µ(t)AT (t))H∆(t)(I + µ(t)A(t)) −Q]x(t), t ∈ T
κ.

By the equation

(I + µ(t)AT (t))H∆(t)(I + µ(t)A(t)) −Q = 0

we define µmax = max{µ(t) : t ∈ Tκ} ∈M .
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Theorem 4.7 Let system (4.1) be of form (4.8) and suppose that the function (4.10)
satisfies condition (4.11). If for 0 < µ(t) < µmax,

A(t)H(t) +H(t)A(t) + µ(t)AT (t)H(t)A(t) ≤ −Q,

then the state x = 0 of system (4.8) is uniformly asymptotically stable.

Proof All conditions of Theorem 4.2 from Section 4.1 are satisfied and thus the state
x = 0 of system (4.8) is uniformly asymptotically stable. 2

Remark 4.2 The matrix equation (4.14) is a generalization of the known matrix
Liapunov equation [35]

ATH +HA = −Q (4.15)

for a stable linear autonomous system, whose solution is known in the form

H =

∫ ∞

0

exp(AT s)Q exp(As)ds.

The matrix A in equation (4.15) is constant and stable.

In order to construct the solution H for equation (4.14) on Tκ, we use the following
result from [2].

Lemma 4.3 Let be given A ∈ R(T,Rn×n) and C : T → R
n×n. If the matrix-valued

function C is differentiable and is a solution of the dynamic matrix equation

C∆(τ) = A(τ)C(τ) − C(σ(τ))A(τ),

then
C(τ)eA(τ, s) = eA(τ, s)C(s).

Corollary 4.4 Let A ∈ R. If the constant matrix C commutes with A(t), then C
commutes with eA(t). In particular, if A is a constant matrix, then A commutes with
eA(t).

Using Lemma 4.3 and Corollary 4.4, the solution of equation (4.14) is obtained in [4]
in the following form.

Theorem 4.8 Assume that system (4.8) is such that all eigenvalues of the n × n
matrix-valued function A are in the Hilger circle, i.e., {z ∈ C : |z + 1

h | = 1
h}, h > 0 for

all t ≥ t0. Then for every t ∈ T there exists a time scale S such that the integration on
TS = [0,∞) enables one to find the solution of equation (4.14) in the form

H(t) =

∫

TS

eAT (s, 0)QeA(s, 0)∆s. (4.16)

Besides, if the matrix Q is positive definite, then the matrix H(t) is also positive definite
for all t ≥ t0.

Proof This assertion is proved by direct substitution of expression (4.16) into the
left-hand part of equation (4.14). Moreover, when µ(t) > 0, then S = µ(t)N0, and when
µ(t) = 0, then S = R. 2
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Theorem 4.9 Let system (4.1) be of form (4.8) and suppose the function (4.10)
satisfies the estimate α‖x(t)‖2

≤ xTH(t)x, where α > 0 is constant, for all (t, x) ∈

T × Rn, H ∈ Crd(T,Rn×n). If there exists a value 0 < µ∗
∈ M such that for at least

one value of t∗ ∈ T, the matrix D1(t
∗, µ(t∗)) in (4.12) is positive semidefinite (positive

definite), then the state x = 0 of system (4.8) is unstable (strongly unstable).

Strong instability is understood as exponential growth of solutions x on T of system
(4.8).

In the end of this section we note that in [8] there is a result on the existence of
a Liapunov function in the case of uniform exponential stability of the zero solution of
system (4.8) in the form

v(t, x) = sup
τ∈At

‖x(t+ τ ; t, x)‖ecτ , (4.17)

where At = {τ ∈ [0,∞) : t+ τ ∈ T}. Conversion theorems with functions of type (4.17)
for continuous systems are proved in [35, 36].

5 Concluding Remarks and Bibliography

The proofs of all assertions set out in Section 2 are found in [2, 3] (see also [5, 6]). The
sufficient conditions of stability, uniform stability asymptotic stability and instability
presented in the paper are obtained in terms of two general approaches set out in this
paper. Namely, in Section 3, an approach is presented based on the application of
integral inequalities on time scales. For stability analysis of the unperturbed motion
of the quasilinear system (3.1), the known Gronwall inequality [2] and the nonlinear
Stachurska inequality on time scales are applied, the latter being first established in this
paper. This inequality is proved for the case of m ∈ N \ {1} in inequality (3.6).

In Section 4, stability analysis of system (4.1) is carried out in terms of the generalized
direct Liapunov method. This generalization is associated with the application of a
matrix-valued function for dynamic equations on time scales. Such investigations were
undertaken in [29]. The application of matrix-valued functions for dynamic equations
on time scales allows the construction of a heterogeneous Liapunov function [25], i.e.,
the functions consisting of continuous and discrete components, which is impossible to
do in the framework of scalar Liapunov functions. Some concretization was made for
the choice of Liapunov function in the investigation of linear dynamic equations on time
scales.

In [1], the authors found new conditions on the coefficient matrix for certain perturbed
linear dynamic equations (4.8) on time scales ensuring that there exists a bounded solu-
tion (which is explicitly given) to which all other solution converge, and similar conditions
ensuring the existence of a bounded solution from which all other solutions diverge. In
that paper, also periodic time scales and corresponding linear dynamic equations with
periodic coefficients are considered and similar statements about periodic solutions to
which all other solutions converge or from which all other solutions diverge are proved.

We note that in [8], the authors found conditions for the existence of a Liapunov
function for the linear system (4.8) in the case of exponential stability of the state x = 0
on time scales. Thus, the versatility of the direct Liapunov method for dynamic equation
on time scales was demonstrated.

We also remark that the construction of a general stability theory for dynamic equa-
tions on time scales is an open problem in the theory of this class of equations. The
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extension of the proposed approaches to the analysis of oscillatory systems [27, 28] as
well as hybrid systems [32] containing continuous and discrete components is of undoubt
interest for applications.
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Abstract: In this paper is developed Lyapunov based non-linear control to
ensure the flux-speed tracking regime of voltage fed induction machine. The
control law is determined in two steps, in the first the virtual control, based
on Lyapunov function, is obtained in view to impose the flux-speed tracking.
After this, is deduced the real control imposing the virtual control law. The
simulation results of flux-speed tracking of induction machine show the validity
of the proposed method in presence of strong parametric perturbations. Finally,
an extension of the proposed method to most voltage alternating current (AC)
machines is discussed. This allows to get a unified view for the control of
electric AC machines.

Keywords: Lyapunov method; virtual control; flux speed-tracking; induction ma-

chine; AC machines.
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1 Introduction

One of the fundamental deficiencies of non linear control theory is the lack of a systematic
design procedure for controllers synthesis. The earlier work of Lyapunov produced some
of most powerful tools for control design that are still used up to date. In this work,
the design problem is formulated in terms of finding a suitable state function (so called
Lyapunov function) having some properties that guarantee boundedness of trajectories
and convergence to an equilibrium point. Although this result is one of the most signifi-
cant ones in control theory, there is no general theory for constructing such a Lyapunov
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function for a given non linear systems. Meanwhile, the backstepping methodology devel-
oped in [1] allows to construct recursively the non linear feedback law and its associated
Lyapunov functions for a certain class of non linear systems. Beside this, a great effort
was devoted to developing other methods for the control design of a certain class of non
linear systems. Among these methods are found the following ones : a the diffeomorphic
transformation, non linear feedback linearization, the sliding mode approach, and the
dynamic linearization.

The analysis and control problem of cascaded non linear systems have been intensively
studied during the last decades (see[2]-[7] and reference there in). In [2], based on the
explicit construction of a Lyapunov function for a partially linear cascaded system, a
stabilizing controller is designed for a special class of non linear cascaded systems. Sontag
in [3] gave some sufficient conditions for asymptotic stabilization of two cascaded non
linear systems. A passivity interpretation of this latter result is given in [4]. In [5], a wide
class of time varying non linear systems is considered. The authors in [6] gave sufficient
conditions under which an interconnected non linear system with parametric uncertainty
is stabilizable. Singular H∞ suboptimal control of a class of two blocks interconnected
non linear systems is investigated [7].

Otherwise, the development of electrical machine drive growths more and more in
order to follow the increasing need for various fields such as industry, electric cars, ac-
tuators, etc. By means of electrical machine drive, we can get high level of productivity
in industry and product quality enhancement. Among, the most used electrical AC ma-
chine one can mention induction machine, permanent magnet synchronous machine, and
synchronous machine. However, the induction machine is the machine of choice in many
industrial applications due to its reliability, ruggedness and relatively low cost.

The control of electric machines has become an active domain of research over the last
few years. Different control methods such as field oriented control, exact linearization,
passivity approach and sliding mode control have been reported in literature. The field
orientation control, which gives high dynamic response, ensures torque/flux decoupling
of AC machines assuming exact knowledge of rotating field [8, 9, 10]. This assumption
is difficult to realise in practice and the high performance of such strategy is often dete-
riorated due to significant plant uncertainties. These later include, in general, magnetic
saturation or motor winding temperature change or motor internal parameters variance.

The control of AC machines can be decoupled and linear by means of non linear
feedback linearization [11, 12]. However this method have some disadvantages:

i) the necessary and sufficient condition for linearization can’t be held all the time,

ii) singular point exist,

iii) requires relatively complicated differential geometry to derive the control law.

Contrary, the passivity based control does not decoupling the system, but it has an
outstanding advantage-simplicity, because it does not cancel all the nonlinearities. As
the result it does not have any preliminary requirement or singular point. The passivity
theory based on the control of AC machines is developed in [13] and experimental results
for induction machines are given in [14, 15].

Due to its simplicity and attractive robustness properties, the sliding mode theory is
widely applied in electrical drives. In [16], the fundamental principles of sliding mode
control and its application to electrical machines are formulated. Example of real time
sliding mode application involving induction motors is reported in [17, 18]. The cascaded
structure is exploited in [19] to obtain a nonlinear predictive control of induction machine.
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The authors in [20, 21], use the backstepping to derive the control for the torque and the
field amplitude of induction motors in rotating (d, q) reference frame. As pointed out by
the authors the proposed control law is not robust in face to parameter variations and
necessitate the adaptive strategy for parameters involved in control law. Moreover, no
information is given about the generalization of this method for other AC machines.

In this paper is developed Lyapunov based non-linear control to ensure the flux-
speed tracking regime of voltage fed induction machine (see also [24]). The control law
is determined in two steps, in the first the virtual control, based on Lyapunov function,
is obtained in view to get the flux-speed tracking. After this, is deduced the real control
imposing the virtual control law. From the fact that most voltage fed AC machines
belongs to the same class of cascaded non linear systems, we show how to generalize the
proposed method to these AC machines. This generalization allows to get a unified view
for the control of most voltage fed AC machine.

This paper is organized as follows. The formulated problem is given in Section 2
where the induction motor model is seen in the cascaded system form and also for other
electric machines. Section 3 is devoted to the development of the real control law in
order to involve the flux-speed tracking objectives for the induction machines and some
remarks are pointed out in the end of this section. The stability analysis of the induction
motor under the proposed control law is discussed in Section 4. The application and
simulation results appears in Section 5.

2 Formulation problem

In order to control induction machine, we give in first its model. In the stator reference
frame, the state space model of voltage fed induction machine is obtained from Park’s
model. The state vector is composed of the stator current components (iα, iβ), the rotor
flux components (φα, φβ) and the rotor rotating pulsation ωr, whereas a vector control
is composed of the stator voltage components (vα, vβ) and the external disturbance is
represented by the load torque Γr. By introducing our notation, the state vector and the
control vector are respectively represented by :

(

ξ η
)t

=
(

ξ1 ξ2 η1 η2 η3
)t

=
(

iα iβ φα φβ ωr
)t

,

ut =
(

u1 u2

)t
=

(

vα vβ
)t

.

Using these notations, the dynamic of voltage fed induction machine takes the form:























ξ̇1 = f1 + d1u1, f1 = −a1ξ1 + b1η1 + c1η2η3,

ξ̇2 = f2 + d1u2, f2 = −a1ξ2 + b1η2 − c1η1η3,
η̇1 = F1, F1 = a3ξ1 − b3η1 − η2η3,
η̇2 = F2, F2 = a3ξ2 − b3η2 + η1η3,
η̇3 = F3, F3 = −a5η3 − c5Γr + b5(η1ξ2 − η2ξ1).

(1)

It is now well understood that flux reference can be used as an additional degree of
freedom to improve motor efficiency (minimizing looses) or to maximize the delivered
torque (minimum time). So, in this work, we are interested by the outputs represented
by the rotor magnitude flux φ = ϕ2

α + ϕ2
β and the rotor rotating pulsation ωr with

y = (y1 y2)
t = (φ ωr)

t it leads to :

{

y1 = h1(η), h1(η) = η2
1 + η2

2 ,
y2 = h2(η), h2(η) = η3,

(2)
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where the positive coefficients (a1, ..., c5) are given by

a1 = 1
σTs

+ 1−σ
σTr

, b1 = (1−σ)
σMTr

, c1 = (1−σ)
σM , d1 = 1

σLs
, a3 = M

Tr
, b3 = 1

Tr
,

a5 =
kf

J , b5 = p2M
JLr

, c5 = p
J , σ = 1 −

M
LsLr

< 1

and related to the following machine parameters :

Ts, Tr : the stator and rotor electric time constant;
σ: the leakage coefficient;
Ls, Lr: the cyclic stator inductance, the cyclic rotor inductance;
M : the cyclic mutual inductance between stator and rotor;
kf : the friction coefficient and Γr is a load torque;
J : the inertia and p is the pairs of poles.

The induction motor dynamic (1) with associated outputs (2) is square non linear
system where the input u and the output y are that u ∈ R2 and y ∈ R2 . The functions
f(.) = [f1, f2]

T and F (.) = [F1 F2 F3]
T are continuous, moreover h(.) = [h1 h2]

T are
continuous radially unbounded functions. Due to physical considerations, it is known
that machine parameters are always positive and they may be constant or they change
in continuous manner so, coefficients (a1...c5) are positive bounded. The state vector ξ
and the output y2 = η3 which represent respectively the stator current components and
the rotor speed are in practice easily measured. On the other hand, the output y1 which
is the magnitude flux is derived from flux components (η1,η2). These later are generally
observed and there exist enormous literature about this [9, 17].

We attach to the system (1), the outputs dynamic given by

{

ẏ1 = H1(ξ, η) = π1(η) + ψ1(ξ, η),
ẏ2 = H2(ξ, η) = π2(η) + ψ2(ξ, η),

(3)

with
{

π1(η) = −2b3(η
2
1 + η2

2),
π2(η) = −a5η3 − c5Γr,

(4)

and
{

ψ1(ξ, η) = 2a3(η1ξ1 + η2ξ2),
ψ2(ξ, η) = b5(η1ξ2 − η2ξ1).

(5)

Let us define the tracking errors e1 and e2 by

{

e1 = y1 − y1d,
e2 = y2 − y2d,

(6)

their dynamics are:
{

ė1 = π1(η) + ψ1(ξ, η) − ẏ1d,
ė2 = π2(η) + ψ2(ξ, η) − ẏ2d,

(7)

where y1d and y2d are desired trajectories.
The problem we are concerned with, consists of developing the control law u that

allows the output yi(i = 1, 2) to track the desired trajectories yid(i = 1, 2). From the
fact that the desired output trajectory may be defined by a signal external to the control
system so that yid and its time derivatives (ÿid, ẏid, for i = 1, 2) may be measured or
provided by a reference signal. Therefore, we assume that the reference signal yid and its
derivatives (ÿid, ẏid, for i = 1, 2) are bounded and measurable. Our procedure to tackle
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the control problem is similar in spirit to the backsteeping methodology developed in [1].
In fact, the control problem is constructed in two steps :

i) Step1: For the tracking errors (e1, e2), we determine, based on the Lyapunov method,
the desired values ψ1d and ψ2d, for respectively the functions ψ1(ξ, η) and ψ2(ξ, η), which
ensure the asymptotic convergence of the tracking errors e1 and e2 to zero. Therefore,
functions ψ1(ξ, η) and ψ2(ξ, η) are seen as a virtual control signals for the output dynamic
(7).

ii) Step 2: Based on the plant dynamic (1), we search for the real control signal u that
constrain the functions ψ1(ξ, η) and ψ2(ξ, η), to take respectively the desired values ψ1d

and ψ2d and to ensure asymptotic converge of the tracking errors e1 and e2.

Remark 2.1 In stator reference frame, the dynamic of two phase symmetric induc-
tion machine and voltage fed is similarly modelled by system (1), when the outputs are
chosen as rotor flux and rotor speed. For the case of permanent magnet synchronous
machine, the developments are given in Appendix. In general, the dynamic models of
most voltage fed machines can be put under a same general class of non linear system.
This class is a cascade non linear of the underlying form :







ξ̇ = f(ξ, η) + g(ξ, η).u,
η̇ = F (ξ, η),
y = h(η),

with the outputs dynamic given by:

ẏ = π(η) + ψ(ξ, η) = H(ξ, η).

The control input u and the measured output vector y are that u ∈ Rm and y ∈ Rm.
The state vectors ξ ∈ Rp, η ∈ Rq with p ≥ 1 and q ≥ 1 are available by measure or by
observation. Functions f(.), g(.), F (.), h(.) are known continuous and h(.) is continuous
radially unbounded functions.

3 Control Law Synthesis

Consider two continuous function Λ(x) and S(x) satisfying Λ(x) > 0, ∀x 6= 0 and
xS(x) > 0, ∀x 6= 0, the following result can be established.

Proposition 3.1 If the system (1) is in closed loop with the following real control
law

u = A−1(ξ, η) (B(ξ, η) − e− k.S(z)) with k1, k2 > 0, (8a)
(

u1

u2

)

= A−1(η, ξ)

[(

B1(η, ξ)
B2(η, ξ)

)

−

(

e1
e2

)

−

(

k1 0
0 k2

) (

S(z1)
S(z2)

)]

, (8b)

A(η, ξ) =

(

2a3d1η1
2a3d1η2

−b5d1η2 b5d1η1

)

, zi = ψi(ξ, η) − ψid with i = 1, 2, (8c)

ψid = −qieiΛ(ei) − πi(η) + ẏid with i = 1, 2, (8d)

B1(η, ξ) = −2a3(η1f1 + η2f2 + ξ1F1 + ξ2F2) + ψ̇1d, (8e)

B2(η, ξ) = −b5(ξ2F1 + η1f2 − η2f1 − ξ1F2) + ψ̇2d, (8f)

then the outputs error (ei, i = 1, 2) are bounded and converge at least asymptotically to
the origin.
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Proof The proof is based on the two steps discussed in Section 2.
Step 1. Based on the dynamic (7), it is possible to search the desired values ψ1d and

ψ2d that must take the functions ψ1(ξ, η) and ψ2(ξ, η) in order to force the asymptotic
converge of the errors (e1, e2). ψ1(ξ, η) and ψ2(ξ, η) constitute the virtual control laws
for the tracking errors e1 and e2 so, they does not form the real control for the induction
motor. To this end, let us consider the following Lyapunov function related to the system
(7) :

Vi(ei) =
1

2
(ei)

2 for i = 1, 2 (9)

its time derivative is then

V̇i(ei) = eiėi for i = 1, 2 (10)

if the virtual control law ψi(ξ, η) with i = 1, 2 are equal to the desired value ψid the
dynamic tracking error, given by expression (7), can be rewrite under the form :

ėi = πi(η) + ψid − ẏ1d with i = 1, 2. (11)

By replacing ψid by its expression (8d), the tracking error dynamic (11) is reduced to:

ėi = −qieiΛ(ei) (12)

= πi(η) + ψid − ẏ1d. (13)

With relation (12), the time derivative of Lyapunov function (10) becomes:

V̇i = −qi(ei)
2Λ(ei) with i = 1, 2. (14)

To have V̇i < 0 ∀ ei 6= 0 it is sufficient that qi > 0 and Λ(ei) > 0, ∀ei 6= 0 . Hence, ei
tend to zero at least asymptotically.

Step 2. Now, we must determine the real control input u, which, in same time,
constrain the functions ψ1(ξ, η) and ψ2(ξ, η) to follow respectively the desired values ψ1d

and ψ2d and the tracking errors (e1, e2) converge asymptotically to zero.
Indeed, adding and subtracting the desired values ψ1d and ψ2d in the equation (7),

this latter becomes :
{

ė1 = π1(η) + ψ1(ξ, η) − ψ1d + ψ1d − ẏ1d,
ė2 = π2(η) + ψ2(ξ, η) − ψ2d + ψ2d − ẏ2d,

(15)

and we define the error variables as:
{

z1 = ψ1(ξ, η) − ψ1d,
z2 = ψ2(ξ, η) − ψ2d.

(16)

By introducing these two variables z1 and z2 in the system (15) it leads to :

{

ė1 = π1(η) + ψ1d − ẏ1d + z1,
ė2 = π2(η) + ψ2d − ẏ2d + z2,

(17)

and replacing ψ1d and ψ2d by their expression (8d), the precedent relation becomes

{

ė1 = −q1e1Λ(e1) + z1,
ė2 = −q2e2Λ(e2) + z2.

(18)



NONLINEAR DYNAMICS AND SYSTEMS THEORY, 7(3) (2007) 253–266 259

Besides, the time derivative of the variables z1 and z2 are obtained from relation (16) :






ż1 = 2a3

(

η̇1ξ1 + η1ξ̇1 + η̇2ξ2 + η2ξ̇2

)

− ψ̇1d,

ż1 = b5

(

η̇1ξ2 + η1ξ̇2 − η̇2ξ1 − η2ξ̇1

)

− ψ̇2d.
(19)

By replacing the dynamics ( η̇1, η̇2, ξ̇1, ξ̇2 ) by their respective expressions from (1), it
leads to :

{

ż1 = 2a3(F1.ξ1 + η1.f1 + F2.ξ2 + η2f2) − ψ̇1d + 2a3d1η1u1 + η2d1u2,

ż2 = b5(F1ξ2 + η1f2 − F2ξ1 − η2f1) − ψ̇2d − b5d1η2u1 + b5d1η1u2,
(20)

or in compact form :
(

ż1
ż2

)

= −

(

B1(ξ, η)
B2(ξ, η)

)

+A(ξ, η)

(

u1

u2

)

. (21)

Let be the Lyapunov functions candidate V1a and V2a related to the systems (18) and
(21) which are defined by :

{

V1a = 1
2e

2
1 + 1

2z
2
1 ,

V2a = 1
2e

2
2 + 1

2z
2
2 ,

(22)

exploiting relation (18), the time derivative of expression (22) is then:
(

V̇a,1(e1, z1)

V̇a,2(e2, z2)

)

= −

(

q1e
2
1Λ(e1)

q2e
2
2Λ(e2)

)

+

(

z1 0
0 z2

) [(

e1
e2

)

+

(

ż1
ż2

)]

(23)

introducing (21) in (23) induces
(

V̇a,1(e1, z1)

V̇a,2(e2, z2)

)

= −

(

q1e
2
1Λ(e1)

q2e
2
2Λ(e2)

)

(24)

+

(

z1 0
0 z2

) [(

e1
e2

)

−

(

B1

B2

)

+A(ξ, η)

(

u1

u2

)]

.

By using the control law (8a) in (24) it leads to :
(

V̇a,1(e1, z1)

V̇a,2(e2, z2)

)

= −

(

q1e
2
1Λ(e1)

q2e
2
2Λ(e2)

)

−

(

k1z1S(z1)
k2z2S(z2)

)

. (25)

The relation (25) allows to conclude that the variables (e1, z1, e2, z2) are bounded and
they converge at least asymptotically to zero. So, the functions ψ1(ξ, η) and ψ2(ξ, η)
follow respectively the desired value ψ1d and ψ2d and the outputs y1 and y2 track respec-
tively their reference y1d and y2d.

Remark 3.1 Λ(ei) must be continuous satisfying Λ1(ei) > 0, ∀ei is realized by the
function Λ(ei) = eni for n even natural number or Λ(ei) = cosh(ei). The function S(zi)
is continuous satisfying ziS(zi) > 0, ∀zi 6= 0 can be implemented by any continuous
function like a sign function by example smooth function defined by S(zi) = zi

|zi|+ǫi
with

i > 0 and i = i, 2 or by S(zi) = tanh(zi).

Remark 3.2 The determination of the input vector u is possible only if the matrix
A(η, ξ) has an inverse. Its determinant given by d1a3b5(η

2
1 + η2

2) is always positive if the
rotor flux magnitude η2

1 + η2
2 is different from zero. This latter condition is verified since

the machine is connected to the supply.
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Remark 3.3 In the case where, the time derivative relating to the outputs y1 and
y2 and the states η are used in place of their expressions from (1), for the determination
of the control law, the vector B(η, ξ) takes the form :

B1(η, ξ) = −2a3(η1f1 + η2f2 + ξ1η̇1 + ξ2η̇2) + ψ̇1d,

B2(η, ξ) = −b5(ξ2η̇1 + η1f2 − η2f1 − ξ1η̇2) + ψ̇2d,

with

ψ̇1d = −q1(ẏ1 − ẏ1d) + 2b3ẏ1 + ÿ1d, ψ̇2d = −q2(ẏ2 − ẏ1d) + a5ẏ2 + c5Γ̇r + ÿ2d,

if function Λ(x) is taken in its simplest form: Λ(x) = 1. Meanwhile in practice, the time
derivative of signals included in control law are generally not used due to the unavoidable
noise affecting the measured signals and may produce important spikes on the time
derivative signals.

Remark 3.4 The global Lyapunov function and the global augmented Lyapunov
function for the original system are :

V (e) =

2
∑

i=1

Vi(ei) and Va(e, z) =

2
∑

i=1

Vai(ei, zi) = V (e) +
1

2

2
∑

i=1

z2
i .

Remark 3.5 In the general case of the cascade non linear system introduced in
Remark 2.1, the control input can be derived in the following form :

u = A−1(η, ξ). (B(η, ξ) − k.S(z)) ,

where

k.S(z) =







k1.S(z1)
...

km.S(zm)






, zi = ψi(ξ, η) − ψid with i = 1, . . . ,m,

B(ξ, η) =







ψ̇1d
...

ψ̇md






−









δψ1

δη F (ξ, η, )
...

δψm

δη F (ξ, η)









−









δψ1

δξ f(ξ, η)
...

δψm

δξ f(ξ, η)









−









∂V1(e1)
∂e1
...

∂Vm(em)
∂em









.

4 Stability analysis

The convergence of ei to zero does not implies that the state vector (ξ, η) remains
bounded. As imposed by the control law the output yi(t) with i = (1, 2) follows asymp-
totically its bounded reference yid(t) and from the fact that hi(η) is continuous function
radially unbounded (see the expression form (2)) it induce to that the variable ηi(t) takes
a bounded values.

On the one hand, the functions ψ1d and ψ2d given by expression (8d) are bounded since
the functions π1(η) and π2(η) are continuous radially unbounded, the desired trajectories
(yid, ẏid, ÿid) and states are bounded. And in addition, the control input makes that
the variables z1 and z2 bounded and they converge asymptotically to zero. So, according
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to the expression (16) it induces that the continuous functions ψ1(η, ξ) and ψ2(η, ξ) take
bounded values.

From (5), the states ξ are forced to be the solution of the following system :

(

2a3η1 2a3η2
−b5η2 b5η1

) (

ξ1
ξ2

)

=

(

ψ1

ψ2

)

. (26)

Since ψ1 and ψ2 are bounded values and the determinant of (26), given by 2a3b5(η
2
1d+η

2
2d),

is bounded positive scalar (see remark 3.2), then the states ξ are always bounded.
According to the control input expression (8a) and from the fact that the matrix

A(η, ξ) is non singular, the functions fi(η), Fi(η, ξ) and ψ̇id are bounded moreover the
desired trajectories (yid, ẏid, ÿid) and the state variable (η, ξ) are bounded it follows
that the control input is bounded.

5 Application and simulations

For the application, we must in first choice the function Λ(x) and its simplest form is:

Λ(x) = 1 (27)

and applying relation (8d), therefore the desired values ψ1d and ψ2d are then given by:

{

ψ1d = −q1 (y1 − y1d) + 2b3(η
2
1 + η2

2) + ẏ1d,
ψ2d = −q2 (y2 − y2d) + a5η3 + c5Γr + ẏ2d,

(28)

where y1d and y2d are respectively the desired flux and the desired speed.
Differentiating expression (28) gives:

{

ψ̇1d(t) = −q1 (H1 − ẏ1d) + 2b3H1 + ÿ1d,

ψ̇2d(t) = −q2 (H2 − ẏ2d) + a5F3 + c5Γ̇r + ÿ2d.
(29)

Therefore, the terms B1(ξ, η) and B2(ξ, η) given in (8e) and (8f) take the final ex-
pression :

B1(η, ξ) = −2a3(η1f1 + η2f2 + ξ1F1 + ξ2F2) − q1(H1 − ẏ1d) + 2b3H1 + ÿ1d, (30)

B2(η, ξ) = −b5(ξ2F1 + η1f2 − η2f1 − ξ1F2) − q2(H2 − ẏ2d) + a5F3 + c5Γ̇r + ÿ2d. (31)

The simulations are performed for three phase induction machine characterised by :
Pn = 3.7Kw, 220/380, 8.54/14.8A,
M = 0.048H , Ls = 0.17H , Lr = 0.015H , σ = 0.0964,
Ts = 0.151s, Tr = 0.136s, J = 0.135mN/rdS−2, Kf = 0.0018mN/rdS−1.
The function S(zi) for i = (1, 2) is implemented by S(zi) = zi

|zi|+ǫi
where the threshold

values ε1 and ε2 are fixed to unity. The desired flux and speed tracking are involved with
the regulator coefficients tuned to :

k1 = 8000; k2 = 2000; q1 = 1000; q2 = 2000.
Figures 5.1 and 5.2 give the machine responses in tracking regime (for both ωref > 0

and ωref < 0). It appears clearly that the flux and speed track their references with
a good accuracy. More over, the initial stator peak current are attenuated by reducing
the control inputs only in the beginning of the transient stage (for time t <= 0.175s).
This reduction affects the tracking during this interval of time. In order to maintain
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Figure 5.1: Induction machine responses in tracking regime for positive reference speed with
the disturbances applied during only 0.1s respectively at time t=0.6, 0.95s and t=1.75s.
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Figure 5.2: Induction machine responses in tracking regime for negative reference speed with
the disturbances applied during only 0.1s at time t=0.6, 0.95s and t=1.75s.
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the voltage in admissible range when the speed reference ωref grows up to nominal
value ωn = 300rd/s, the reference flux φref is reduced down to the nominal flux φn
(φn = 0.33Wb) as φref = φnωn/ωref .

Further, it is noted that the speed and flux tracking reveal a good robustness against
disturbances represented by parametric variations and nominal load torque occurring at
the same time. These disturbances are applied during 0.1s respectively at the time t =
0.6, 0.95s and t = 1.75s. The robustness tests are performed for the parameter variations
around nominal values as that the stator and rotor resistors increase respectively by an
amount of 50% and 100%, the stator and rotor inductors decrease respectively by an
amount of 25% and 50%. Meanwhile, these variations affect only the machine model
coefficients and who that appearing in the control (u1, u2), desired values (ψ1d, ψ2d) and
variables (z1, z2), are maintained constant. The maximal absolute values of tracking
errors (see Table 5.1) reveals that this control law is highly robust in face parameters
variation when the state vector is completely known. Despite this highly disturbances,
the stator voltage remains in admissible range.

Maximal Tracking error |φref − φ| |ωref − ω| |z1| |z2|
Positive reference 2.10−3Wb 0.92rd/s 12.1 2
Negative reference 2.10−3Wb 0.92rd/s 11.3 2

Table 5.1: Maximal tracking error and maximal (z1, z2) values.

6 Conclusion

This paper develops a control design procedure for flux-speed tracking of voltage fed
induction motor. This design procedure is based on the Lyapunov theory and is similar
in spirit to the backsteeping methodology. So, in the first step, the virtual control law
is derived as that flux and speed follow at last asymptotically their desired trajectory.
Then, in second step, is deduced the real control, by imposing this virtual control law.
Noticing that the proposed control law does not include the derivatives of states and
outputs hence, it avoids the presence of spikes which often affect the derivative signals.
The simulation results involving the flux-speed tracking are given a good results and
highlight usability of the suggested approach. Moreover, the control law reveals a strong
robustness in face to disturbances generated at the same moment by application of the
nominal load torque and large parametric variations. The immediate interest of the
proposed procedure comes from the fact that it can be easily extended to the most of
voltage fed machines.

6.1 Appendix

In the field reference frame (i. e. the rotor), the state model of the permanent magnets syn-
chronous machine (PMSM) and voltage fed is obtained from the Park equations [22, 23]. This
model is derived using the state vector constituted by stator current components (ids, iqs) and
the rotor rotating pulsation ωr, whereas a vector control is composed of the stator voltage com-
ponents (vds, vqs). It is known that the PMSM produce optimal electromagnetic torque when
the stator current component ids takes a determined value idref . This latter must be zero (
idref = 0) when the magnets are mounted on the rotor surface. So, the control objective is to
constrain the component ids to take the value idref and to control the pulsation rotor rotation
ωr. So, the PMSM dynamic is separated into two interconnected systems : the first one concerns
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the control for the output ids and the second, which form cascaded non linear system, is related
to the control output ωr. Using the precedent notation for the state vector, the control input
vector and the output vector :

(

η1 η2 ξ1

)

=
(

ids ωr iqs

)

, uT =
(

u1 u2

)T
=

(

uds uqs

)T
,

yT =
(

y1 y2

)T
= (ids ωr)

T

and the PMSM dynamic takes the form :
{

η̇
1

= −a1η1 + b1η2ξ1 + c1u1,
y1 = η1,

(32)







ξ̇
1

= −a2ξ1 − b2η1η2 − c2η2 + d2u2,
η̇
2

= −c3η2 − d3Γr + (a3η1 + b3)ξ1,
y2 = η2.

(33)

It is obviously that the second subsystem has the same form as the studied one. Another way to
control the PMSM is to regulate only the speed. In this case, the state vector, the input vector
and the output are then respectively represented by :

(

ξ1 ξ2 η1

)

=
(

ids iqs wr

)

, uT =
(

u1 u2

)T
=

(

vds vqs

)T
, y1 = ωr

and the PMSM state model takes the form :















ξ̇
1

= −a1ξ1 + b1ξ2η1 + c1u1,

ξ̇
2

= −a2ξ2 − b2ξ1η1 − c2η1 + d2u2,
η̇
1

= (a3ξ1 + b3)ξ2 − c3η1 − d3Γr,
y1 = η1.

(34)

It appears that the precedent dynamic is the same class as indicated in 1. Meanwhile, the
action on the speed is carried out by the two inputs (u1 et u2) so, this degree of freedom can
be exploited in order to introduce another constraint.

The coefficients (a1, ..., c4) are related to the machine parameters by :

a1 = Rs

Ld

, a2 =
Lq

Ld

, a3 = 1

Ld

, b1 = Rs

Lq
, b2 = Ld

Lq
, b3 =

φf

Lq
, b4 = 1

Lq
,

c1 = 3.(p)
2

2.J
(Ld − Lq) , c2 =

3.(p)
2.φf

2.J
, c3 =

kf

J
, c4 = p

J

and the physical parameters represent :
Rs : stator phase resistor,
Ld/Lq : cyclic stator/roto inductance related to (d, q) axe,
f : flux produced by rotor magnets,
J : inertia and p is the pairs of poles,
kf : friction coefficient and Γr is a load torque.
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1 Introduction

The restricted three-body problem is one of most studied problem in orbital dynamics. It
has been investigated since Euler and Lagrange because of two important reasons: it is the
simplest model of the N-body problem yielding a non-integrable system and it also fits,
in first approximation, the motion of celestial bodies and artificial satellites. However, we
have to consider other perturbations to describe accurately the real problem, such as the
effect of other planets of the Solar System, the solar radiation pressure, the atmosphere
drag (for objects close to the Earth) and the non circular orbit of the primary bodies. In
this work we consider two cases: the planar circular restricted three-body problem and
the four-body case when the circular orbits of the primaries are perturbed by the Sun,
known as quasi-bicircular problem.

The five equilibrium points of the RTBP are the well known Lagrangian points. Three
of them, L1, L2 and L3, lie along the line joining both primaries. Usually L1 denotes the
solution located between the primaries while L2 is behind the less massive primary, and
L3 is located in the opposite side of L1, with respect to the center of mass. The other
two points, L4 and L5, are on the plane of the motion and form an equilateral triangle
with the primary bodies.

The collinear points are unstable for all mass ratios because the linear approximation
has a pair of real eigenvalues. The other two are imaginary and span the linear center
manifold. The full dynamics near the Li’s has two families of periodic orbits known as
Lyapunov orbits, plane and vertical, which are continuation of the linear center manifold
and tangent to it. When the horizontal and vertical frequencies attain a certain resonance,
the plane Lyapunov family bifurcates into spatial orbits known, since Faquhar [1], as halo
orbits. These orbits are such that an observer, placed on one of the primaries and looking
towards the second primary, sees the massless body describing a halo around that body.
All these periodic orbits can be calculated numerically or by perturbation methods, see
for instance [2].

In the 1970s aerospatial engineers began the exploration of these orbits. They were
proposed as good places to locate certain space observatories due to two main reasons.
First, the point L1 provides uninterrupted access to the solar visual field without occul-
tation by the Earth; and second, in these places the solar wind is beyond the influence
of the Earth’s magnetosphere. The first satellite in a halo orbit was Isee-3 , launched
in 1978 by NASA. It was maintained in a halo orbit for nearly 4 years while observing
the solar wind and cosmic rays, and then it undertook a complex trip to observe the tail
of a comet in a heliocentric orbit. Since Isee-3 launch, five satellites were inserted into
halo orbits of the Sun–Earth system. The second mission was the Soho telescope pro-
jected by ESA-NASA, launched at 1996 for solar observations; Ace satellite was launched
at 1997 by NASA for solar wind observations. In 2001 two NASA satellites arrived at
halo orbits: the WMap satellite, to observe cosmic microwave background radiation, and
Genesis, another solar observatory whose re-entry occurred in 2004. Future missions are
under development for launching in the next ten years.

For the Earth–Moon system the RTBP is just the first approximation since the pre-
sence of the Sun perturbs the Earth–Moon distance strongly. In 1998, Andreu [3] intro-
duced a consistent model of the restricted four-body problem, named the Quasi-Bicircular
Problem, where the motion of the three primary bodies is given by the solution of the
non-restricted three body problem. In the QBCP the primaries are revolving around
their center of mass in a quasi-circular motion and the massless body moves under the
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effect of their potential field. In [4] Andreu showed that the quasi-bicircular problem fits
better the real case than the bicircular one.

Transference of space vehicles has been widely studied by many authors and this
resulted in the development of a wide variety of methods. The most recent ones explore
the unstable character of the libration point orbits to design low cost missions [5], using
the stable/unstable manifold dynamics. However, the large time spent in these transfer
orbits could not be appropriate for certain missions. On the other hand, transfers with
the control of flight time, based on the optimization procedures, give paths with greater
fuel consumption but with shorter transfer time. The choice of a specific method should
be guided by the mission requirements.

In the case of the two body problem, the determination of a transfer orbit connec-
ting the boundary conditions with a specified flight time, is the well-known Lambert’s
problem. This formulation has been applied by several authors who developed numerical
tools for its resolution. The solution of the classical Lambert’s problem, with a fixed
flight time, has been undertaken by [6] and [7] who developed sophisticated algorithms
and accurate methods, dealing with convergence techniques. A new version of Lambert’s
problem has been studied by [8], replacing the condition of a given transfer time by that
of minimal fuel expenditure. We apply the latter conception to the restricted three and
four-body problem and call it the adapted Lambert’s problem.

In this paper we find transfer orbits from the Earth to a halo orbit in the vicinity of
L1 of the Earth–Moon system. We compare the total ∆V required by RTBP and QBCP
models, showing that the presence of the Sun decreases the total impulse necessary to
achieve the desired transfer.

2 Equations of Motion

2.1 The Restricted Three-Body Problem

In the restricted three-body problem, the mass of one of the bodies is supposed to be
infinitely small when compared to the other two that move in circular motion around
their center of mass. The reference frame is set according to the notation defined in [9],
where the origin is on the center of mass, the positive x-direction is towards the biggest
primary and rotates in the counterclockwise direction. The unit of length is the distance
between the primaries and the unit of time is chosen so that the period of the primaries
is 2π; consequently the gravitational constant is set to one. The potential function of the
RTBP in this synodic coordinate system is given by

Ω(x, y, z) =
1

2
(x2 + y2) +

(1 − µ)

r1
+

µ

r2
+

1

2
µ(1 − µ), (1)

where r1 and r2

r2
1 = (x − µ)2 + y2 + z2,

r2
2 = (x − (µ − 1))2 + y2 + z2,

are the distances from the primary bodies (m1, m2) to the massless particle. The equa-
tions of motion are:

ẍ − 2ẏ = Ωx,

ÿ + 2ẋ = Ωy,

z̈ = Ωz .

(2)
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Defining the momenta as px = ẋ − y and py = ẏ + x, the equations of motion can
be written as an autonomous Hamiltonian system with three degrees of freedom derived
from:

H =
1

2
(p2

x + p2
y + p2

z) + ypx − xpy −

1 − µ

r1
−

µ

r2
.
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Figure 2.1: The restricted three-body problem configuration.

2.2 The Quasi-Bicircular Problem

The quasi-bicircular model is a restricted four-body problem where the three primaries
are revolving in a quasi-bicircular motion. The fourth body, which has infinitely small
mass, moves under the potential field generated by the primaries without disturbing their
motion. In this case the equations of motion are time dependent with the frequency
of the biggest primary. The Earth–Moon distance is no longer constant due to the
Sun perturbation, therefore the equations of motion are written in a rotating pulsating
reference frame to make the Earth–Moon distance constant. This coordinate system is
centered on the barycenter of the Earth–Moon system and rotates with it.

In order to obtain a coherent formulation we first should find a solution for the three-
body problem, where the three masses move in planar non-circular orbits around their
common center of mass. This solution expressed as Fourier expansion is:

αk(t) = αk0
+

∑

j≥1

αkj cos(jnt) for k = 1, 3, 4, 6, 7,

αk(t) =
∑

j≥1

αkj sin(jnt) for k = 2, 5, 8,

where n is the mean relative angular velocity n = 1 − ns in inertial coordinates, ns is
the angular velocity of the Sun. We recall that the mean angular velocity of the Moon
is unity in the inertial frame. The units of distance and time are the same as in the last
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section. Then, the Hamiltonian of the QBCP is:

H =
1

2
α1(p

2
x + p2

y + p2
z) + α2(pxx + pyy + pzz) + α3(pxy − pyx) + α4x

+ α5y − α6

(

1 − µ

qpe
+

µ

qpm
+

ms

ppe

)

,

where qpe, qpm and qps are given by

q2
pe = (x − µ)2 + y2 + z2,

q2
pm = (x − µ + 1)2 + y2 + z2,

q2
ps = (x − α7)

2 + (y − α8)
2 + z2,

and are the distances of the particle to the Moon, Earth and Sun, respectively. We note
that they are written in the synodical reference frame centered in the barycenter of the
Earth–Moon system. For more details see [3]. The Hamiltonian equations of motion are:

ẋ = α1 + α2x + α3y,

ẏ = α1py + α2y − α3x,

ż = α1pz + α2z,

ṗx = −α2px + α3py − α4 − α6

(

1 − µ

q3
pe

(x − µ) +
µ

q3
pm

(x − µ + 1) +
ms

q3
ps

(x − α7)

)

,

ṗy = −α2py + α3px − α5 − α6

(

1 − µ

q3
pe

y +
µ

q3
pm

y +
ms

q3
ps

(y − α8)

)

,

ṗz = −α2pz − α6

(

1 − µ

q3
pe

z +
µ

q3
pm

z +
ms

q3
ps

z

)

.

(3)

3 Impulsive Transfer Orbit

When a system of differential equations is supposed to satisfy a set of initial and final
conditions, it becomes a two point boundary value problem (TPBVP), where the time
is a free variable. In this work, the boundary conditions are a point on the parking orbit
(Pi) around the Earth and a point on the halo orbit (Pf ). Without any time constraint,
the problem of finding a trajectory that links the points Pi and Pf has infinite set of
solutions with different flight times. However, if we add the flight time as a constraint,
the set of solutions become finite. In this case, for each set of boundary conditions
(Pi, Pf ) with a fixed flight time (∆t), we have two solutions which are related via the
Mirror Theorem [10].

As the restricted three and four-body models have no analytical solution, the bound-
ary value problem has to be numerically solved. We use the following steps to find a
solution of this time constrained TPBVP:

- guess an initial velocity ~vi. Together with the initial prescribed position ~ri the
complete initial state is known;

- guess a final time tf and integrate the equations of motion from ti to tf ;

- check the final position ~rf obtained from the numerical integration with the pre-
scribed final position and the final real time with the specified time of flight. If
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there is an agreement (difference less than a specified error allowed) the solution is
found and the process can stop here.

This is a simple shooting method described in reference [11], where an algorithm is also
available.

As mentioned in the introduction, such a formulation: the two point boundary value
problem plus a time constraint in the RTBP is a kind of Lambert’s problem for the three-
body problem. Thus the name adapted Lambert’s problem, since there is no Keplerian
orbit involved.

Our investigation begins by the search of transfer trajectories travelling between the
points Pi and Pf with minimum velocity increment defined as follows. Let ~Vi and ~Vf be
the velocity vectors on the parking orbit around the Earth and the halo orbit, respectively.
The initial velocity increment (∆V ) is:

∆Vi = |
~Vi −

~VT |, (4)

where ~VT is the transfer velocity given by the above numerical method, which satisfies
the time and the boundary constraints. The second impulse, introduced to insert the
space vehicle in the halo orbit, is given by:

∆Vf = |
~VT −

~Vf |. (5)

The total impulse is the sum of these impulses:

∆V = ∆Vi + ∆Vf . (6)

4 Halo and Parking Orbits

As the QBCP is a three degrees of freedom time periodic Hamiltonian system, we can have
an intuition of its periodic solutions considering it as a time periodic perturbation of the
RTBP. So, the periodic solutions of QBCP are related to the period of the perturbation.
Therefore, to compute halo orbits in the QBCP, one first looks for a halo perodic orbit in
the RTBP which has the Solar period or a multiple of it. Then, a numerical continuation
method can be used to find the corresponding QBCP halo orbit. As usual, we set the
problem of continuation as follows:

H = HRTBP + ǫ(HQBCP − HRTBP ),

where ǫ is a small parameter. When ǫ is equal to zero we have H = HRTBP and if ǫ is
equal to unity, then H = HQBCP . The halo initial conditions considered here are those
labelled 01E and 1E in [3]. The period of the chosen halo in the QBCP is three times
multiple of its equivalent orbit in the RTBP, which were determined in [12].

The parking orbits belong to the BD family of direct periodic orbits around the
primary body (see [13]) and calculated them using a numerical continuation method
described in [14]. The orbit Parking 1 is about 6.696 km from the Earth and the Parking
2 is 11.612 km. To make a clear identification of the selected points on the parking
and the halo orbit, we choose angular coordinates θ1 and θ2 on the xy-projection of the
former and on the yz -projection of the latter. The origin of these angles are the positive
x and y axis, for θ1 and θ2, respectively, and the direction of rotation is taken to be
counterclockwise (see Figure 4.1).
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Figure 4.1: Projection of halo orbit in both dynamical systems.

5 Results

In this section we apply the adapted Lambert’s method to the initial conditions shown
in the table below. The first application considers only the RTBP while the second one
considers both the RTBP and the QBCP.

Table 5.1: Initial Conditions

ORBIT x0 z0 ẏ0

Halo - RTBP –9.87982557457513E-01 –2.48226957833054E-03 3.13139586195729E+00

Halo - QBCP –9.879722904635280E-01 –2.462095060502300E-03 3.184909363998671E+00

Parking 1 –0.005270250000000E+0 0.0000E+0 7.547700390000000E+0

Parking 2 –0.018068060000000E+0 0.0000E+0 5.747748530000000E+0

5.1 Transfers in RTBP

To begin our simulations, we have chosen the parking orbit 0.0302 canonical units away
from the center of the Earth (Parking 2 on Table 5.1) and the halo orbit. In these two
orbits we take angular steps of approximately 6◦, and the transfer method is applied
considering the boundary conditions: the initial one on the parking orbit and the final
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one on the halo orbit. We stress that we explored all these possibilities of boundary
conditions with a fixed time. This procedure was decisive to select which angular range
on each orbit furnishes the lower total ∆V . Three time intervals, t = 0.2, 0.3 and 0.4,
were used in this simulations. These preliminary study restricted the angular range to
[300◦, 40◦] for θ1 and [230◦, 330◦] for θ2 (see Figure 5.1).

With this selected points we make simulations considering several time intervals, from
0.2 to 2.0 canonical units of time with step 0.05, as seen on Figure 5.2. As expected, the
maximal contribution to the total ∆V comes from ∆Vi which is the departure impulse.
The final impulse, which injects the vehicle into the halo orbit is, on average, one fourth
of the initial impulse. The result of these simulations can be summarized as follows: the
minimum ∆V is 4.7283 and occurs at θ1 = 36◦.3874 and θ2 = 261◦.8722 for t = 0.85.
This can be seen in Figure 5.2. We also tested the corresponding retrograde parking
orbits and the result is practically the same as for the direct ones.
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Figure 5.1: Boundary points on the parking and the halo orbit.
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time, the departure angle is θ1 whose origin is the positive x-axis on the parking orbit plane.
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5.2 Comparison between the PRTC and QBCP

To obtain the transfer orbits in the QBCP, we apply a methodology similar to the one
described above. Because the QBCP is a non-autonomous system, the set of initial
conditions is time-dependent, implying that we have less freedom to vary the flight time
as in the RTBP case. The transfer time must be the same in the state vector of the final
boundary value if we begin the all the integrations at a common epoch.

Since our objective is to compare the total ∆V obtained in the RTBP and QBCP,
we select the points on the halo orbit which are geometrically equivalent to the ones in
the RTBP. The periodic parking orbits of the RTBP are, of course, no longer periodic in
the QBCP. However, the satellite remains a short time on the parking orbit, so we take
for it the same initial conditions as before. All simulations are done for the Parking 1
orbit.

The Figure 5.3 shows the total ∆V of both models for 10 different time intervals. In
general, the simulations show that the Sun’s presence improves the fuel consumption of
approximately 9%.

6 Comments

It is difficult to show which parameter involved in the problem allows an optimal transfer,
because the dynamical system is complex and very sensitive to initial conditions. If we
change the flight time, it is possible that the economical boundary condition, selected
for another flight time, will also change significantly. For this reason, we simulated
many possibilities, varying the set of boundary conditions and flight time. However, it
is possible that our results do not correspond to the exact global minimum, but just a
discrete approximation. The graphics on the Figure 5.3 show that the presence of the Sun
could contribute to decrease the total impulse (∆V ), specially for longer flight times.
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1 Introduction

The Rendezvous is one completely constrained, with several applications, mainly for
the space station and space debris. In this maneuver the orbit parameters and the
distance between the two space objects can be divergent. The encounter between the
two vehicles must occur without collisions between them, that is, the relative velocity
must be null in same time. The Rendezvous coplanar solution, given the impulses and
fixed time, was found by Clohessy-Wiltshire [1] in 1960. After him, many authors studied
this maneuvers under many conditions and constraints. Stern [2] in 1984 approximated
the Clohessy-Wiltshire equations to the small time transfer and obtained non-jouned
rectilinear trajectories. Examples of applications of this result are the terminal and
extra-vehicle Rendezvous and satellite operation service. The generalization to planar,
minimum consumption Rendezvous case, in the general central force field was done by
Humi [3]in 1993. In this year Abramovitz and Grunwald [4] developed an iterative
graphical method to the optimal and planar Rendezvous inside many spacecraft of one
space station environment, under several operational constraints saving more than 30 per
cent fuel. Also in 1993, Lutze and Lawton [5] investigated optimal Rendezvous with free
time, using regularized variables of the true anomaly, obtaining a simple form for the co-
states equations during coast arcs. They established a new optimal necessary condition
to the optimality problem. In 1994 Yuan and Hsu [6] proposed a new direction scheme to
use the terminal Rendezvous phase. The solution related the fuel consumption to the new
direction guidance law with propellant mass. They used the spacecraft variation mass
and non-variation mass approach. Shaohua et all [7] also in 1994 applied a transverse
propulsion to the Rendezvous trajectory, transforming it in an omni-direction and more
fuel-economic trajectory with respect to the conventional cases and Jones and Bishop
[8] developed one law target for the Rendezvous terminal phase, using a small Halo
translunar orbit ratio with 3 bodies approach. They found 3D Rendezvous in terminal
phase and a total minimum cost function for the transfer time, inclination angle and inital
condition angle. Pardis and Carter [9] in 1995 considered the impulse saturation effects in
optimal Rendezvous with limited power propulsion system and found that the saturation
pointed to a degradation of the consumption performance index, which could be improved
if the fly time was increased or if additional impulses were applied. In this year, Yu [10]
showed that an stable equilibrium state can occur in the relative motion between two
close spacecrafts to Rendezvous inside a local coordinate system. Prado [11] also in 1995,
derived an algorithm to solve optimal Rendezvous maneuvers with two impulses for a
mono-revolution transfer or a multi-revolutions transfer, coplanar or non-coplanar. He
found fits of the fuel consumption as function of transfer time. In 2001 Prado and Felipe
[12] used impulsive control to study the Rendezvous maneuvers ... . All this results were
obtained to impulsive maneuvers and ideal propulsion system and the most with non-
variable mass. Our approach is non-impulsive continuous Rendezvous maneuvers under
thrust directions deviations and mass variations. We applied Rendezvous maneuvers
between the control satellite and the interceptor satellite in one ”Formation Flying”.

2 Mathematical Model and Preliminaries

The mathematical model considers one control satellite in R ratio initial orbit with
velocity v = (GMT /R)1/2 and one satellite interceptor in a transfer orbit with apogee
close to R, conform Figure 2.1.
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Figure 2.1: Space Satellites in Rendezvous.

In this Figure we show two reference systems: {X ′, Y ′, Z ′
} - inertial, Earth-centered,

ratio R0 and {X, Y, Z} - rotational, satellite control-centered. For our Rendezvous ma-
neuver the condition that the distance r between the satellites compared with the distance
R between the control satellite and the Earth is small must be satisfied. This condition
can be satisfied, to technological purposes, with {(x(t)2 + y(t)2 + z(t)2)}1/2

≤ 200mi.
This condition allows us to neglect terms in higher order of the gravitational force expan-
sion in serie. The movie equations for the satellite interceptor with respect the rotational
system are

ẍ(t) − 2Wẏ(t) = −vex
d{ln[M(t)]}

dt
, (1)

ÿ(t) − 3W 2y(t) + 2Wẋ(t) = −vey
d{ln[M(t)]}

dt
, (2)

z̈(t) + W 2z(t) = −vez
d{ln[M(t)]}

dt
. (3)

These equations determine the Rendezvous dynamics between two satellites under
thrusters and gravitational forces. In the right size of these equations are the propulsion
force components, modeled as

~f =

{

−~ve
dm

dt

}

1

M(t)
, (4)

where ~ve is the escape velocity vector of the fuel. The total satellite mass can be modeled
as the sum of the satellite constant mass M, and the fuel variable mass m(t), that is,

M(t) = M + m(t). (5)
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Besides this, we consider that the satellite mass is proportional to the initial fuel mass
So,

χ ≡

M

m(0)
=

M

m0
. (6)

The solution of the differential equations (1), (2), (3) depend of the satellite time
variation mass model.We consider in this paper the exponential model, that is,

M(t) = m0(χ + 1) + ṁt. (7)

In this equation ṁ = constant < 0. If we suppose that χ ≥ 1 (technological ap-
proximation), we can expand the logarithms function. In this way, the solution of those
equations are, after many algebraic manipulations,

x(t) = 2A sin(Wt) − 2B cos(Wt) + Et +

∞
∑

n=1

Fne−nγt + G, (8)

y(t) = A cos(Wt) + B sin(Wt) +

∞
∑

n=1

Cne−nγt + D, (9)

z(t) = H cos(Wt) + I sin(Wt) −

∞
∑

n=1

Jne−nγt. (10)

The constants A,B,D,E,G,H,I depend of the initial conditions and of the χ, γ, W .
The constants Cn, Fn and Jn are sum in n.

For introduce the thrust direction ”pitch”, ∆α(t), and ”yaw”, ∆β(t), deviations, we
write the ~ve components and the solutions x(t), y(t) and z(t) with symbol (∗) and without
it for these variables without deviations. So,

vex(t) = v sinα(t) cos β(t), (11)

vey(t) = v cosα(t) cos β(t), (12)

vez(t) = v sin β(t). (13)

And these variables with direction deviations,

v∗ex(t) = v sin[α(t) + ∆α(t)] cos[β(t) + ∆β(t)], (14)

v∗ey(t) = v cos[α(t) + ∆α(t)] cos[β(t) + ∆β(t)], (15)

v∗ez(t) = v sin[β(t) + ∆β(t)]. (16)

We define the difference between the both values, to coordinate y(t), for example,

y∗(t) − y(t) = ∆y(t) =
1

W

∫ t

0

[G∗(τ) − G(τ)] sin[W (t − τ)]dτ, (17)
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where

G∗(τ) = 2Wv∗ex ln[M(τ)] − v∗ey

d[ln M(τ)]

dτ
− 2WC1 (18)

or, considering this result, we have

∆y(t) =
1

W

∫ t

0

[2W (v∗ex − vex) ln M(τ) − (v∗ey − vey)
d[ln M(τ)]

dτ
] sin[W (t − τ)]dτ. (19)

We adopted probabilistic approach, that is, we adopted the mean variables values,
because we do not know about the final variables values. The thrust direction devia-
tions were modeled through one uniform or gaussian probability distribution function.
The expectation operator E is the mean in the assemble values. We consider that the
stochastic processes are ergodic, so, the expectation operator commutes with the integral
operator (in time). We consider too that the ln[M(τ)] and sin[W (t − τ)] functions are
deterministic in time. So,

E{∆y(t)} =
1

W

∫ t

0

[2WE{(v∗ex − vex)} lnM(τ) −

E{(v∗ey − vey)}
d[ln M(τ)]

dτ
] sin[W (t − τ)]dτ. (20)

Equation (20) is general for any probability distribution deviations. We considered
the uniform probability distribution.

3 Rendezvous under Direction ”pitch” Deviations

To compute the means in Equation (20) in the fixed time and considering the random-bias
deviations,that is, (∆α(t) = ∆α = constant), we have

E{∆y(t)} = K1(t){
sin ∆αmax

∆αmax
− 1}, (21)

where

K1(t) = {2vex(tf )

∫ t

0

ln M(τ) sin W (t − τ)dτ −

vef (tf )

W

∫ t

0

d{lnM(τ)}

dτ
sin W (t − τ)dτ}. (22)

Equation (21) is the cause/effect relation very important between the thrust devia-
tions through the ”pitch” direction and the position satellite deviation y(t) coordinate.
We observe too that in this relation there is one penalty time-function K1(t). This func-
tion depends of the mass parameters χ,γ and the control satellite angular velocity W .
After the computation,

E{∆y(t)} =

∞
∑

j=2

(−1)j+1
{∆αmax}

2(j−1)

(2j − 1)!
[A′ cos(Wt) +

B′ sin(Wt) +

∞
∑

n=1

Cne−nγt + D′], (23)
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where

A′ = {−

2vex(tf )

W
ln(moχ) −

∞
∑

n=1

(−1)n+1

χnn
{

2vex(tf )

W
+

nγvex(tf )

W 2
}

1

{1 + (nγ
W )2}

, (24)

and

B′ = {

vey(tf )

W
ln(

χ + 1

χ
) +

∞
∑

n=1

(−1)n+1

χnn
{−

vey(tf )

W
+

2nγvex(tf )

W 2
}

1

{1 + {
nγ
W }

2
}

, (25)

and

Cn =
(−1)n+1

χnn
{

2vex(tf )

W
+

nγvey(tf )

W 2
}

1

{1 + {
nγ
W }

2
}

, (26)

and

D′ = {

2vex(tf )

W
ln(moχ)}. (27)

The penalty function K1(t) weighted the cause/effect relation in time, besides the
thrust deviations effects. Its effect is oscillate in the increasing time and the orbit will
be damaged. But, the Rendezvous maneuvers under the realistic conditions are wanted
realized in minimum time.

The similar mathematical proceedings to the x(t) coordinate, integrating the Equa-
tion (1), give

ẋ(t) = 2Wy(t) − vex ln[M(t)] + C1, (28)

and with the thrust deviations

ẋ∗(t) = 2Wy∗(t) − v∗ex ln[M(t)] + C1, (29)

and

∆x(t) = 2W

∫ t

0

∆y(t′)dt′ −

∫ t

0

(v∗ex − vex) ln[M(t′)dt′]. (30)

Applying the expectation operator E ,

E{∆x(t)} = 2W

∫ t

0

E{∆y(t′)}dt′ −

∫ t

0

E{(v∗ex − vex)} ln[M(t′)]dt′. (31)

Taking deviations only in ”pitch” direction,

E{∆x(t)} = K2(t){
sin ∆αmax

∆αmax
− 1}, (32)

where

K2(t) = 2W

∫ t

0

K1(t
′)dt′ − vex(tf )

∫ t

0

ln[M(t′)]dt′. (33)
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Expanding in ∆αmax power serie, and integrating,

E{∆x(t)} =

∞
∑

j=2

(−1)j+1
{∆αmax}

2(j−1)

(2j − 1)!
[2A′ sin(Wt) −

2B′ cos(Wt) − 2

∞
∑

n=1

C′
ne−nγt + D′′t − L], (34)

where

C′
n =

(−1)n+1

χnn2γ
{{2vex(tf ) +

nγvey(tf )

W
}

1

{1 + (nγ
W )2}

− vex(tf)}, (35)

and

D′′ =
3WD′

2
, (36)

and

L = vex(tf )

∞
∑

n=1

(−1)n+1

χnn2γ
. (37)

We observe, again, the nonlinear cause/effect relation in the ”pitch” deviations and
too the time penalty function K2. This function presents a growing linear time term.

4 Rendezvous under Direction ”yaw” Deviations

We consider the random-bias deviations in ”yaw” direction, that is, (∆β(t) = ∆β =
constant). With similar steps used previously, we obtain the results to the ∆y(t) and
∆x(t), that is,

E{∆y(t)} =

∞
∑

j=2

(−1)j+1
{∆βmax}

2(j−1)

(2j − 1)!
[A′ cos(Wt) +

B′ sin(Wt) +

∞
∑

n=1

Cne−nγt + D′] (38)

and

E{∆x(t)} =

∞
∑

j=2

(−1)j+1
{∆βmax}

2(j−1)

(2j − 1)!
[2A′ sin(Wt) −

2B′ cos(Wt) − 2

∞
∑

n=1

C′
ne−nγt + D′′t − L]. (39)

But, in this case, we must consider the z(t) coordinate, because the ”yaw” deviation
affects the movie in this direction. The velocity component in this direction depends
only this angle. So, the solution for this coordinate with ”yaw” deviation is

z∗(t) = C1 cos(Wt) + C2 sin(Wt) −
1

W

∫ t

0

v∗ez

d{ln[M(τ)]}

dτ
sin[W (t − τ)]dτ (40)
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and without this deviations is

z(t) = C1 cos(Wt) + C2 sin(Wt) −
1

W

∫ t

0

vez
d{ln[M(τ)]}

dτ
sin[W (t − τ)]dτ. (41)

Through the similar way, we can compute the difference between these function

∆z(t) =
1

W

∫ t

0

[G∗(τ) − G(τ)] sin[W (t − τ)]dτ, (42)

where

G∗(τ) = −v∗ez

d{ln[M(τ)]}

dτ
. (43)

So,

∆z(t) =
1

W

∫ t

0

{(vez − v∗ez)
d{ln[M(τ)]}

dτ
} sin[W (t − τ)]dτ. (44)

Applying the expectation operator E ,

E{∆z(t)} =
1

W

∫ t

0

{E{(vez − v∗ez)}
d{ln[M(τ)]}

dτ
} sin[W (t − τ)]dτ (45)

and

E{∆z(t)} = K3(t){
sin ∆βmax

∆βmax
− 1}, (46)

where

E{∆z(t)} =

∞
∑

j=2

(−1)j+1
{∆βmax}

2(j−1)

(2j − 1)!
[H ′ cos(Wt) +

I ′ sin(Wt) −

∞
∑

n=1

J ′
ne−nγt], (47)

and

H ′ =

∞
∑

n=1

(−1)n+1vez(tf )γ

χnW 2
{1 + (nγ

W )2}
, (48)

and

I ′ = −

vez(tf )

W
ln{

χ + 1

χ
} + J ′

n, (49)

and

J ′
n =

∞
∑

n=1

(−1)n+1vez(tf )

nχnW{1 + (nγ
W )2}

. (50)

These results show that the the ”yaw” deviations affect all the velocity components,
that is, these deviations affects all the movie of the satellite. We observe too the presence
of the time penalty function K3 in this nonlinear relation.
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5 Rendezvous under Superposed Direction ”pitch” and ”yaw” Deviations

Satellite trajectories under superposed direction ”pitch” and ”yaw” deviations is the
general and realistic case, because, during the thrusters burns these deviations occur
simultaneously. In this approach we consider deviations non-correlated, that is, they
occur non affecting each in other. With the same approach and mathematical proceedings
used previously,

E{∆y(t)} = K1(t){
sin ∆αmax

∆αmax

sin ∆βmax

∆βmax
− 1} (51)

or

E{∆y(t)} =

∞
∑

j=2

∞
∑

s=2

(−1)j+s+2
{∆βmax}

2(j−1)
{∆αmax}

2(s−1)

(2j − 1)!(2s − 1)!
[A′ cos(Wt) +

B′ sin(Wt) +

∞
∑

n=1

Cne−nγt + D′], (52)

and

E{∆x(t)} = K2(t){
sin∆αmax

∆αmax

sin ∆βmax

∆βmax
− 1} (53)

or

E{∆x(t)} =

∞
∑

j=2

∞
∑

s=2

(−1)j+s+2
{∆βmax}

2(j−1)
{∆αmax}

2(s−1)

(2j − 1)!(2s − 1)!
[2A′ sin(Wt) −

2B′ cos(Wt) − 2

∞
∑

n=1

C′
ne−nγt + D′′t − L], (54)

and

E{∆z(t)} = K3(t){
sin ∆αmax

∆αmax

sin ∆βmax

∆βmax
− 1} (55)

or

E{∆z(t)} =

∞
∑

j=2

∞
∑

s=2

(−1)j+s+2
{∆βmax}

2(j−1)
{∆αmax}

2(s−1)

(2j − 1)!(2s − 1)!
[H ′ cos(Wt) +

I ′ sin(Wt) −

∞
∑

n=1

J ′
ne−nγt]. (56)

So, we obtain the nonlinear cause/effect relations for the superposed ”pitch” and
”yaw” direction deviations between these thrust deviations and the satellite position
coordinates uncertainess. These relations are more realistic and are pondered under
penalty time-functions K1(t), K2(t), K3(t) due the mass variation.These results are
obtained when we considered the eject velocity components constants.
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6 Conclusions

The results obtained in this study showed nonlinear cause/effect relations between the
thrust direction deviations, ”pitch” and ”yaw”, and the Rendezvous satellite position
coordinates uncertainess. When the eject velocity components are constants, these re-
lations are averaged by penalty time-functions, due the effects of the mass variation.
This functions are like weight-functions over the nonlinear relations and the Rendezvous
conditions are affected due two reasons: the thrust deviations and the mass variation.
The time dependence in these functions shows that the wanted Rendezvous maneuvers
are the minimum time maneuvers, because these dependence is linear. For the long time
Rendezvous maneuver the penalty functions are time oscillate functions in the y(t) and
z(t) coordinates and linear in the x(t) coordinate. It means larger uncertainess in this
coordinate in this time regime. Besides this, in general, the results showed that there is
a satellite position probability region where it occurs the Rendezvous maneuvers. These
uncertainess are due the deviations influence during the thrusters burns. If the eject
velocity components were not constants in the time, the penalty functions would be
quadratures.
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1 Introduction

The investigation of the optimal control is of importance in modern control theory. The
theory and the application of optimal control for linear time invariant (LTI) systems have
been developed perfectly. For the convenient implementation, many suboptimal control
methods have risen which do not pursue the optimal control performance indexes. In the
literature, some computational methods were stated to solve finite-time optimal control
problem of the LTI systems, time varying systems, second order linear systems, singular
perturbed systems, nonlinear systems with quadratic cost functions [15, 22, 28-30, 37].

Over the last three decades, considerable attention has been paid to robustness
analysis and control of linear systems affected by structured real parameters. Linear
parameter-varying (LPV) systems have gained a lot of interest as they provide a system-
atic means of computing gain-scheduled controllers, especially those related to vehicle
and aerospace control [2-6, 9, 18, 21].

Generally speaking, a LPV system is a linear system in which the system matrices
are fixed functions of a known parameter vector. A LPV system can be viewed as a non-
linear system that is linearized along a trajectory determined by the parameter vector.
Hence, the parameter vector of an LPV system corresponds to the operating point of
the non-linear system. In the LPV framework, it is assumed that the parameter vector
is measurable for control process. In many industrial applications, like flight control
and process control, the operating point can indeed be determined from measurement,
making the LPV approach viable, see for example [7, 32, 36, 39]. Concerning unknown
parameter vector, an adaptive method has been presented for robust stabilization with
performance of LPV systems in [27].

For LPV systems, establishing stability via the use of constant Lyapunov functions is
conservative. To investigate the stability of LPV systems one needs to resort the use of
parameter-dependent Lyapunov functions to achieve necessary and sufficient conditions
of system stability, see [10, 12-14, 16, 17, 19, 33, 43]. Bliman proposed the problem of
robust stability for LPV systems with scalar parameters in [13]. Also, he developed some
conditions for robust stability in terms of solvability of some linear matrix inequalities
(LMIs) without conservatism. Moreover, the existence of a polynomially parameter-
dependent quadratic (PPDQ) Lyapunov function for systems, which are robustly stable,
is investigated in [14]. However, as for LPV systems, synthesis problems that are solved
by classic control theory lead to difficult computations. People have studied optimal
control of LPV systems for decades.

On the other hand, time delays are often present in engineering systems, which have
been generally regarded as a main source on instability and poor performance [11, 31].
Therefore, the stabilization of LPV state-delayed systems is a field of intense research [38-
41, 44]. Generally, a way to ensure stability robustness with respect to the uncertainty
in the delays is to employ stability criteria valid for any nonnegative value of the delays
that is delay-independent results. This assumption that no information on the value
of the delay is known is often coarse in practice. Recently, systematic ways of the use
of PPDQ functions in the state feedback control and output feedback control for LPV
systems with time-delay in the state vector were proposed in [23-26]. It was shown that
the PPDQ Lyapunov-Krasovskii functions make some sufficient conditions to investigate
robust stability analysis of LPV systems in LMIs.

In this paper, we provide a systematic way to finite-time state feedback control
problem for time-varying LPV systems with a constant delay in the state vector under
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quadratic cost functional via a successive approximation algorithm (SAA). This paper is
essentially an extension of the SAA of the linear and nonlinear systems presented in [8] to
the optimal control problem of the time-varying LPV state-delayed systems. The method
of SAA results an iterative scheme, which successively improves any initial control law
ultimately converging to the optimal state feedback control. On the other hand, by ma-
nipulating LMIs imposed by Generalized-Hamiltonian-Jacobi-Bellman (GHJB) method
and the PPDQ functions, sufficient conditions with high precision are given to guarantee
asymptotic stability of the time-varying LPV state-delayed systems independent of the
time delay.

The notations used throughout the paper are fairly standard. The matrices In , 0n

and 0n×p are the identity matrix, the n × n and n × p zero matrices respectively. The
symbol ⊗ denotes Kronecker product, the power of Kronecker products being used with
the natural meaning M0⊗ = 1, Mp⊗ := M (p−1)⊗

⊗ M . Let Ĵk, J̃k ∈ ℜ
k×(k+1), and

v[k] be defined by Ĵk := [Ik, 0k×1], J̃k := [0k×1, Ik] and v[k] = [1, v, . . . , vk−1]T ,
respectively, which have essential roles for polynomial manipulations [11]. Finally given
a signal x(t),‖x(t)‖2 denotes the L2 norm of x(t); i.e., ‖x(t)‖2

2 =
∫ ∞

0
xT (t)x(t) dt.

2 Problem Description

Consider in the following a class of time-varying LPV state-delayed system
{

ẋ(t) = A(t; ρ)x(t) + Ad(t; ρ)x(t − h) + B(t; ρ)u(t),

x(t) = φ(t), t ∈ [−h, 0],
(1)

where the constant parameter h is time delay and φ(t) is the continuous vector valued
initial function, also x(t) ∈ ℜ

n and u(t) ∈ ℜ
l are the state vector and the control input,

respectively. Moreover, the parameter-dependent matrices A(t; ρ), Ad(t; ρ) and B(t; ρ)
are expressed as

[A(t; ρ) Ad(t; ρ) B(t; ρ)] = [A0(t) A0d(t) B0(t)] +

m
∑

i=1

ρi[Ai(t) Aid(t) Bi(t)],

where A0(t), · · · , Am(t), A0d(t), · · · , Amd(t) and B0(t), · · · , Bm(t) are known constant
matrices of appropriate dimensions. Furthermore, it is known that the vector ρ =
[ρ1, ρ2, · · · , ρm] ∈ ℜ

m is contained in a priori given set whereas the actual curve of
the vector ρ is unknown but can be measured online for control process. In the sequel,
we make the following definitions for the system (1).

Definition 2.1 A finite-time state feedback u(t) = −K(t; ρ)x(t) for t ∈ [0, T ] with
K(t; ρ) ∈ ℜ

m×n is said to achieve global asymptotic stability of the system (1) if the
closed-loop system

ẋ(t) = (A(t; ρ) − B(t; ρ)K(t; ρ))x(t) + Ad(t; ρ)x(t − h) (2)

is globally asymptotic stable in the Lyapunov sense.

According to Definition 2.1, the main objective of the paper is to develop an iterative
technique for finite-time optimal control problem of the time-varying LPV state-delayed
system (1), which minimizes the following cost functional with respect to some u∗(t; ρ):

J = ‖x(T )‖
2
Q0

+

∫ T

0

‖x(t)‖
2
Q + ‖u(t)‖

2
R dt. (3)
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Definition 2.2 A polynomially parameter-dependent quadratic (PPDQ) function is
said to any quadratic function xT (t)S(ρ)x(t) such S(ρ) is defined as

S(ρ) := (ρ[k]
m ⊗ . . . ⊗ ρ

[k]
1 ⊗ In)T Sk(ρ[k]

m ⊗ . . . ⊗ ρ
[k]
1 ⊗ In) (4)

for a certain Sk ∈ ℜ
(kmn)×(kmn). The integer k − 1 is called the degree of the PPDQ

function of S(ρ).

3 Finite-Time Optimal Control Problem

Before deriving the main results, a preliminary Lemma is reviewed.

Lemma 3.1 (Schur Complement lemma) Given constant matrices Ψ1, Ψ2 and Ψ3

where Ψ1 = ΨT
1 and Ψ2 = ΨT

2 > 0, then Ψ1 + ΨT
3 Ψ−1

2 Ψ3 < 0 if and only if

[

Ψ1 ΨT
3

Ψ3 −Ψ2

]

< 0 or equivalently,

[

−Ψ2 Ψ3

ΨT
3 Ψ1

]

< 0.

In the literature, extensions of the Lyapunov method to the Lyapunov-Krasovskii
method have been proposed for time-delayed systems [11, 31]. To investigate the delay-
independent asymptotically stability analysis of the closed-loop system (2), we define in
the following a class of PPDQ Lyapunov-Krasovskii functions of the degree k − 1

V (x(t); ρ) = xT (t)Pρ(t)x(t) +

∫ t

t−h

xT (σ)Qρ(σ)x(σ) dσ, (5)

where the positive-definite matrices Pρ(t) := P (t; ρ) ∈ ℜ
n×n and Qρ(t) := Q(t; ρ) ∈ ℜ

n×n

with the following forms

Pρ(t) = (ρ[k]
m ⊗ . . . ⊗ ρ

[k]
1 ⊗ In)T Pk(t)(ρ[k]

m ⊗ . . . ⊗ ρ
[k]
1 ⊗ In), (6)

Qρ(t) = (ρ[k]
m ⊗ . . . ⊗ ρ

[k]
1 ⊗ In)T Qk(t)(ρ[k]

m ⊗ . . . ⊗ ρ
[k]
1 ⊗ In), (7)

where the positive-definite matrices {Pk(t), Qk(t)} ∈ ℜ
(kmn)×(kmn) are to be determined.

Definition 3.1 Given an admissible control u(t; ρ), which ensures the asymptotic
stability of the closed-loop system (2). The function V (x(t); ρ) in (5) satisfies the
Generalized-Hamiltonian-Jacobi-Bellman (GHJB) inequality, written GHJB(V, u) < 0,
if

∂V

∂t
+

∂V T

∂x
(A(t; ρ)x(t) + Ad(t; ρ)x(t − h) + B(t; ρ)u(t)) + ‖x(t)‖

2
Q + ‖u(t)‖

2
R < 0, (8)

where V (T, x) = ‖x(T )‖
2
Q0

.

Remark 3.1 Generally, the Hamiltonian-Jacobi equation being nonlinear is very
difficult to solve. Recently, a new approach for solving the Hamiltonian-Jacobi equation
for a fairly large class of Hamiltonian systems has been studied in [1].

To improve the performance of an arbitrary control u(0) we minimize the following
function

u(1) = arg min
u∈AJ (D)

{

∂V

∂t
+

∂V T

∂x
(A(t; ρ)x(t) + Ad(t; ρ)x(t − h) + B(t; ρ)u(0))
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+ ‖x(t)‖
2
Q +

∥

∥

∥
u(0)

∥

∥

∥

2

R
} =

−1

2
R−1BT (t; ρ)

∂V (0)

∂x

= −R−1BT (t; ρ)P (0)
ρ (t)x(t), (9)

where D := [0, T ]× Ω, and Ω is a compact set of ℜn containing a ball around the origin
and AJ (D) is the set of admissible controls. In the infinite-time case, the initial control
law is required to be stabilizing for the SAA to converge. For the finite-time this is not
the case; in particular we may chose u(0) = 0. However, u(0) provides a degree of freedom
which maybe judiciously chosen to speed the convergence of the algorithm.

The cost of u(1) is given by the solution of the equation GHJB(V (1), u(1)) < 0. In
[34], it has been shown that V (1)(t, x) ≤ V (0)(t, x) for each (t, x) ∈ D and the convergence
does not get stuck in local minimum, i.e., if V (i+1)(t, x) = V (i)(t, x) for a fixed i, then
V i(t, x) = V ∗(t, x). Based on this fact, we assume that a unique optimal control u∗

exists and is an admissible control. Then the optimal cost is given by the solution to the
GHJB inequality, i.e.,

∂V ∗

∂t
+

∂V ∗T

∂x
(A(t; ρ)x(t)+Ad(t; ρ)x(t−h)+B(t; ρ)u∗(t))+‖x(t)‖

2
Q+‖u∗(t)‖

2
R < 0. (10)

From the solution to the GHJB inequality (10) we obtain an optimal control law as

u∗(t) =
−1

2
R−1BT (t; ρ)

∂V ∗

∂x

:= −K(t; ρ)x(t), t ∈ [0, T ], (11)

where K(t; ρ) = R−1BT (t; ρ)P ∗
ρ (t) and the optimal cost is

J(x(0), u∗) = φT (0)P ∗
ρ (0)φ(0).

Remark 3.2 For the finite-time version of the problem, there is generally a unique
solution to GHJB (under appropriate conditions), which brings up the question of obtain-
ing the solution relevant to the infinite-time problem as the limit of the unique solution
of the finite-time one. This question is investigated in [42] for nonlinear systems affine
in the control and the disturbance, and with a cost function quadratic in the control,
where the control is not restricted to lie in a compact set. It establishes the existence of a
well-defined limit, and also obtains a result on global asymptotic stability of closed-loop
system under the H∞ controller and the corresponding worst-case disturbance.

Noting to the expressions (5), (10) and (11), we find

xT (t)(Ṗρ(t)+AT (t; ρ)Pρ(t)+Pρ(t)A(t; ρ)−Pρ(t)B(t; ρ)R−1BT (t; ρ)Pρ(t)+Qρ(t)+Q)x(t)

−xT (t− h)Qρ(t)x(t− h)+ xT (t)Pρ(t)Ad(t; ρ)x(t− h) + (Ad(t; ρ)x(t− h))T Pρ(t)x(t) < 0.
(12)

Then, the aforementioned inequality is rewritten as

XT (t)Mρ(t)X(t) < 0, (13)

where the new vector X(t) = [xT (t), xT (t−h)]T is an augmented state and the parameter-
dependent matrix Mρ(t) is defined as

Mρ(t) =

[

Σ̃11 Pρ(t)Adρ(t)
∗ −Qρ(t)

]

, (14)
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where

Σ̃11 = Ṗρ(t) + AT
ρ (t)Pρ(t) + Pρ(t)Aρ(t) − Pρ(t)Bρ(t)R

−1BT
ρ (t)Pρ(t) + Qρ(t) + Q.

Remark 3.3 Stability of the time-varying LPV state-delayed system (1) can be
provided by finding the positive-definite solutions Pρ(t) and Qρ(t) to the associated
parameter-dependent matrix inequality Mρ(t) < 0.

In the iterative step, we assume a non-singular solution and that V (i)(x(t); ρ) has the
form

V (i)(x(t); ρ) = xT (t)P (i)
ρ (t)x(t) +

∫ t

t−h

xT (σ)Q(i)
ρ (σ)x(σ) dσ (15)

and we let the new control be

u(i)(t; ρ) := −K(i)(t; ρ)x(t) = −R−1BT
ρ (t)P (i−1)

ρ (t)x(t). (16)

By substituting V (i)(x(t); ρ) and the control (16) into (10) and using Schur Complement
Lemma, the following parameter-dependent LMI is easily obtained







Σ̂
(i)
11 P

(i−1)
ρ (t)Bρ(t) P

(i)
ρ (t)Adρ(t)

∗ −R 0

∗ ∗ −Q
(i)
ρ (t)






< 0, (17)

where
Σ̂

(i)
11 = Ṗ (i)

ρ (t) + P (i)
ρ (t)(Aρ(t) − Bρ(t)R

−1BT
ρ (t)P (i−1)

ρ (t))

+(Aρ(t) − Bρ(t)R
−1BT

ρ (t)P (i−1)
ρ (t))T P (i)

ρ (t) + Q(i)
ρ (t) + Q.

Remark 3.4 A general framework for relaxing parameter-dependent LMI problems
into parameter-independent LMIs (conventional form) has been investigated in [5]. How-
ever, application of the PPDQ Lyapunov functions as a new tool for relaxing parameter
dependency of the matrix inequalities will be stated in the next section.

4 Parameter-Dependent LMI Relaxations

In this section the PPDQ functions as the basis functions are used to relax parameter-
dependent LMIs into conventional parameter-independent LMI problems by utilizing
some positives-definite Lagrange multiplier matrices (see for instance [24,24]).

Lemma 4.1 Let the degree of the PPDQ Lyapunov function P
(i)
ρ (t) be k − 1. The

parameter-dependent matrix P
(i)
ρ (t)Bρ(t) can be represented as

P (i)
ρ (t)Bρ(t) := (ρ[k+1]

m ⊗ . . . ⊗ ρ
[k+1]
1 ⊗ In)T H

(i)
k (t)(ρ[k+1]

m ⊗ . . . ⊗ ρ
[k+1]
1 ⊗ Il), (18)

where the matrix H
(i)
k (t) ∈ ℜ

((k+1)mn)×((k+1)ml) which depends linearly on the matrix

P
(i)
k (t) is defined as

H
(i)
k (t) = (Ĵm⊗

k ⊗ In)T P
(i)
k (t)(Ĵm⊗

k ⊗B0(t) +

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗Bi(t)). (19)
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Proof According to the structures of the parameter-dependent matrices P
(i)
ρ (t) and

Bρ(t), one has

P (i)
ρ (t)Bρ(t) = (ρ[k]

m ⊗ . . . ⊗ ρ
[k]
1 ⊗ In)T P

(i)
k (t)(ρ[k]

m ⊗ . . . ⊗ ρ
[k]
1 ⊗ In)(B0(t) +

m
∑

i=1

ρiBi(t))

and using the property of (ϑ[k]
⊗ In)Bi(t) = (Ik ⊗ Bi(t))(ϑ

[k]
⊗ Il) one finds

P (i)
ρ (t)Bρ(t) = (ρ[k]

m ⊗. . .⊗ρ
[k]
1 ⊗In)T P

(i)
k (t)(Ikm⊗(B0(t)+

m
∑

i=1

ρiBi(t)))(ρ
[k]
m ⊗. . .⊗ρ

[k]
1 ⊗Il)

or

P (i)
ρ (t)Bρ(t) = (ρ[k]

m ⊗ . . . ⊗ ρ
[k]
1 ⊗ In)T P

(i)
k (t)((Ikm ⊗ B0(t))(ρ

[k]
m ⊗ . . . ⊗ ρ

[k]
1 ⊗ Il)

+(Ikm ⊗ B1(t))(ρ
[k]
m ⊗ . . . ⊗ ρ1ρ

[k]
1 ⊗ Il) + · · ·

+(Ikm ⊗ Bm(t))(ρmρ[k]
m ⊗ . . . ⊗ ρ

[k]
1 ⊗ Il)),

then by repeated use of the properties Ĵkρ
[k+1]
i = ρ

[k]
i and J̃kρ

[k+1]
i = ρiρ

[k]
i the matrix

H
(i)
k (t) in (19) is obtained. 2

According to Lemma 4.1 for the matrix Adρ(t), we have:

P (i)
ρ (t)Adρ(t) := (ρ[k+1]

m ⊗ . . . ⊗ ρ
[k+1]
1 ⊗ In)T S

(i)
k (t)(ρ[k+1]

m ⊗ . . . ⊗ ρ
[k+1]
1 ⊗ In), (20)

where the matrix S
(i)
k (t) is expressed in the form

S
(i)
k (t) = (Ĵm⊗

k ⊗ In)T P
(i)
k (t)(Ĵm⊗

k ⊗A0d(t)+

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗Aid(t)). (21)

Therefore, the PPDQ Lyapunov function of degree k for the positive-definite matrix

R
(i)
ρ (t) = AT

ρ (t)P
(i)
ρ (t) + P

(i)
ρ (t)Aρ(t) is written as

R(i)
ρ (t) := (ρ[k+1]

m ⊗ . . . ⊗ ρ
[k+1]
1 ⊗ In)T R

(i)
k (t)(ρ[k+1]

m ⊗ . . . ⊗ ρ
[k+1]
1 ⊗ In) (22)

and from Lemma 4.1 the matrix R
(i)
k (t) in (22), which depends linearly on the matrix

P
(i)
k (t) is obtained as follows:

R
(i)
k (t) = (Ĵm⊗

k ⊗ In)T P
(i)
k (t)(Ĵm⊗

k ⊗ A0(t) +
m

∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Ai(t))

+(Ĵm⊗
k ⊗ A0(t) +

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Ai(t))

T P
(i)
k (t)(Ĵm⊗

k ⊗ In).

(23)

Similarly, the constant positive-definite matrices R ∈ ℜ
l×l, and Q ∈ ℜ

n×n can be repre-
sented as

R = (ρ[k+1]
m ⊗ . . .⊗ρ

[k+1]
1 ⊗ Il)

T (Ĵm⊗
k ⊗ Il)

T R̄k(Ĵm⊗
k ⊗ Il)(ρ

[k+1]
m ⊗ . . .⊗ρ

[k+1]
1 ⊗ Il), (24)
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and

Q = (ρ[k+1]
m ⊗. . .⊗ρ

[k+1]
1 ⊗In)T (Ĵm⊗

k ⊗In)T Q̄k(Ĵm⊗
k ⊗In)(ρ[k+1]

m ⊗. . .⊗ρ
[k+1]
1 ⊗In), (25)

where the certain matrices R̄k and Q̄k are defined, respectively, as

R̄k = diag (R, 0l, · · · , 0l
︸ ︷︷ ︸

(km−1) elements

),

and
Q̄k = diag (Q, 0n, · · · , 0n

︸ ︷︷ ︸

(km−1) elements

).

We are now in the position to state our main result in the following Theorem.

Theorem 4.1 For a given positive parameter k if there exist positive-definite matri-

ces P
(i)
k (t), Q

(i)
k (t) and the set of positive definite Lagrange multipliers Q̂

(1)
i,k (t), Q̂

(2)
i,k (t)

and Q̂
(3)
i,k (t) for i = 1, 2, · · · , m to the following parameter-independent differential linear

matrix inequality (DLMI),





Σ11 H
(i−1)
k (t) S

(i)
k (t)

∗ Σ22 0
∗ ∗ Σ33



 < 0, (26)

where
Σ11 = (Ĵm⊗

k ⊗ In)T Ṗ
(i)
k (t)(Ĵm⊗

k ⊗ In) + R̂
(i)
k (t)

+(Ĵm⊗
k ⊗ In)T (Q

(i)
k (t) + Q̄k)(Ĵm⊗

k ⊗ In)

+

m
∑

i=1

(Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1n)T Q̂

(1)
i,k (Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1n)

−

m
∑

i=1

(Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1n)T Q̂

(1)
i,k (Ĵ

(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1n),

Σ22 = −(Ĵm⊗
k ⊗ Il)

T R̄k(Ĵm⊗
k ⊗ Il)

+
m

∑

i=1

(Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1l)

T Q̂
(2)
i,k (Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1l)

−

m
∑

i=1

(Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1l)

T Q̂
(2)
i,k (Ĵ

(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1l),

and
Σ33 = −(Ĵm⊗

k ⊗ In)T Q
(i)
k (t)(Ĵm⊗

k ⊗ In)

+

m
∑

i=1

(Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1n)T Q̂

(3)
i,k (Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1n)

−

m
∑

i=1

(Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1n)T Q̂

(3)
i,k (Ĵ

(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1n),
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with

R̂
(i)
k (t) = {Ĵm⊗

k ⊗ A0(t) +

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Ai(t) − (Ĵm⊗

k ⊗ B0(t)

+

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Bi(t))R

−1H
(i−1)T

k (t)}T P
(i)
k (t)(Ĵm⊗

k ⊗ In)

+(Ĵm⊗
k ⊗ In)T P

(i)
k (t){Ĵm⊗

k ⊗ A0(t) +

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Ai(t)

−(Ĵm⊗
k ⊗ B0(t) +

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Bi(t))R

−1H
(i−1)T

k (t)},

then the parameter-dependent finite-time state feedback control

u(i)(t; ρ) = −R−1BT
ρ (t)P (i−1)

ρ (t)x(t), t ∈ [0, T ] (27)

achieves global asymptotic stability for the time-varying LPV state-delayed system (1)
with the quadratic cost function (3).

Proof By substituting the relations (18)-(25) into the parameter-dependent LMI
(17), one parameter-dependent matrix inequality is obtained which includes left- and
right-multiplication of the (26) by







ρ
[k]
m ⊗ . . . ⊗ ρ

[k]
1 ⊗ In 0 0

∗ ρ
[k]
m ⊗ . . . ⊗ ρ

[k]
1 ⊗ Il 0

∗ ∗ ρ
[k]
m ⊗ . . . ⊗ ρ

[k]
1 ⊗ In






,

and its transpose. Then, it can be concluded that the LMI (26), which in-

cluded the positive-definite Lagrange multipliers Q̂
(1)
1,k, · · · , Q̂

(1)
m,k, Q̂

(2)
1,k, · · · , Q̂

(2)
m,k and

Q̂
(3)
1,k, · · · , Q̂

(3)
m,k, is a sufficient condition to fulfil the parameter-dependent matrix in-

equality (17) for any vector ρ contained in a priori given set. 2

It is essential in this result that the matrices P
(i)
k (t) and Q

(i)
k (t) are calculated in-

dependently from the parameter vector ρ and thereafter P
(i)
ρ (t), Q

(i)
ρ (t) and the control

law are found analytically by (6), (7) and (27), respectively.

Remark 4.1 The solution to the DLMI in (26) can be obtained by discretizing the
time interval [0, T ] into equally spaced time instances {tj , j = 1, · · · , N, tN = T, t0 = 0}
[35], where

tj − tj−1 := κ = N−1T, j = 1, · · · , N.

The discretized DLMI problem thus becomes one of finding, at each κ ∈ [1, N ], P
(i)j−1

k (:=

P
(i)
k (tj−1)) that satisfies







Σ̂11 H
(i−1)j

k S
(i)j

k

∗ Σ̂22 0

∗ ∗ Σ̂33






< 0 (28)
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with P
(i)N

k = Q0 and

Σ̂11 = (Ĵm⊗
k ⊗ In)T (−P

(i)j−1

k + P
(i)j

k )(Ĵm⊗
k ⊗ In) + κR̂

(i)j

k (t)

+κ(Ĵm⊗
k ⊗ In)T (Q

(i)j

k (t) + Q̄k)(Ĵm⊗
k ⊗ In)

+κ

m
∑

i=1

(Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1n)T Q̂

(1)
i,k (Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1n)

−κ
m

∑

i=1

(Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1n)T Q̂

(1)
i,k (Ĵ

(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1n),

Σ̂22 = −κ−1(Ĵm⊗
k ⊗ Il)

T R̄k(Ĵm⊗
k ⊗ Il)

+κ−1
m

∑

i=1

(Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1l)

T Q̂
(2)
i,k (Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1l)

−κ−1
m

∑

i=1

(Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1l)

T Q̂
(2)
i,k (Ĵ

(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1l),

Σ̂33 = −κ−1(Ĵm⊗
k ⊗ In)T Q

(i)j

k (Ĵm⊗
k ⊗ In)

+κ−1
m

∑

i=1

(Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1n)T Q̂

(3)
i,k (Ĵ

(m−i+1)⊗
k ⊗ I(k+1)i−1n)

−κ−1
m

∑

i=1

(Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1n)T Q̂

(3)
i,k (Ĵ

(m−i)⊗
k ⊗ J̃k ⊗ I(k+1)i−1n),

H
(i−1)j

k := H
(i−1)
k (tj)

= (Ĵm⊗
k ⊗ In)T P

(i−1)j

k (Ĵm⊗
k ⊗ Bj

0 +

m
∑

l=1

Ĵ
(m−l)⊗
k ⊗ J̃k ⊗ Ĵ

(l−1)⊗
k ⊗ Bj

i ),

and
S

(i)j

k := S
(i)
k (tj)

= (Ĵm⊗
k ⊗ In)T P

(i)j

k (Ĵm⊗
k ⊗ Aj

0d +
m

∑

l=1

Ĵ
(m−l)⊗
k ⊗ J̃k ⊗ Ĵ

(l−1)⊗
k ⊗ A

(j
ld),

with
R̂

(i)j

k := R̂
(i)
k (tj)

= {Ĵm⊗
k ⊗ Aj

0 +

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Aj

i − (Ĵm⊗
k ⊗ Bj

0

+

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Bj

i )R
−1H

(i−1)T

j

k }
T P

(i)j

k (Ĵm⊗
k ⊗ In)

+(Ĵm⊗
k ⊗ In)T P

(i)j

k {Ĵm⊗
k ⊗ Aj

0 +

m
∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Aj

i

−(Ĵm⊗
k ⊗ Bj

0 +
m

∑

i=1

Ĵ
(m−i)⊗
k ⊗ J̃k ⊗ Ĵ

(i−1)⊗
k ⊗ Bj

i )R
−1H

(i−1)T

j

k },

where Aj
i := Ai(tj), Aj

ld := Ald(tj) and Bj
i := Bi(tj).
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Remark 4.2 From the DLMI (26) in Theorem 4.1, it can be concluded that a
unique positive-definite solution to (8) exists, then V (0)(x(t); ρ) ≥ V (1)(x(t); ρ) ≥ · · · ≥

V ∗(x(t); ρ) with equality holding if and only if V (i)(x(t); ρ) ≡ V ∗(x(t); ρ). Furthermore
V (i)(x(t); ρ) → V ∗(x(t); ρ) and u(i)(x(t); ρ) → u∗(x(t); ρ) pointwise for all x(t), ρ and
t ∈ [0, T ].

Remark 4.3 It is observed that the discretized DLMI (28) is linear in P
(i)j

k ,

Q
(i)j

k , Q̂
(1)
1,k, · · · , Q̂

(1)
m,k, Q̂

(2)
1,k, · · · , Q̂

(2)
m,k and Q̂

(3)
1,k, · · · , Q̂

(3)
m,k thus the standard LMI tech-

niques, [20], can be exploited to find the positive-definite solutions. It is also seen from
the above results that the choice of appropriate parameter k − 1 as the degree of the

PPDQ Lyapunov functions of the matrix P
(i)
k (t) and Q

(i)
k (t) play the role of freedom of

design in the control law.

5 Conclusion

A successive approximation algorithm was used to generate the finite-time optimal feed-
back gains for a class of time-varying LPV state-delayed systems under quadratic cost
functional. The method of SAA was developed, which successively improves any initial
control law ultimately converging to the optimal state feedback control. By manipulat-
ing LMIs imposed by Generalized-Hamiltonian-Jacobi-Bellman method and the PPDQ
functions, sufficient conditions with high precision were given to guarantee asymptotic
stability of the time-varying LPV state-delayed systems independent of the time delay.
In this paper, the results are presented on the delay-independent stability conditions
case, and the extension of the results to delay-dependent stability conditions is a topic
currently under study.
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Abstract: This paper is concerned with the problem of local controllability
for linear nonstationary systems with random parameters. In differ of well-
known problem of controllability for the determinated systems, for systems
with random parameters we must construct a non-predicting control when we
use the information about system only before the current moment. We ob-
tain the sufficient conditions of non-predicting controllability and estimation
of the probability that the given system is a locally controllable on the fixed
time segment. The algorithm of construction of the non-predicting control is
developed.

Keywords: Local controllability; non-predicting control; controllability set; station-

ary stochastic process.
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1 Introduction

The problems of controllability, observability and stability of dynamical systems with
random parameters was investigated in many works, for example, [1]-[7]. Notice, that
for such type of systems we often have not the information about the systems behaviour
in future, thats why is appeared a problem of existence of a non-predicting control.
The term of the non-predicting control was introduced in Ekaterinburg school on the
control theory (see [8, 9]), the problem of such control construction was investigated also
in [10, 11]. The control u(t, x) is called the non-predicting if for it construction in the
moment t = τ we use the information about system only for t 6 τ.
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In this paper we continue the investigation initiated in [12, 13], where we considered
the linear systems with the stationary random parameters and obtained the sufficient
conditions of existence of the non-predicting control for such systems. In [12, 13] we
investigated the conditions of total controllability when we don’t assumed any restrictions
on the control u ∈ Rm. Here we consider the system

ẋ = A(f tω)x+B(f tω)u, (t, ω, x, u) ∈ R × Ω × R
n
× U, (1)

where the function t → ξ(f tω)
.
=

(

A(f tω), B(f tω)
)

of variable t is a piecewise constant
for every ω ∈ Ω. We assume that u ∈ U, where U is a compact convex set in Rm and
U contains the origin in their interior. The aim of this paper is to obtain the sufficient
conditions of the non-predicting local controllability for system (1) on the segment [0, T ].
We prove that in the case u ∈ U for construction of the non-predicting control we must
constantly hold the trajectories of the system (1) solutions in the neighbourhood of the
origin, that lead to some additional conditions for the asymptotical behaviour of the
system ẋ = A(f tω)x solutions.

2 The basic definitions and designations

Suppose e1
.
= col(1, 0, . . . , 0), . . . , en

.
= col(0, . . . , 0, 1) is a standard basis in Euclidean

space Rn; ‖x‖ =
√

x∗x is a norm in Rn; Lin(q1, . . . , qr) is a linear hull of the vectors
q1, . . . , qr ∈ Rn; On

ε (x0) is an ε-neighbourhood of the point x0 in Rn, On
ε
.
= On

ε (0); intU
is an interior of the set U.

Let us consider the probability spaces (Ω1,F1, µ1) and (Ω2,F2, µ2), where Ω1 is a
space of number sequences θ = (θ1, . . . , θk, . . . ), θk ∈ (0,∞), the space Ω2

.
= {ϕ : ϕ =

(ϕ0, ϕ1, . . . ϕk, . . . ), ϕk∈Ψ}, Ψ = {ψj}
s
j=1 is a finite set of the matrix pairs ψj

.
= (Aj , Bj),

Fi is a σ-algebra formed by the corresponding cylinder sets, µi is an extension of a measure
µ̃i from the algebra of the cylinder sets to the σ-algebra Fi, i = 1, 2. We also consider
the probability space (Ω,F, µ), where Ω = Ω1 ×Ω2. The construction of σ-algebra F and
the probability measure µ was described in [2].

On the space (Ω2,F2, µ2) for every θ ∈ Ω1 we introduce the sequence of random
variables ζ = (ζ0, ζ1, . . . ) such that ζk(ω) = ζk(ϕ, θ) = ϕk, ϕk ∈ Ψ. We suppose that
the sequence ζ forms the homogeneous Markov chain, which uniquely determines by
the matrix of the transition probabilities P = (pij)

s
i,j=1 and the initial distribution

π = (πi)
s
i=1 (see [14, p. 122]). We also suppose that the Markov chain ζ is a stationary

in the narrow sense (see [14, p. 432]).

Let us introduce the sequence {τk}
∞
k=0 : τ0 = 0, τk(θ) =

k
∑

i=1

θi, where θ ∈ Ω1. We

assume that θ1, θ2, . . . are the independent positive random variables and θ2, θ3, . . . have
the equal distribution F (t), t ∈ (0,∞) with the mathematical expectation mθ. Denote
by ν(t, θ) a number of points of the sequence {τk}, which lie left than t, that is

ν(t, θ) = max{k : τk 6 t}, t > 0.

The variable ν(t) is called a recovery process. We assume that ν(t) is a stationary recovery
process (that is this process have a stationary recovery speed), then the distribution of
θ1 satisfies the equality (see [15, p. 145–147])

F1(t) =
1

mθ

t
∫

0

(1 − F (x))dx, t > 0. (2)
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Let us introduce the shift transformation f t
1θ = (τν+1 − t, θν+2, θν+3, . . . ), t > 0 on

the probability space (Ω1,F1, µ1). The transformation f t
1 preserves the measure µ1,

because the sequence {τk} forms the stationary recovery process. We also introduce
the shift transformation f t

2(θ)ϕ = (ϕν , ϕν+1, . . . ) on the space (Ω2,F2, µ2) for any
θ ∈ Ω1. From the stationarity of the Markov chain ζ it follows that the transforma-
tion f t

2 preserves the measure µ2. In [16, p. 190] was proved that the shift transformation
f tω = f t(θ, ϕ) =

(

f t
1θ, f

t
2(θ)ϕ

)

on the space (Ω,F, µ) preserves the measure µ.
Assume that ξ(ω) = ζ0(ω) is a stochastic variable on the probability space (Ω,F, µ).

We introduce the random process ξ(f tω) =
(

A(f tω), B(f tω)
)

generated by the flow f tω.
Then ξ(f tω) receives the constant values ϕk for t ∈ [τk, τk+1). The function ξ(f tω) is a
stationary in the narrow sense random process (see [14, p. 433], [16, p. 167], [17, p. 189]).
We remind that the process ξ(t, ω) is called stationary in the narrow sense if the equality
µ(f tG) = µ(G) satisfies for any cylinder set G ∈ F (see [16, p. 174]).

We identify the system (1) with the function ξ : Ω → Ψ. For each fixed ω the function
ξ(f tω) designates a linear determinate system. We say that an admissible control of the
system ξ is any bounded and Lebesgue measurable function uω : R×Rn

×Rn
→ U ∈ Rm.

The control type uω(t, x0) is said to be program control if it is not explicitly depends from
x; the control type uω(t, x) is said to be positional control. The program control uω(t, x0)
is said to be non-predicting on the segment [t0, t1] if for it construction in the moment
τ ∈ [t0, t1] we use the information about matrices A(f tω) and B(f tω) only for t 6 τ
(and not use the information for t > τ).

Let us consider the intervals [τk, τk+1), where the function ξ(f tω) receives the constant
values ϕk ∈ Ψ. On any interval [τk, τk+1) the system ξ coincides with one of the systems
ξi, i = 1, . . . , s, where over ξi we denote the system

ẋ = Aix+Biu, (x, u) ∈ R
n
× U.

Here U is a compact convex set in Rm and U contains the origin in their interior. In this
work we construct the non-predicting control in such form that on any interval [τk, τk+1),
k = 0, 1, . . . we apply either the positional control, or at first the program control for
t ∈ [τk, τk +α), then the positional control for t ∈ [τk +α, τk+1). Therefore let us improve
in what sense we determine the solution of the system ξ under the fixed ω ∈ Ω. We
introduce the sequence {ϑk}

∞
k=0, where ϑ0 = 0, ϑk+1 > ϑk such that on the intervals

[ϑk, ϑk+1), k = 1, . . . we apply either only the program control, or only the positional
one in dependence from the number of system ξi that appeared in the corresponding
time moment. If we construct the program control uω(t) on the interval [ϑk, ϑk+1), then
the solution of the system ξ is an absolutely continuous function x(t) = x(t, ϑk, xk, uω),
x(ϑk) = xk, which satisfies the corresponding system ẋ = Aix + Biuω(t) for almost all
t ∈ [ϑk, ϑk+1). For the continuity of the solution we require that x(ϑk, ϑk−1, xk−1) = xk.
Now we assume that on the interval [ϑk, ϑk+1) we must construct the positional control
u = uω(t, x). Let us consider the system ξi closed by the control u = uω(t, x) and denote
by x(t) = x(t, ϑk, xk, uω) the solution of this system. We require that x(t) satisfies the
conditions x(ϑk) = xk, x(ϑk, ϑk−1, xk−1) = xk. Let us denote uω(t) = uω(t, x(t)). Then
for any initial point xk the solution of the system ẋ = Aix + Biuω(t, x) we can also
obtain as the solution of the control system ξi that corresponds the control uω(t), see
[18, p. 431–433].

Definition 2.1 The state x0 ∈ Rn of system ξ(f tω) is said to be controllable (non-
predicting controllable) on the segment [t0, t1] if there exists a control uω(t, x, x0) (non-
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predicting control u(f tω, x, x0)), t ∈ [t0, t1] such that the corresponding solution x(t, ω),
x(t0, ω)=x0 satisfies x(t1, ω)=0.

We denote by D[t0,t1](ω) the controllability set of the system ξ(f tω) on the segment
[t0, t1], that is the set of all points, which can be steered to zero on [t0, t1] under the fixed
ω ∈ Ω. We also denote by D[t0,t1](ω) the set of all non-predicting controllable states of
the system ξ = ξ(f tω) on the segment [t0, t1].

Definition 2.2 The system ξ is said to be locally controllable with the probabil-
ity µ0 on the segment [t0, t1] if µ{ω : 0 ∈ intD[t0,t1](ω)} = µ0 and non-predicting lo-
cally controllable with the probability µ0 on the segment [t0, t1] if the probability
µ{ω : 0 ∈ intD[t0,t1](ω)} = µ0.

3 The Construction of the Positional Control

Let us consider the system ξi and denote by Ki the matrix

Ki = (Bi, AiBi, . . . , A
n−1
i Bi), i = 1, . . . , s,

by D[t0,t1](ξi) the controllability set of the system ξi on the segment [t0, t1], by L(ξi)
.
=

LinD[t0,t1](ξi) the controllability space of the system ξi, by Xi(t, s) = Xi(t − s) the
Cauchy matrix of this system. It is known that the controllability space L(ξi) coincides
with the subspace formed by the columns of the matrix Ki, that is L(ξi) = LinKi.
Therefore the condition rankKi = n is the necessary and sufficient condition of the local
controllability for system ξi (see [19, p. 140–145]).

Let us consider a determinate system ξ0, which coincides with the system ξiℓ
on

any interval [(ℓ − 1)α, ℓα), ℓ = 1, . . . , k, that is ξ0 = ψiℓ
for t ∈ [(ℓ − 1)α, ℓα). We can

consider the system ξ0 as the system ξ under the fixed ω = (θ, ϕ) with k first coordinates
ωℓ = (α, ψiℓ

).

Lemma 3.1 [20] Assume that ξ0 = ψiℓ
for t ∈ [(ℓ − 1)α, ℓα), ℓ = 1, . . . , k. Then the

controllability space of system ξ0 on the segment [(ℓ− 1)α, kα]

L[(ℓ−1)α,kα](ξ0) = L(ξiℓ
) +X−1

iℓ
(α)L(ξiℓ+1

) + . . .+X−1
iℓ

(α) · . . . ·X−1
ik−1

(α)L(ξik
).

Suppose that for system ξ there exists ω ∈ Ω such that the corresponding determi-
nate system ξ0 is a totally controllable on the segment [0, kα], that is the controllability
space L[0,kα](ξ0) coincides with Rn. In the present work we investigate the next problem:
is it possible to construct the non-predicting control for the system ξ and what is the
probability that this system is the non-predicting controllable on the fixed time segment
[0, T ] (in the process of construction of such control we assume that for the system ξ in
the moment τ the moments of switching τk and the states of this system for t > τ are
unknown). Further we propose the algorithm of construction of the non-predicting con-
trol when it is not sufficient the equality L[0,kα](ξ0) = Rn. The subspaces L[(ℓ−1)α,kα](ξ0),
ℓ = 2, . . . , k must satisfy some additional condition, that is the trajectory of the system
under some control must retains in given subspace to the next moment of switching. In
Lemma 3.2 we obtain the condition of such retaining when there are not any restrictions
on the control.
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Lemma 3.2 [12] Let M be a subspace in Rn and M be a matrix formed from the
vectors of basis M. If for the system

ẋ = Ax+Bu, (x, u) ∈ R
n
× R

m, (3)

we have LinAM ⊂ Lin(M,B), then there exists a positional control u(x) such that for
any point x0 ∈ M the trajectory of solution x(t, t0, x0, u) contains in the subspace M for
all t > 0.

Further we consider the system S : ẋ = Ax + Bu, (x, u) ∈ Rn
× U, where U ⊂ Rm

is a compact convex set containing the origin in their interior. We denote by L(S)
.
=

LinD[t0,t1](S), then L(S) is a controllability space for the system (3).
In the next statement we obtain the sufficient conditions of existence of the positional

control u(x) ∈ U for the system S. This control must retains the trajectory of solution
x(t, t0, x0, u) on the subspace M for t > t0, if x0 is a point located on this subspace in the
moment t0. Furthermore, for u(x) ∈ U must exists ε > 0 such that from the inequality
‖x0‖ < ε follows that the solution ‖x(t, t0, x0, u)‖ < ε for all t > t0.

We denote by λ1, . . . , λp the eigenvalues of matrix A corresponding to the different
Jordan cells (for this eigenvalues not required to be different), by mk we denote the
size of Jordan cell corresponding to the eigenvalue λk. We also denote by Λ the set of
eigenvalues λk such that either Reλk > 0 or Reλk = 0 and the size of corresponding
Jordan cell is more than one, that is

Λ
.
=

{

λk : λk ∈ {Reλk > 0} ∪ {Reλk = 0,mk > 1}
}

.

Lemma 3.3 Let M be a subspace in Rn and M be a matrix from the vectors of basis
M. Suppose that the system S and the subspace M satisfy the conditions:

(1) M∩ L(S) = {0};
(2) LinAM ⊂ Lin(M,B);
(3) the controllability space L(S) contains all rooted subspaces of matrix A, corre-

sponding to the eigenvalues λk ∈ Λ.
Then there exists the positional control u(x) ∈ U, for which we can find ε > 0 and
δ = δ(ε) > 0 such that for any point x0 ∈ M∩Oδ the trajectory of solution x(t, t0, x0, u)
contains in M∩Oε for all t > t0.

Proof Assume that for the system S a dimension of the controllability space
dimL(S) = r. Then there exists a linear transformation x = Cy that reduce the system

S to the system type ˜S = ( ˜A, ˜B) :

ẏ1 = A11y
1 +A12y

2 +B1ũ,

ẏ2 = A22y
2,

where y1
∈ Rr, y2

∈ Rn−r and the controllability subspace L(˜S) determines in Rn by the

equation y2 = 0 (see [18, p. 110]). From the equalities ˜A = C−1AC and ˜B = C−1B it is

easy to verify that the controllability spaces of the systems S and ˜S satisfy the condition

L(˜S) = C−1L(S). (4)

Let us denote ˜

M = C−1
M. Then from the conditions (1) and (4) follows that ˜

M∩

L(˜S) = {0}. The conditions (2) and LinC ˜A˜M ⊂ Lin(C˜M,C ˜B) are equivalent, therefore

Lin ˜A˜M ⊂ Lin(˜M, ˜B).
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It is known that the similar matrices A and ˜A have the equal eigenvalues λk, k =
1, . . . , p. Let ℓi and ˜ℓi be the eigen and the adjoint vectors of matrices A and ˜A. If ℓi
and ˜ℓi correspond to the equal λi, then we have ℓi = C˜ℓi (see [21, p. 31]). Therefore the

condition (3) is equivalent the follow condition: the subspace L(˜S) contains all rooted

subspaces of matrix ˜A, corresponding to the λk ∈ Λ.
Note, that the vectors ˜ℓi type ˜ℓi = (ℓ1i , 0), ℓ1i ∈ Rr, i = 1, . . . , r, are contained in

the controllability subspace L(˜S) = Lin(e1, . . . , er). The matrix ˜A also have the rooted

subspaces formed by the vectors ˜ℓi = (ℓ1i , ℓ
2
i ), ℓ

2
i 6= 0, i = r + 1, . . . , n that dont lie in

L(˜S). Here ℓ1i ∈ Rr, ℓ2i ∈ Rn−r and vectors ℓ2i are the eigen or the adjoint ones of matrix

A22 (vectors ˜ℓi and ℓ2i , i = r + 1, . . . , n correspond to the equal eigenvalues). Since (3),
it follows that for these eigenvalues Reλk < 0 or Reλk = 0 and mk = 1.

Using the conditions L(˜S) = Lin(e1, . . . , er) and ˜

M ∩ L(˜S) = {0}, we get that the

subspace ˜

M don’t contains the unit vectors e1, . . . , er. Therefore we can represent this
subspace in the form

˜

M = col( ˜

M1, ˜

M2) = Lin(h1, . . . , hj), hi = col(h1
i , h

2
i ),

˜

M1 = Lin(h1
1, . . . , h

1
j), ˜

M2 = Lin(h2
1, . . . , h

2
j), j 6 n− r,

where vectors h1
i ∈ Rr, h2

i are the linear independent vectors in Rn−r.

We denote by y(t) = y(t, t0, y0, ũ) = col(y1(t), y2(t)) the solution of the system ˜S
closed by the control ũ(y) ∈ U. Here y1(t) = y1(t, t0, y

1
0 , ũ) and y2(t) = y2(t, t0, y

2
0) is the

solution of the system ẏ2 = A22y
2. Let us obtain the solution y(t) such that its trajectory,

going in the moment t0 from the point y0 = (y1
0 , y

2
0) ∈

˜

M, remains in the subspace ˜

M

for all t > t0. Note, that from the condition Lin ˜A˜M ⊂ Lin(˜M, ˜B) follows the condition

LinA22
˜M2 ⊂ Lin ˜M2, which means that for every point y2

0 ∈
˜

M2 the trajectory of y2(t)

contains in the subspace ˜

M2 = Lin(h2
1, . . . , h

2
j) for all t > t0. Therefore we can represent

the solution y2(t) in the form

y2(t) = α1(t)h
2
1 + · · · + αj(t)h

2
j , αi(t) =

q
∑

l=1

eλltQil(t),

where the degree of polynomials Qil(t) not more than ml − 1. The solution y2(t) is
bounded for t0 6 t < ∞ because the eigenvalues λk of matrix A22 satisfy the condition
Reλk < 0 or Reλk = 0 and mk = 1.

Notice, that if Lin ˜A˜M ⊂ Lin(˜M, ˜B), then for any basic vector hi ∈
˜

M, i = 1, . . . , j

there exists a vector ui ∈ Rm such that ˜Ahi + ˜Bui ∈
˜

M. This means that there exists a
vector ci = col(c1i . . . cji) such that the system ˜Mci− ˜Bui = ˜Ahi has the solution. Let us
construct the positional control ũ = α1(t)u1 + . . .+αj(t)uj and denote by c = α1(t)c1 +

. . .+ αj(t)cj . Suppose that y0 ∈
˜

M and y(t) = y(t, t0, y0, ũ) = α1(t)h1 + . . .+ αj(t)hj is

the solution of the system ˜S such that its trajectory lies in the subspace ˜

M. Then the
vector col(c, ũ) ∈ Rk+m is the solution of the system

˜Mc− ˜Bũ = ˜Ay, y ∈
˜

M. (5)

Combining ˜

M = col( ˜

M1, ˜

M2), ˜B = col( ˜B1, 0), rank ˜M2 = j, rank ˜B1 = m and condition

(2), we obtain that rank(˜M, ˜B) = rank(˜M, ˜B, ˜A˜M) = j + m. This implies that the
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system (5) is compatible and has a unique solution ũ, which we can represent in the form
ũ = ũ(y) = Dy. Here D is some matrix sizes m × n. Then there exists ε > 0 such that
ũ(y) ∈ U for ‖y‖ < ε.

Since we can express the solution y(t) over the same functions αi(t), i = 1, . . . , j that
enters in y2(t), therefore this solution is also bounded for t > t0. This means that for any
ε > 0 there exists δ > 0 such that ‖y(t)‖ < ε for all t > t0 if ‖y0‖ < δ. Let us consider the

phase trajectories of the system ˜S closed by the control ũ(y) ∈ U. Thus, we proved that

if these trajectories go from the points y0 ∈
˜

M∩Oδ, then they lie in the set ˜

M∩Oε for
all t > t0. Let us put u(x) = ũ(y), then the last condition is equivalent the next one: the
phase trajectories of the system S, going from the points x0 ∈ M∩Oδ under the control
u(x) ∈ U, lie in the set M∩Oε for all t > t0 (here ε and δ may be other).

In addition, note that the vector col(c, u) is the solution of the system

Mc−Bu = Ax, x ∈ M, (6)

which is equivalent the system (5). Thus, the lemma is proved. 2

Lemma 3.4 Suppose L(S) contains all rooted subspaces of matrix A, which corres-
pond to the eigenvalues λk ∈ Λk. Then there exists the positional control u(x) ∈ U type
u = Hx, and for this control there exist ε > 0 and δ = δ(ε) > 0 such that for any point
‖x0‖ < δ the solution ‖x(t, t0, x0, u‖ < ε for all t > t0.

Proof Assume that dimL(S) = r. Let us reduce the system S to the system ˜S
by the linear transformation x = Cy. The matrix A22 of the system ẏ2 = A22y

2 have the
eigenvalues λk such that Reλk < 0 or Reλk = 0 and mk = 1. In [22, p. 30] was proved
that there exists a control u = Hx that gives to the matrix A+BH of the closed system r
predesigned eigenvalues and the rest eigenvalues of A+BH coincide with the eigenvalues
of matrix A22. Therefore, we can choose the control u = Hx such that all eigenvalues of
matrix A + BH satisfy the condition Reλk < 0 or Reλk = 0 and mk = 1. Then there
exists ε > 0 that u(x) ∈ U for ‖x‖ < ε and there exists δ = δ(ε) > 0 that for any point
‖x0‖ < δ the solution x(t) = x(t, t0, x0, u) satisfies the equality ‖x(t, x0, u(·))‖ < ε for all
t > t0. The lemma is proved. 2

4 The Conditions of the Non-predicting Local Controllability

We say that the finite sequence V = (ψi1 , . . . , ψik
), where ψij

∈ Ψ is called a word V. Let
us put in correspondence to the word V the linear systems ξi1 , . . . , ξik

, the controllability
spaces of these systems L(ξi1), . . . , L(ξik

) and the controllability spaces L[(ℓ−1)α,kα](ξ0),
ℓ = 1, . . . , k, constructed in Lemma 3.1.

Let us denote by µ(T ) the probability of appearance the word V on the segment
[0, T ].

Lemma 4.1 Suppose that 0 < α 6 θk 6 β for all k = 2, . . . , the set Ψ = {ψ1, ψ2},
the word V = (ψi1 , ψi2). Then for T > 2Nβ, N = 1, 2, . . . , the probability µ(T ) satisfies
the inequality

µ(T ) > (1 − πi2p
N−1
i2i2

)(1 − pN
i1i1). (7)

Proof Here we consider the case, when the set Ψ contains two states, then the
probability µ(T ) equals to the probability of appearance the word V = (ψi1 , ψi2) on the



310 Yu.V. MASTERKOV AND L.I. RODINA

segment [0, T ]. Notice that µ(T ) not less than the probability of transition the system
from any initial state to the state ψi1 over not more than N steps and then from ψi1 to
ψi2 also not more than for N steps. It is clear that for such transition of the system on
the segment [0, T ] must appeared not less than 2N jumps of the process, that always true
for T > 2Nβ. Let us denote by fi1i1(N) the conditional probability of the first reaching
of the system the state ψi1 from this own initial state not more than over N steps. The
probability fi1i1(N) equals to the probability that the system either reaches the state
ψi1 for one step or goes to ψi2 , then a few times goes again to ψi2 and then reaches the
initial state ψi1 , hence

fi1i1(N) = pi1i1 + pi1i2pi2i1(1 + pi2i2 + . . .+ pN−2
i2i2

) = 1 − pi1i2p
N−1
i2i2

.

Let fi2i1(N) be the conditional probability of the first reaching of the system the state
ψi1 from the state ψi2 not more than over N steps. For this aim the system from the
state ψi2 can reach the state ψi1 either over one step or at first it can go a few times to
ψi2 , then it goes to ψi1 , therefore,

fi2i1(N) = pi2i1(1 + pi2i2 + . . .+ pN−1
i2i2

) = 1 − pN
i2i2 .

In the same way, we denote the probability fi1i2(N), then fi1i2(N) = 1 − pN
i1i1

. Further
note that the system can reach the state ψi1 either from ψi1 or from ψi2 , hence for
T > 2Nβ we have the inequality

µ(T ) >

(

πi1fi1i1(N) + πi2fi2i1(N)
)

fi1i2(N) =
(

1 − πi1pi1i2p
N−1
i2i2

− πi2p
N
i2i2

)

(1 − pN
i1i1).

It is well known that if the Markov chain is a stationary in the narrow sense, then the

initial and transition probabilities satisfy the equations
s

∑

j=1

πjpjk = πk, k = 1, . . . , s.

Hence in the case s = 2 we have πi1pi1i2 + πi2pi2i2 = πi2 . Therefore µ(T ) > (1 −

πi2p
N−1
i2i2

)(1 − pN
i1i1). Thus, the lemma is proved. 2

Let p
(ℓ)
ij be the probability of transition from the state ψi to the state ψj over ℓ steps.

The state ψj is called an attainable from the state ψi if there exists ℓ > 0 such that

p
(ℓ)
ij > 0. The states ψi and ψj are called the connected if the state ψj is attainable from

the state ψi and the state ψi is attainable from ψj (see [14, p. 598]).

Theorem 4.1 Suppose that for the system ξ the set Ψ = {ψ1, ψ2}, the states ψ1, ψ2

are connected and 0 < α 6 θk 6 β for all k = 2, . . . If there exist a word V = (ψi1 , ψi2)
and a subspace M ⊂ L(ξi2) such that:

(1) M∩ L(ξi1 ) = {0}, L(ξi1) + M = Rn;
(2) LinAi1M ⊂ Lin(M,Bi1);
(3) the controllability space L(ξi1) contains all rooted subspaces of matrix Ai1 and

the controllability space L(ξi2) contains all rooted subspaces of Ai2 , corresponding to the
eigenvalues λk ∈ Λ,
then the system ξ is non-predicting controlled on [0, T ] with probability µ(T ) that satisfies
(7) for all T > 2Nβ, N = 1, 2, . . . .

The probability µ(T ) → 1 as T → ∞.

Proof Let us describe the construction of the non-predicting control for the sys-
tem ξ that satisfies the conditions of the theorem.
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1. First let us consider the case, when in the initial moment the system ξ is in the
state ψi1 . The first task is to translate the points x0 ∈ Oε to the set M ∩ Oε1

by the
program control u(t) ∈ U for time α. We denote by D[t0,t1](S,M0) the controllability
set of the system S to the set M0 on the segment [t0, t1]. The point x0 lies in the set
D[t0,t1](S,M0) if and only if there exists an admissible control u(t) such that the solution
x(t) = x(t, t0, x0, u) of the system S satisfies the condition x(t1) ∈M0. It is known that
the set D[t0,t1](S,M0) satisfies the equality

D[t0,t1](S,M0) = D[t0,t1](S) +X−1(t1 − t0)M0.

Here under the algebraic sum of the sets A and B from Rn we intend the set A + B =
{a+ b : a ∈ A, b ∈ B}, by X(t, s) = X(t− s) we denote the Cauchy matrix of the system
ẋ = Ax. We obtain

LinD[0,α](ξi1 ,M∩Oε1
) = Lin

(

D[0,α](ξi1) +X−1
i1

(α)(M∩Oε1
)
)

=

= L(ξi1) +X−1
i1

(α)M.

In the work [20] was proved that the conditions L(ξi1) +X−1
i1

(α)M = Rn and L(ξi1) +
M = R

n are equivalent, hence from the condition (1) it follows that LinD[0,α](ξi1 ,M∩

Oε1
) = Rn. Since {0} ∈ intM and {0} ∈ intD[0,α](ξi1), then {0} ∈ intD[0,α](ξi1 ,M∩Oε1

).
Therefore the set D[0,α](ξi1 ,M∩Oε1

) contains some neighbourhood Oε of the origin such
that all points of Oε reach the set M∩Oε1

by u(t) ∈ U for time α.
Let us suppose that the system ξ have not the jumps for time t = α, that is τ1 > α.

Since the system ξi1 and the subspace M satisfy the conditions of lemma 3.3, then there
exists the positional control u(x) ∈ U, which retains the solution x(t) = x(t, α, xα, u),
x(α) = xα on the subspace M for all t > α. In this case for every ε2 > 0 there exists
ε1 > 0 such that for all ‖x0‖ < ε1 the solution ‖x(t)‖ < ε2 for all t > α. Suppose that in
the moment τ1 the state ψi2 is appeared; then we can translate the points of M∩ Oε2

to null for time α, because M contains in the controllability set L(ξi2). In this case we
choose ε2 such that the program control u(t) ∈ U for t ∈ [τ1, τ1 + α]. The case τ1 < α
considered further in item 3.

2. Suppose that in the initial moment the system ξ is in the state ψi2 . In this case
we must wait for the moment of jump τ1 during some unknown time and simultaneously
choose the control u(x) ∈ U that satisfy the follow condition: there exist ε > 0 and
δ = δ(ε) > 0 that all points from the neighbourhood Oδ contain in Oε for any long time
(to the moment τ1). In Lemma 3.4 we prove the existence of such control u(x) ∈ U.
If the state ψi2 appears again in the next moments of jumping τ1, . . . , τk, then we keep
on restrain the trajectory of the system in the neighbourhood Oε until the state ψi1

appeared in some moment τk+1. For t > τk+1 we construct the control as in item 1.
3. Notice that in the initial moment we don’t know about the time τ1 of first jump of

the process, thats why we cannot always reach the sets constructed above for this time.
Therefore for t < τ1 we must construct the program control similarly as in the first or
second item in dependence of the state of the system in the initial moment. Now suppose
that the first jump of the process was in the moment τ1 < α and we don’t reach the
necessary sets for this time, then after the moment τ1 we have a reserve time α without
the next moment of jump τ2 (because θk ∈ [α, β]). Thus, for t > τ1 we build the control
as above in dependence from the number of state in the moment τ1.

4. Finally let us prove that µ(T ) → 1 as T → ∞. The states ψ1, ψ2 are connected,
hence p11 6= 1, p22 6= 1. Therefore from the inequality (7) we have that µ(T ) → 1 as
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N → ∞. Notice, that in this case T → ∞, because T > α(N − 1), α > 0. Thus, the
theorem is proved. 2

5 Illustrative Example

Assume that the system ξ has two states ψ1 = (A1, B1), ψ2 = (A2, B2) with the next
matrices:

A1 =





2 0 0
1 1 2
0 0 −1



 , B1 =





1 0
0 1
0 0



 , A2 =





−1 1 0
0 −1 4
1 1 −2



 , B2 =





1
2
1



 .

It is also given the matrix of transition probabilities P =

(

3/5 2/5
4/5 1/5

)

and the initial

distribution π = (2/3, 1/3). Note, that the initial and transition probabilities satisfy the

equations
2
∑

j=1

πjpji = πi, i = 1, 2. We also suppose that the length of intervals between

the system jumps θk ∈ [0, 5; 1], k = 2, 3 . . . , then from (2) follows that θ1 ∈ [0; 1].
It is easily shown that the controllability spaces of these systems L(ξ1) = LinB1,

L(ξ2) = LinB2. We choose the word V = (ψ1, ψ2) and the subspace M = L(ξ2), then
the subspaces M and L(ξ1) satisfy the equalities:

M∩ L(ξ1) = {0}, L(ξ1) + M = R
3, LinA1M ⊂ Lin(M, B1) = R

3.

Further, the controllability space L(ξ1) contains the eigenvectors of matrix A1, v1 =
col(0, 1, 0) and v2 = col(1, 1, 0) that correspond to the eigenvalues λ1 = 1 and λ2 = 2; the
matrix A1 also has the eigenvalue λ3 = −1. The subspace L(ξ2) contains the eigenvector
v1 = col(1, 2, 1) of matrix A2, corresponding λ1 = 1, the other eigenvalues of A2 are
λ2 = −2, λ3 = −3. From the Theorem 4.1 it follows that the system ξ is the non-
predicting controlled on the segment [0, T ] with the probability µ(T ), which satisfies the
next inequality for T > 2N :

µ(T ) >

(

1 −

1

3
· 0, 2N−1

)

(1 − 0, 6N).

Let us describe the construction of the non-predicting control for this system and
obtain the corresponding positional controls. Assume that in the initial moment the
system ξ is in the state ψ1. First we translate the points x0 ∈ Oε to the set M ∩ Oε1

by the program control u(t) ∈ U for the time α = 0, 5. If the system has not the jumps
during the time interval α, that is τ1 > α, then we restrain the trajectories of the system
ξ1 in the set M ∩ Oε1

by the control u(x) to the jump moment τk, when the system
goes to the state ψ2. For obtaining the control u(x) we represent the vector x ∈ M in
the form x = col(x1, 2x1, x1), then from the system (6) we have u(x) = col(u1, u2) =
col(−3x1,−7x1). We obtain the solution x(t, α, x0, u) of the system ξ1, closed by the
control u(x), going from the point x0 = (x1

0, 2x
1
0, x

1
0) :

x(t, α, x0, u) = col
(

x0
1e

−(t−α), 2x0
1e

−(t−α), x0
1e

−(t−α)
)

.

Note, that this solutions satisfies the inequality ‖x(t, α, x0, u)‖ 6 ‖x0‖ < ε1 and its
trajectory contains in the subspace M for all t > α. Further, when the state ξ2 appears
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in the moment τk, we translated the points from M∩Oε1
to null by the corresponding

program control.
Suppose that τ1 < α and in the moment τ1 the state ψ2 appears, then the trajectories

of the system cannot always reach the set M∩Oε1
for the moment τ1. In this case after τ1

we must restrain the trajectories in some neighbourhood of the origin for the moment τq,
when the system will be in the state ψ1 again. For this aim we construct the positional
control for the system ξ2 : u(x) = −x1 − x2, such that all eigenvalues of the matrix of
closed system are equal −2. Then there exist ε > 0 that u(x) ∈ U for ‖x‖ < ε and
δ = δ(ε) > 0 that for any point ‖x0‖ < δ the solution ‖x(t, τ1, x0, u)‖ < ε for all t > τ1.
After appearing the state ψ1 we deal as in the first case. In the same way, if in the moment
t = 0 appears the state ψ2, we must restrain the trajectories in some neighbourhood of
the origin for the moment τq, when the system will be in the state ψ1.

The work is supported by Russian Foundation of Basic Research (grant No. 06-01-
00-258).
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Abstract: In this paper we study uniform convergence of trajectories of dis-
crete disperse dynamical systems generated by set-valued mappings to their
global attractors. In particular, we show that this convergence holds even in
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1 Introduction

Dynamical systems theory has been a rapidly growing area of research which has various
applications to physics, engineering, biology and economics. In this theory one of the
goals is to study the asymptotic behavior of the trajectories of a dynamical system. A
discrete-time dynamical system is described by a space of states and a transition operator
which can be set-valued. Usually in the dynamical systems theory a transition operator
is single-valued. In the present paper we study a class of dynamical systems introduced in
[3] and studied in [4, 5] with a compact metric space of states and a set-valued transition
operator. Such dynamical systems describe economical models [1, 2, 6].

Let (X, ρ) be a compact metric space and let a : X → 2X
\ {∅} be a set-valued

mapping whose graph

graph(a) = {(x, y) ∈ X × X : y ∈ a(x)}

is a closed subset of X × X . For each nonempty subset E ⊂ X set

a(E) = ∪{a(x) : x ∈ E} and a0(E) = E.

∗ Corresponding author: ajzasltx.technion.ac.il

c© 2007 Informath Publishing Group/1562-8353 (print)/1813-7385 (online)/www.e-ndst.kiev.ua 315
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By induction we define an(E) for any natural number n and any nonempty subset E ⊂ X
as follows:

an(E) = a(an−1(E)).

In this paper we study convergence of trajectories of the dynamical system generated
by the set-valued mapping a. Following [3, 4] this system is called a discrete disperse
dynamical system.

First we define a trajectory of this system.
A sequence {xt}

∞
t=0 ⊂ X is called a trajectory of a (or just a trajectory if the mapping

a is understood) if xt+1 ∈ a(xt) for all integers t ≥ 0.
Put

Ω(a) = {z ∈ X : for each ǫ > 0 there is a trajectory {xt}
∞
t=0

such that lim inf
t→∞

ρ(z, xt) ≤ ǫ}.
(1.1)

Clearly, Ω(a) is closed subset of (X, ρ). In the present paper the set Ω(a) will be called
a global attractor of a. Note that in [3–5] Ω(a) was called a turnpike set of a. This
terminology was motivated by mathematical economics [1, 2, 6].

For each x ∈ X and each nonempty closed subset E ⊂ X put

ρ(x, E) = inf{ρ(x, y) : y ∈ E}.

It is clear that for each trajectory {xt}
∞
t=0 we have limt→∞ ρ(xt, Ω(a)) = 0.

It is not difficult to see that if for a nonempty closed set B ⊂ X

lim
t→∞

ρ(xt, B) = 0

for each trajectory {xt}
∞
t=0, then Ω(a) ⊂ B.

In the present paper we study uniform convergence of trajectories to the global at-
tractor Ω(a).

The following useful result will be proved in Section 2.

Proposition 1.1 Let ǫ > 0. Then there exists a natural number T (ǫ) such that for
each trajectory {xt}

∞
t=0

min{ρ(xt, Ω(a)) : t = 0, . . . , T (ǫ)} ≤ ǫ.

The following theorem provides necessary and sufficient conditions for uniform con-
vergence of trajectories to the global attractor.

Theorem 1.1 The following properties are equivalent:

(1) For each ǫ > 0 there exists a natural number T (ǫ) such that for each trajectory
{xt}

∞
t=0 and each integer t ≥ T (ǫ) we have ρ(xt, Ω(a)) ≤ ǫ.

(2) If a sequence {xt}
∞
t=−∞ ⊂ X satisfies xt+1 ∈ a(xt) for all integers t, then

{xt}
∞
t=−∞ ⊂ Ω(a).

(3) For each ǫ > 0 there exists δ > 0 such that for each trajectory {xt}
∞
t=0 satisfying

ρ(x0, Ω(a)) ≤ δ the inequality ρ(xt, Ω(a)) ≤ ǫ holds for all integers t ≥ 0.

Theorem 1.1 will be proved in Section 3.
The following two theorems show that convergence of trajectories to the global attrac-

tor holds even in the presence of computational errors. These theorems will be proved
in Section 5.
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Theorem 1.2 Let ǫ > 0. Then there exist δ > 0 and a natural number T (ǫ) such
that for each sequence {xt}

∞
t=0 ⊂ X satisfying ρ(xt+1, a(xt)) ≤ δ for each integer t ≥ 0

the following inequality holds:

min{ρ(xt, Ω(a)) : t = 0, . . . , T (ǫ)} ≤ ǫ.

Theorem 1.3 Assume that property (2) from Theorem 1.1 holds. Then for each
ǫ > 0 there exist δ > 0 and a natural number T (ǫ) such that for each sequence
{xt}

∞
t=0 ⊂ X satisfying

ρ(xt+1, a(xt)) ≤ δ for all integers t ≥ 0

the inequality ρ(xt, Ω(a)) ≤ ǫ holds for each integer t ≥ T (ǫ).

Some examples of set-valued mappings are considered in Section 6. In Section 7 we
obtain generic convergence results for certain classes of set-valued mappings.

2 Proof of Proposition 1.1

Let us assume the converse. Then for each natural number n there exists a trajectory

{x
(n)
t }

∞
t=0 such that

min{ρ(x
(n)
t , Ω(a)) : t = 0, . . . , n} ≥ ǫ. (2.1)

It is easy to see that there exists a strictly increasing sequence of natural numbers {nk}
∞
k=1

such that for each integer t ≥ 0 there exists

xt = lim
k→∞

x
(nk)
t . (2.2)

Since graph(a) is a closed subset of X × X equality (2.2) implies that {xt}
∞
t=0 is a

trajectory. It follows from (2.1) and (2.2) that for each integer t ≥ 0 the inequality
ρ(xt, Ω(a)) ≥ ǫ holds. This contradicts the definition of Ω(a). The contradiction we have
reached proves Proposition 1.1.

3 Proof of Theorem 1.1

We will show that property (1) implies property (2). Assume that property (1) holds.
Let a sequence {xt}

∞
t=−∞ ⊂ X satisfy xt+1 ∈ a(xt) for all integers t. Let τ be an integer,

ǫ be a positive number and let a natural number T (ǫ) be as guaranteed by property (1).
Define

yt = xt+τ−T (ǫ) for each integer t ≥ 0. (3.1)

It is clear that {yt}
∞
t=0 is a trajectory. By property (1), the choice of T (ǫ) and (3.1)

ρ(xτ , Ω(a)) = ρ(yT (ǫ), Ω(a)) ≤ ǫ.

Since ǫ is an arbitrary positive number we conclude that xτ ∈ Ω(a) for each integer τ .
Thus property (1) implies property (2).

Let us show that property (2) implies property (3). Assume that property (2) holds.
Let ǫ ∈ (0, 1). We show that there exists δ > 0 such that for each trajectory {xt}

∞
t=0

satisfying ρ(x0, Ω(a)) ≤ δ the inequality ρ(xt, Ω(a)) ≤ ǫ holds for all integers t ≥ 0.
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Let us assume the converse. Then for each integer n ≥ 1 there exists a trajectory

{x
(n)
t }

∞
t=0 such that

ρ(x
(n)
0 , Ω(a)) ≤ (2n)−1ǫ and sup{ρ(x

(n)
t , Ω(a)) : t ≥ 0 is an integer} > ǫ. (3.2)

In view of (3.2) for each natural number n there exists a natural number Tn such that

ρ(x
(n)
Tn

, Ω(a)) > ǫ. (3.3)

Assume that the sequence {Tn}
∞
n=1 is not bounded. Extracting a subsequence and re-

indexing if necessary we may assume without loss of generality that Tn → ∞ as n → ∞.
For each integer n ≥ 1 set

y
(n)
t = x

(n)
t+Tn

for all integers t ≥ −Tn. (3.4)

Evidently there exists a strictly increasing sequence of natural numbers {nk}
∞
k=1 such

that for each integer t there exists

yt = lim
k→∞

y
(nk)
t . (3.5)

Since the graph of a is closed it follows from (3.4) and (3.5) that yt+1 ∈ a(yt) for each
integer t. By property (2), {yt}

∞
t=−∞ ⊂ Ω(a). On the other hand by (3.3)-(3.5)

ρ(y0, Ω(a)) = lim
k→∞

ρ(y
(nk)
0 , Ω(a)) = lim

k→∞
ρ(x

(nk)
Tn

k

, Ω(a)) ≥ ǫ.

The contradiction we have reached proves that our assumption is wrong and the sequence
{Tn}

∞
n=1 is bounded. Extracting a subsequence and re-indexing we may assume without

loss of generality that
Tn = T1 for all integers n ≥ 1. (3.6)

Let n be a natural number. It follows from (3.2) that there is zn ∈ Ω(a) such that

ρ(x
(n)
0 , zn) ≤ (2n)−1ǫ. (3.7)

By the definition of Ω(a) there exists a trajectory {y
(n)
t }

∞
t=0 such that

lim inf
t→∞

ρ(y
(n)
t , zn) ≤ (8n)−1ǫ. (3.8)

In view of (3.8) there exists a natural number Sn > n such that

ρ(y
(n)
Sn

, zn) < (4n)−1ǫ. (3.9)

Relations (3.7) and (3.9) imply that

ρ(y
(n)
Sn

, x
(n)
0 ) ≤ ρ(y

(n)
Sn

, zn) + ρ(zn, x
(n)
0 ) <

ǫ

n
. (3.10)

Set
ξ
(n)
t = y

(n)
t+Sn

, t = −Sn, . . . ,−1, 0, ξ
(n)
t = x

(n)
t , t = 1, 2, . . . . (3.11)

Clearly, there exists a strictly increasing sequence of natural numbers {nk}
∞
k=1 such that

for each integer t there exists

ξt = lim
k→∞

ξ
(nk)
t (3.12)
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and also there exists
x0 = lim

k→∞
x

(nk)
0 . (3.13)

Since the graph of a is closed it follows from (3.11) and (3.12) that

ξt+1 ∈ a(ξt)

for each integer t ≥ 1 and for each integer t ≤ −1.
We will show that ξ1 ∈ a(ξ0). Since the graph of a is closed it follows from (3.11)–

(3.13) that ξ1 ∈ a(x0). By (3.10)–(3.13) and the inclusion above

ρ(x0, ξ0) = lim
k→∞

ρ(x
(nk)
0 , ξ

(nk)
0 ) = lim

k→∞
ρ(x

(nk)
0 , y

(nk)
Sn

k

) = 0,

x0 = ξ0 and ξ1 ∈ a(ξ0).

Thus we have shown that

ξt+1 ∈ a(ξt) for all integers t. (3.14)

In view of property (2) ξt ∈ Ω(a) for all integers t. On the other hand it follows from
(3.12), (3.11), (3.6) and (3.3) that

ρ(ξT1
, Ω(a)) = lim

k→∞
ρ(ξ

(nk)
T1

, Ω(a)) = lim
k→∞

ρ(x
(nk)
T1

, Ω(a)) ≥ ǫ.

The contradiction we have reached proves that there exists δ > 0 such that for each
trajectory {xt}

∞
t=0 satisfying ρ(x0, Ω(a)) ≤ δ the inequality ρ(xt, Ω(a)) ≤ ǫ holds for all

integers t ≥ 0. Thus property (2) implies property (3).
Let us show that property (3) implies property (1). Assume that property (3) holds.

Let ǫ > 0 and let δ > 0 be as guaranteed by property (3). By Proposition 1.1 there exists
a natural number T0 such that for each trajectory {xt}

∞
t=0

min{ρ(xt, Ω(a)) : t = 0, . . . , T0} ≤ δ. (3.15)

Let {xt}
∞
t=0 be a trajectory. By the choice of T0 there is an integer j ∈ [0, T0] such that

ρ(xj , Ω(a)) ≤ δ.

In view of this inequality and the choice of δ ρ(xt, Ω(a)) ≤ ǫ for all integers t ≥ j and
property (1) holds. Thus property (3) implies property (1). Theorem 1.1 is proved.

4 An auxiliary result

Lemma 4.1 Let T be a natural number and let ǫ > 0. Then there exists a number
δ > 0 such that for each sequence {xt}

T
t=0 ⊂ X satisfying

ρ(xt+1, a(xt)) ≤ δ, t = 0, . . . , T − 1

there is a sequence {yt}
T
t=0 ⊂ X such that

yt+1 ∈ a(yt), t = 0, . . . , T − 1, (4.1)

ρ(yt, xt) ≤ ǫ, t = 0, . . . , T. (4.2)
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Proof Let us assume the converse. Then for each natural number n there exists a

sequence {x
(n)
t }

T
t=0 ⊂ X such that

ρ(x
(n)
t+1, a(x

(n)
t )) ≤ 1/n, t = 0, . . . , T − 1 (4.3)

and that for each sequence {yt}
T
t=0 ⊂ X satisfying (4.1)

sup{ρ(yt, x
(n)
t ) : t = 0, . . . , T} > ǫ. (4.4)

Extracting a subsequence and re-indexing if necessary we may assume without loss of
generality that for t = 0, . . . , T there exists

xt = lim
n→∞

x
(n)
t . (4.5)

By (4.3) for t = 0, . . . , T − 1 and each integer n ≥ 1 there is

z
(n)
t+1 ∈ a(x

(n)
t ) (4.6)

such that

ρ(x
(n)
t+1, z

(n)
t+1) ≤ 1/n. (4.7)

Extracting a subsequence and re-indexing if necessary we may assume without loss of
generality that for t = 0 . . . , T − 1 there is

zt+1 = lim
n→∞

z
(n)
t+1. (4.8)

Since the graph of a is closed it follows from (4.5) and (4.8) that for each t = 0, . . . , T −1

zt+1 ∈ a(xt). (4.9)

By (4.5), (4.7) and (4.8) for each t = 0, . . . , T − 1 we have xt+1 = zt+1. Together with
(4.9) this equality implies that xt+1 ∈ a(xt) for t = 0, . . . , T − 1. In view of (4.5) there
is a natural number n0 such that

ρ(xt, x
(n0)
t ) ≤ ǫ/4, t = 0, . . . , T.

This contradicts the choice of {x
(n0)
t }

T
t=0 (see (4.4)). The contradiction we have reached

proves Lemma 4.1. 2

5 Proofs of Theorems 1.2 and 1.3

Proof of Theorem 1.2 By Proposition 1.1 there exists a natural number T (ǫ) such
that for each trajectory {xt}

∞
t=0 of a

min{ρ(xt, Ω(a)) : t = 0, . . . , T (ǫ)} ≤ ǫ/4. (5.1)

By Lemma 4.1 there exists a number δ > 0 such that for each sequence {xt}
T (ǫ)
t=0 ⊂ X

satisfying

ρ(xt+1, a(xt)) ≤ δ, t = 0, . . . , T (ǫ) − 1, (5.2)
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there exists a sequence {yt}
T (ǫ)
t=0 ⊂ X such that

yt+1 ∈ a(yt), t = 0, . . . , T (ǫ)− 1, (5.3)

ρ(yt, xt) ≤ ǫ/4, t = 0, . . . , T (ǫ). (5.4)

Assume that a sequence {xt}
∞
t=0 ⊂ X satisfies

ρ(xt+1, a(xt)) ≤ δ for all integers t ≥ 0. (5.5)

It follows from (5.5) and the choice of δ that there exists a sequence {yt}
T (ǫ)
t=0 ⊂ X

such that (5.3) and (5.4) hold. By (5.3) and the choice of T (ǫ) (see (5.1)) there is
j ∈ {0, . . . , T (ǫ)} such that ρ(yj , Ω(a)) ≤ ǫ/4. Combined with (5.4) this inequality
implies that

ρ(xj , Ω(a)) ≤ ρ(xj , yj) + ρ(yj , Ω(a)) ≤ ǫ/2.

Theorem 1.2 is proved. 2

Proof of Theorem 1.3 Let ǫ > 0. By Theorem 1.1, property (1) holds and
there exists a natural number T (ǫ) ≥ 4 such that for each trajectory {xt}

∞
t=0 of a and

each integer t ≥ T (ǫ)
ρ(xt, Ω(a)) ≤ ǫ/8. (5.6)

By Lemma 4.1 there exists a number δ > 0 such that for each sequence {yt}
4T (ǫ)
t=0 ⊂ X

satisfying
ρ(yt+1, a(yt)) ≤ δ, t = 0, . . . , 4T (ǫ)− 1 (5.7)

there is a sequence {zt}
4T (ǫ)
t=0 ⊂ X such that

zt+1 ∈ a(zt), t = 0, . . . , 4T (ǫ)− 1, (5.8)

ρ(yt, zt) ≤ ǫ/8, t = 0, . . . , 4T (ǫ). (5.9)

Assume that a sequence {xt}
∞
t=0 ⊂ X satisfies

ρ(xt+1, a(xt)) ≤ δ for each integer t ≥ 0. (5.10)

In view of (5.10) and the choice of δ (see (5.7)-(5.9)) there is a sequence {zt}
4T (ǫ)
t=0 ⊂ X

such that (5.8) is true and

ρ(xt, zt) ≤ ǫ/8, t = 0, . . . , 4T (ǫ). (5.11)

By (5.8) and the choice of T (ǫ) (see (5.6))

ρ(zt, Ω(a)) ≤ ǫ/8, t = T (ǫ), . . . , 4T (ǫ). (5.12)

Relations (5.11) and (5.12) imply that for t = T (ǫ), . . . , 4T (ǫ)

ρ(xt, Ω(a)) ≤ ρ(xt, zt) + ρ(zt, Ω(a)) ≤ ǫ/4. (5.13)

We show that ρ(xt, Ω(a)) ≤ ǫ for all integers t ≥ T (ǫ).
Let us assume the converse. Then there is an integer j ≥ T (ǫ) such that

ρ(xj , Ω(a)) > ǫ, (5.14)

if an integer t satisfies T (ǫ) ≤ t < j, then ρ(xt, Ω(a)) ≤ ǫ. (5.15)
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In view of (5.13)
j > 4T (ǫ). (5.16)

For t = 0, . . . , 4T (ǫ) set
yt = xt+j−2T (ǫ). (5.17)

By (5.10) and (5.17) for t = 0, . . . , 4T (ǫ) − 1

ρ(yt+1, a(yt)) = ρ(xt+j−2T (ǫ)+1, a(xt+j−2T (ǫ))) ≤ δ.

In view of this relation and the choice of δ (see (5.7)–(5.9)) there is a sequence {ξt}
4T (ǫ)
t=0 ⊂

X such that

ξt+1 ∈ a(ξt), t = 0, . . . , 4T (ǫ)− 1, (5.18)

ρ(ξt, yt) ≤ ǫ/8, t = 0, . . . , 4T (ǫ). (5.19)

It follows from (5.18) and the choice of T (ǫ) (see (5.6)) that

ρ(ξt, Ω(a)) ≤ ǫ/8, t = T (ǫ), . . . , 4T (ǫ).

Together with (5.19) this inequality implies that for t = T (ǫ), . . . , 4T (ǫ)

ρ(yt, Ω(a)) ≤ ρ(yt, ξt) + ρ(ξt, Ω(a)) ≤ ǫ/4.

Together with (5.17) this inequality implies that

ρ(xj , Ω(a)) = ρ(y2T (ǫ), Ω(a)) ≤ ǫ/4.

This relation contradicts (5.14). The contradiction we have reached proves that

ρ(xt, Ω(a)) ≤ ǫ for all integers t ≥ T (ǫ).

Theorem 1.3 is proved. 2

6 Examples

Denote by Π(X) the set of all nonempty closed subsets of (X, ρ). For each A, B ∈ Π(X)
set

H(A, B) = max{sup
x∈A

ρ(x, B), sup
y∈B

ρ(y, A)}.

Clearly the space (Π(X), H) is a complete metric space.

Example 6.1 Let a : X → X satisfy ρ(a(x), a(y)) ≤ ρ(x, y) for each x, y ∈ X . Since
the mapping a is single-valued it is not difficult to see that a(Ω(a)) ⊂ Ω(a) and property
(3) from Theorem 1.1 holds.

Example 6.2 Let a : X → X satisfy the following condition:
(C1) for each ǫ > 0 there exists δ ∈ (0, ǫ) such that for each x, y ∈ X satisfying

ρ(x, y) ≤ δ we have ρ(anx, any) ≤ ǫ for all natural numbers n.
Define

ρ1(x, y) = sup{ρ(anx, any) : n = 0, 1, . . .}, x, y ∈ X.
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Clearly, (X, ρ1) is a complete metric space and for each x, y ∈ X we have ρ(x, y) ≤

ρ1(x, y). Let ǫ > 0 and let δ ∈ (0, ǫ) be as guaranteed by (C1). It is clear that ρ1(x, y) ≤ ǫ
for each x, y ∈ X satisfying ρ(x, y) ≤ δ.

Thus the metrics ρ and ρ1 induce in X the same topology. It is clear that
ρ1(a(x), a(y)) ≤ ρ1(x, y) for each x, y ∈ X . Thus in view of Example 1, property (3)
from Theorem 1.1 holds.

Example 6.3 Let a : X → 2X
\ ∅ have a closed graph. Assume that

H(a(x), a(y)) ≤ cρ(x, y) for all x, y ∈ X

with a constant c ∈ (0, 1). We will show that property (3) from Theorem 1.1 holds.
Clearly, it is sufficient to show that

a(Ω(a)) = ∪{a(z) : z ∈ Ω(a)} ⊂ Ω(a).

Let z ∈ a(E1) and let ǫ be a positive number. There exist x ∈ E1 such that z ∈ a(x)
and y ∈ E2 such that ρ(x, y) ≤ ρ(x, E2) + ǫ. It is not difficult to see that

ρ(z, a(E2)) ≤ ρ(z, a(y)) ≤ H(a(x), a(y)) ≤ cρ(x, y) ≤ cρ(x, E2) + cǫ ≤ cH(E1, E2) + cǫ.

Since ǫ is an arbitrary positive number we conclude that

ρ(z, a(E2)) ≤ cH(E1, E2) for all z ∈ a(E1).

Analogously we can show that

ρ(y, a(E1)) ≤ cH(E1, E2) for all y ∈ a(E2).

Hence
H(a(E1), a(E2)) ≤ cH(E1, E2) for all E1, E2 ∈ Π(X).

By this inequality and Banach fixed point theorem there is a unique Ω∗ ∈ Π(X) such
that a(Ω∗) = Ω∗ and that for each E ∈ Π(X)

an(E) → Ω∗ as n → ∞ in (Π(X), H). (6.1)

Clearly, Ω(a) ⊂ Ω∗. It is sufficient to show that Ω(a) = Ω∗.
Denote by Sa the set of all continuous functions s : X → R1 such that supy∈a(x) s(y) ≤

s(x) for all x ∈ X . For each s ∈ Sa put

Ws = {x ∈ X : sup
y∈a(x)

s(y) = s(x)}.

Set
Wa = ∩s∈Sa

Wa.

By Theorem 1 of [5]
Wa = Ω(a).

It is sufficient to show that Ω∗ ⊂ Wa.
Let s ∈ Sa. There x∗ ∈ X such that s(x∗) ≤ s(x) for all x ∈ X . It is clear that

s(y) = s(x∗) for each y ∈ ∪
∞
n=1{a

n(x) : n = 1, 2, . . .}. Together with (6.1) this implies
that s(y) = s(x∗) for each y ∈ Ω∗ and that Ω∗ ⊂ Ws. Since this inclusion holds for any
s ∈ Sa we obtain that Ω∗ ⊂ Wa.

Example 6.4 Let X = [0, 1], a(x) = x2, x ∈ [0, 1]. It is clear that Ω(a) = {0, 1}
and that a(Ω(a)) = Ω(a). It is not difficult to see that for any z ∈ (0, 1) there exists
a sequence {xi}

∞
i=−∞ ⊂ (0, 1) such that x0 = z and xi+1 = a(xi) for all integers i.

Therefore property (2) of Theorem 1.1 does not hold.
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7 Spaces of set-valued mappings

In this section we consider classes of discrete disperse dynamical systems whose global
attractors are a singleton.

Denote by A the set of all mappings a : X → Π(X) with closed graphs. For each
a1, a2 ∈ A set

dA(a1, a2) = sup{H(a1(x), a2(x)) : x ∈ X}. (7.1)

It is clear that the metric space (A, dA) is complete.
Denote by Ac the set of all continuous mappings a : X → Π(X) which belong to

A, by Af the set of all a ∈ A such that a(x) is a singleton for each x ∈ X and set
Afc = Af ∩Ac. Clearly Af , Ac and Afc are closed subsets of (A, dA).

Let M be one of the following spaces: A; Ac; Af ; Afc. The space M is equipped
with the metric dA.

Denote by Mreg the set of all a ∈ M such that Ω(a) is a singleton and that properties
(1–3) from Theorem 1.1 hold.

Denote by M̄reg the closure of Mreg in (M, dA). In this section we will establish the
following result which shows that most elements of M̄reg (in the sense of Baire category)
belong to Mreg.

Theorem 7.1 The set Mreg contains a countable intersection of open everywhere
dense subsets of (M̄reg, dA).

Proof For each a ∈ Mreg there is xa ∈ X such that

Ω(a) = {xa}. (7.2)

Let a ∈ Mreg and let n be a natural number. Since the mapping a has property (2) from
Theorem 1.1 it follows from Theorem 1.3 that there exist a natural number T (a, n) and
δ(a, n) > 0 such that the following property holds:

(P1) for each sequence {xt}
∞
t=0 ⊂ X satisfying ρ(xt+1, a(xt)) ≤ δ(a, n), t = 0, 1, . . .

and each integer t ≥ T (a, n) we have

ρ(xt, xa) ≤ 1/n.

Let U(a, n) be an open neighborhood of a in (M̄reg, dA) such that

H(a(x), b(x)) ≤ δ(a, n)/2 for each x ∈ X and each b ∈ U(a, n). (7.3)

It follows from property (P1) and (7.3) that the following property holds:
(P2) for each b ∈ U(a, n) and each sequence {xt}

∞
t=0 ⊂ X satisfying xt+1 ∈ b(xt),

t = 0, 1, . . .
ρ(xt, xa) ≤ 1/n for all integers t ≥ T (a, n).

Define
F = ∩

∞
n=1 ∪ {U(a, n) : a ∈ Mreg}.

Clearly F is a countable intersection of open everywhere dense subsets of (M̄reg, dA). In
order to complete the proof it is sufficient to show that F ⊂ Mreg.

Let b ∈ F and ǫ > 0. Choose a natural number n such that

n > 8(min{1, ǫ})−1. (7.4)
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By the definition of F there exists a ∈ Mreg such that

b ∈ U(a, n). (7.5)

Let {xt}
∞
t=0 be a trajectory of b. By (7.5) and property (P2)

ρ(xt, xa) ≤ 1/n < ǫ/8 for all integers t ≥ T (a, n). (7.6)

Since ǫ is an arbitrary positive number we conclude that {xt}
∞
t=0 is a Cauchy sequence.

Therefore there exists limt→∞ xt ∈ X . By (7.6),

ρ( lim
t→∞

xt, xa) ≤ ǫ/8. (7.7)

Since ǫ is an arbitrary positive number and {xt}
∞
t=1 is an arbitrary trajectory of b we

conclude that there exists xb ∈ X such that lim
t→∞

xt = xb for each trajectory {xt}
∞
t=0

of b. By (7.7)
ρ(xa, xb) ≤ ǫ/8. (7.8)

By (7.6) and (7.8) for each trajectory {xt}
∞
t=0 of b and all integers t ≥ T (a, n)

ρ(xt, xb) ≤ ρ(xt, xa) + ρ(xa, xb) ≤ ǫ/4.

Theorem 7.1 is proved. 2
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Abstract: In this paper, we consider a hybrid control strategy for stabilization
of nonholonomic systems. In particular, we deal with a typical nonholonomic
system, namely a two-wheeled vehicle. We first rewrite the system in a chained
form, and then transform it into a nonholonomic integrator (NHI) system.
Finally, we apply and modify the hybrid control method for the NHI system, so
that the entire system is exponentially stable. We provide a simulation example
to demonstrate the effectiveness of the transformation and the control, and give
some analysis together with an example for the case where there are constraints
on control inputs. We also extend the discussion to the case of four-wheeled
vehicles.
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1 Introduction

It is known that many mechanical systems are subject to nonholonomic velocity con-
straints (for example, wheeled mobile robots [2], tractor-trailer (or car-trailor) systems
[3], free-floating space [4], etc.), and these constraints can be modelled as symmetrically
affine systems [5,6]. Since such nonholonomic systems do not satisfy the so-called Brock-
ett’s stabilizability condition [7], they can not be asymptotically stabilized to their equi-
librium points by any continuously differentiable, time invariant, state feedback control
laws [7,8]. For this reason, there have been a large quantity of works on the stabilization
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problem of nonholonomic systems in the last two decades, including the efforts of find-
ing continuous, time varying control laws [9,10], discontinuous ones [8,11,12] and middle
strategies (discontinuous and time varying) [13,14].

In this paper, we consider a hybrid control strategy for this challenging problem. In
particular, we deal with a typical nonholonomic system, namely a two-wheeled vehicle.
The significant difference from the abovementioned existing work is that we seek the
possibility of achieving exponential stabilization for such a nonholonomic system. For
this purpose, we first rewrite the model of the two-wheeled vehicle in a chained form, and
then transform it into a nonholonomic integrator (NHI) system [7]. Finally, we apply
and modify the hybrid control method, which was originally proposed in [1], for the NHI
system. We demonstrate by a simulation example the effectiveness of the transformation
and the control. After that, we discuss the case where there are constraints on the control
inputs and propose using the idea of bounded functions in the hybrid control method.
We also extend our discussion to the case of four-wheeled vehicles. By choosing an
alternative control input, we can reduce the stabilization of four-wheeled vehicles to the
same control problem as for two-wheeled vehicles, and thus can apply the same approach.

The remainder of this paper is organized as follows. In Section 2, we describe the
system of a two-wheeled vehicle and then transform it into an NHI system. In Section 3,
we present the hybrid control strategy and the simulation result, and give two important
remarks, which concern the switching time interval and the method of dealing with
singularities. Section 4 considers the case where there exist constraints on the control
inputs, and Section 5 discusses the extension to the case of four-wheeled vehicles. Finally,
we give some concluding remarks in Section 6.

2 System Description and Transformation

We deal with a two-wheeled vehicle as depicted in Figure 2.1, which is known as a typical
nonholonomic system. Let (x, y) denote the position of the vehicle, let θ be the angle
with respect to the x-axis and let v̄1 be the velocity of the vehicle in its body direction.
If we view v̄1 = u1, θ̇ = u2 as control inputs, we obtain the vehicle’s system described by







ẋ = u1 cos θ,

ẏ = u1 sin θ,

θ̇ = u2.

(1)

Note that this is a three-dimensional symmetrically affine system with two control inputs.
In this paper, we propose transforming the system (1) into a chained form, and

then transforming the chained form into an NHI system. More precisely, we first let
µ1 = u1 cos θ, µ2 = u2 to rewrite (1) as







ẋ = µ1,

ẏ = µ1 tan θ,

θ̇ = µ2.

(2)

In (2), we let z1 = x, z2 = tan θ, z3 = y, v1 = µ1, v2 = (sec2 θ)µ2 to obtain







ż1 = v1,

ż2 = v2,

ż3 = z2v1,

(3)
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which is a chained form.
Next, we apply the idea in [6] to transform the chained form (3) into an NHI system.

More precisely, if we define the new variables

x1 = z1 , x2 = z2 , x3 = −2z3 + z1z2 , (4)

then the NHI system






ẋ1 = v1,

ẋ2 = v2,

ẋ3 = x1v2 − x2v1,

(5)

is obtained from (3) easily.

x

y

x , y

Figure 2.1: A two-wheeled vehicle.

It is not difficult to obtain the relation between (x, y, θ) in (1) and (x1, x2, x3) in (5)
as

x = x1 , y =
−x3 + x1x2

2
, θ = tan−1 x2 (6)

and the relation between (u1, u2) in (1) and (v1, v2) in (5) as

u1 =
v1

cos θ
, u2 = v2 cos2 θ . (7)

These relations imply that if we can design a controller v = [v1 v2]
T to make the NHI

system (5) asymptotically/exponentially stable, then the controller u computed by (7)
stabilizes the original nonholonomic system (1) asymptotically/exponentially.

3 Hybrid Control and Simulation

Since the control problem has been reduced to stabilizing the NHI system (5), we propose
applying the hybrid control method in [1]. Define the functions

π1(w) = 0.5(1 − e−
√

w), π2(w) = 1.7π1(w), π3(w) = 2.5π1(w), π4(w) = 4π1(w), (8)
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and the overlapping regions

R1 =
{

x ∈ R3 : 0 ≤ x2
1 + x2

2 ≤ π2(x
2
3)

}

,

R2 =
{

x ∈ R3 : π1(x
2
3) ≤ x2

1 + x2
2 ≤ π4(x

2
3)

}

,

R3 =
{

x ∈ R3 : π3(x
2
3) ≤ x2

1 + x2
2

}

,

R4 = {0} .

(9)

Then, we define the control strategy

v =
[

v1 v2

]T
= gσ(x) , (10)

where σ is a piecewise constant switching signal, which is continuous from the right at
every point and takes value on a finite set J = {1, 2, 3, 4}, and

g1(x)
△
=

[

1
1

]

, g2(x)
△
=





x1 + x2x3

x2
1 + x2

2

x2 −
x1x3

x2
1 + x2

2



 ,

g3(x)
△
=





−x1 + x2x3

x2
1 + x2

2

−x2 −
x1x3

x2
1 + x2

2



 , g4(x)
△
=

[

0
0

]

.

(11)

The switching signal σ is defined recursively by

σ = φ(x, σ−),

φ(x, j) =

{

j, if x ∈ Rj

max{i ∈ J : x ∈ Ri}, if x /∈ Rj .

(12)

Therefore, the above control strategy is a hybrid control which is composed of four
continuous-time controllers and a state-dependent switching law. It has been shown in
[1] that exponential stability is obtained for the NHI system (5) by using the above hybrid
control method. Therefore, as explained before, the original nonholonomic system (1) is
also exponentially stabilized by the hybrid controller defined by (7) and (10)-(12).

The simulation results are described in Figures 3.1 – 3.5, where the initial state is
x1 = 0.25, x2 = 0.15, x3 = 1.0. Figure 3.1 describes how the switching signal changes
with w1 = x2

3, w2 = x2
1 + x2

2. Figure 3.2 and Figure 3.3 respectively show that both
the NHI system (5) and the original system (1) are exponentially stable. Figure 3.4 and
Figure 3.5 depict the switchings in control inputs.

In the end of this section, we give two important remarks concerning the discussion
in this section.

First, as also pointed out in [1], the time interval between consecutive switchings in
the switching law is bounded away from zero, not only on any finite time interval but
also as time goes to infinity. Therefore, chattering phenomena will not happen. Here, we
give more precise description, though similar to that appeared in [1], so that the readers
can follow the design precept.

Let t̄ denote any time instant at which σ switches from Mode 2 (Controller 2) to
Mode 3 (Controller 3). Then one must have

w2(t̄) = π4(w1(t̄)) . (13)
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w

w

Figure 3.1: Switchings.

t 

x

x

x

Figure 3.2: The states of the NHI (5).
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x 

y 

t 

Figure 3.3: The states of the the vehicle (1).

t 

v

v

Figure 3.4: The control inputs of the NHI (5).
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t 

u

u

Figure 3.5: The control inputs of the vehicle (1).

Suppose that σ switches back to Mode 2 after some time interval ∆t, which implies that

w2(t̄ + ∆t) = π3(w1(t̄ + ∆t)) . (14)

Since ẇ2 = −2w2 on the interval [t̄, t̄ + ∆t), we obtain

w2(t̄ + ∆t) = w2(t̄)e
−2∆t , (15)

and thus

∆t =
1

2
log

π4(w1(t̄))

π3(w1(t̄ + ∆t))
. (16)

Noting the fact that w1 is decreasing for all t ≥ t̄ and π3 is monotone nondecreasing,
which leads to π3(w1(t̄ + ∆t)) ≤ π3(w1(t̄)), we conclude that

∆t ≥
1

2
log

π4(w1(t̄))

π3(w1(t̄))
. (17)

Therefore, we can adjust the switching time interval by choosing the ratio between π4

and π3 (we used the ratio 4
2.5 = 1.6 in (8)). For example, if we desire ∆t ≥ 2, then

we choose π4(w1) = exp(4)π3(w1). In this case, the switchings are done as described in
Figure 3.6.

Next, we give a remark on the system transformation from the original system (1)
to the NHI system (5). In (2) or (7), it is easy to understand that we can’t obtain the
original control input u in singular points such as θ = ±

π
2 (which means that the vehicle

is located towards the vertical direction). To say it in other words, the consideration for
the NHI system (5) does not cover the case of θ = ±

π
2 . To overcome this difficulty, we

can use an alternative transformation which doesn’t result in singular points. That is,
we let µ1 = u2, µ2 = u1 to rewrite (1) as

ẋ = µ2 cos θ, ẏ = µ2 sin θ, θ̇ = µ1. (18)

Then, we let z1 = θ, z2 = −x cos θ − y sin θ, z3 = −x sin θ + y cos θ, v1 = µ1, v2 =
(x sin θ − y cos θ)µ1 − µ2 in (18) to obtain

ż1 = v1, ż2 = v2, ż3 = z2v1, (19)



334 GUISHENG ZHAI, ISATADA MATSUNE, TOMOAKI KOBAYASHI AND JOE IMAE

w

w

Figure 3.6: Switchings when π4(w1) = exp(4)π3(w1).

which is also a chained form. The remaining discussion is the same as before.

4 Constrained Control Input

In this section, we give some analysis and simulation in the case where there exist con-
straints on the control inputs. Ref. [15] considered the asymptotic stabilization problem
for nonholonomic mobile robots under constraints on control inputs, but it is found that
the convergence rate is very slow there (only asymptotic stability is guaranteed there).
Here, we suggest using the bounded function proposed in [15] for the hybrid controller
(11).

t

x

x

x

Figure 4.1: The states in the saturated case (x1(0) = 0.25, x2(0) = 0.15, x3(0) = 1.0).

Suppose that due to physical environment and/or actuator capability limitation, we
need imposing certain constraints on the control inputs. For simplicity, we consider here
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u

t

Figure 4.2: The norm of the control input in the saturated case (x1(0) = 0.25, x2(0) = 0.15,
x3(0) = 1.0).

t

x

x

x

Figure 4.3: The states in the saturated case (x1(0) = 2.5, x2(0) = 1.5, x3(0) = 10).
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t

u

Figure 4.4: The norm of the control input in the saturated case (x1(0) = 2.5, x2(0) = 1.5,
x3(0) = 10).

the case where the constraints can be imposed directly on the NHI system (5) as

∥

∥

∥

∥

[

v1

v2

]∥

∥

∥

∥

≤ r , (20)

where r is a positive scalar indicating the constraint bound. Then, utilizing the idea
of bounded function in the control input vector (11), we propose the new controller
candidates

ḡi =
2r

1 + gT
i gi

gi , i = 1, 2, 3, 4 (21)

instead of (11). Note that the constraints are satisfied with the above controllers since

ḡT
i ḡi =

4r2

(1 + gT
i gi)2

gT
i gi ≤ r2 . (22)

Now, we consider the same system with constrained controller under r = 1. The
simulation result with the same initial state (x1 = 0.25, x2 = 0.15, x3 = 1.0) is shown in
Figure 4.1 and Figure 4.2. Figure 4.1 tells that the system is also exponentially stabilized,
and Figure 4.2 tells that the constraint on the control inputs is satisfied.

Since the controller switchings depend on the initial state significantly, we increase
the initial state to x1 = 2.5, x2 = 1.5, x3 = 10. Then, the simulation result is shown
in Figure 4.3 and Figure 4.4. We see that we have also obtained desired exponential
stability under the constrained control inputs.

5 Extension to Four-Wheeled Vehicles

In this section, we extend our consideration to the case of four-wheeled vehicles, which
are depicted in Figure 5.1.

We let (x, y) and (xf , yf) be the coordinates of the middle point of the rear tire axle
and that of the front tire, respectively, and let L be the length from (x, y) to (xf , yf ).
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x

y

x , y

L

x  , y f f

Figure 5.1: A four-wheeled vehicle.

Define θ and v̄1 as in the two-wheeled vehicle, and let φ be the angle with respect to its
body direction. If we view v̄1 = u1, φ̇ = u2 as control inputs, we obtain the vehicle’s
system described by























ẋ = u1 cos θ,

ẏ = u1 sin θ,

θ̇ = u1
tanφ

L
,

φ̇ = u2.

(23)

Note that this is a four-dimensional symmetrically affine system with two inputs. We
can transform this system into four-dimensional chained form. However, we find that it
is hard to apply the aforementioned control method since the obtained chained form can
not be transformed further into the NHI system. For this reason, we propose choosing
the control inputs as v̄1 = u1, v̄1 tan φ = u2, and rewrite the vehicle’s system as











ẋ = u1 cos θ,

ẏ = u1 sin θ,

θ̇ =
u2

L
.

(24)

Since (24) is a three-dimensional symmetrically affine system with two inputs, we can
use the same approach as in Section II to transform this system into an NHI system,
and then apply the aforementioned hybrid control strategy for the system. Note that
the relation between (x, y, θ) in (24) and (x1, x2, x3) in (5) is the same as in the case of
two-wheeled vehicles, and the relation between (u1, u2) in (24) and (v1, v2) in (5) is

u1 =
v1

cos θ
, u2 = v2L cos2 θ . (25)

6 Concluding Remarks

We have considered a hybrid control strategy for stabilization of a class of nonholonomic
systems, namely two(four)-wheeled vehicle systems. We first rewrite the system in a
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chained form, and then transform it into a nonholonomic integrator (NHI) system. Fi-
nally, we have applied the hybrid control method proposed in [1] for the obtained NHI
system. The key point is that the transformations are returnable and the switching time
interval can be adjusted easily. We have shown that it is possible to extend the results
to the case involving constrained control inputs.

Future research includes the hybrid control for extended NHI forms (for example,
those with even dimension) and for robust performance of nonholonomic systems.
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